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Abstract: The work concerns a sandwich beam with an individual core structure giving a shear effect exactly in accordance to the "broken 
line" theory. According to the general theoretical scheme of a planar cross section deformation, longitudinal displacements, strains  
and stresses are analytically formulated. Moreover, the unknown deformation function of the core, with consideration of the classical shear 
stress formula, is analytically derived. Based on the condition regarding the linear deformation function of the core, according to  
the “broken line” theory, the differential equation is obtained. The solution of this equation is the sought individual core structure.  
Then, the bending problem of a clamped sandwich beam under three-point bending is studied.  
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1. INTRODUCTION 

Sandwich structures initiated in the 20th century are contem-
porary intensively developed and improved. Carrera [1] presented 
a detailed review of theories used in analytical modeling of multi-
layer structures, in particular Zig-Zag theory, taking into account 
138 publications, including three from the 19th century. Mag-
nucka-Blandzi and Magnucki [2] developed an analytical model of 
a simply supported sandwich beam with symmetrically varying 
mechanical properties of the core at its depth and determined the 
critical load of this beam. Based on the formulated optimization 
criterion with consideration of the critical load, the dimensionless 
effective parameters of the example beam were determined. 
Carrera and Brischetto [3], taking into account selected important 
articles on modeling layered structures, pointed out the ad-
vantages and certain imperfections of the theories used, present-
ing five comparative problems. They identified two main sources 
of error: geometric parameters  (the length-to-thickness -ratio 
LTR) and mechanical parameters (the face-to-core-stiffness-ratio 
FCRS). Demasi [4] presented an extension of the generalized 
unified formulation (GUF) to the theory of higher order shear 
deformation considering thick-layer structures, taking into account 
the Advanced Higher Order Shear Deformation Theory and a 
fourth-order fully Zig-Zag theories. Grygorowicz et al [5] studied 
the sandwich beam buckling problem analytically and numerically 
with FEM. The mechanical properties of the core of this beam 
varied symmetrically along its depth. The analytical model of this 
beam takes into account linear and nonlinear shear deformation 
theory. Detailed critical load tests were carried out on sample 
beams. Sayyad and Ghugal [6] presented a detailed, comprehen-
sive review of publications on bending, buckling and free vibration 
of sandwich beams, taking into account 515 works, from the 18-th 
century to the present, related to these problems. Kędzia and 
Smyczyński [7] analytically investigated the buckling problem of a 

rectangular polyethylene sandwich plate subjected to a magnetic 
field. The analytical model of this plate was developed taking into 
account the the “broken line” theory. Critical loads and dynamic 
equilibrium paths for example plates were determined. Paczos et 
al. [8] studied analytically and experimentally the three-point 
bending of simply supported sandwich beams with an individual 
structure of the honeycomb core. This beam was manufactured 
using additive technology, and the elastic modulus of the core 
varied along its entire length. The test results determined using 
these two methods were compared with each other. Magnucka-
Blandzi [9] developed an analytical model of a seven-layer beam 
with three-layer cladding. The central core and cladding cores are 
wavy structures. Detailed deflection and buckling tests were per-
formed for the translated family of beams. Marczak [10] presented 
an analytical study of the vibration problem of sandwich panels 
with periodic facings, taking into account the broken line hypothe-
sis. He examined the vibration problems of this plate taking into 
account two tolerance models and, based on the analysis of the 
calculation results, he indicated an easier and more precise model 
that contains fewer governing equations with fewer coefficients. 
Magnucki et al. [11] studied analytically and numerically FEM the 
bending problem of a simply supported homogeneous beam with 
a bisymmetric cross section under a generalized load. The analyt-
ical model of this beam was elaborated with consideration of the 
classical shear stress formula – called the Zhuravsky shear 
stress. Detailed calculations of the maximum deflection of the 
beam with sample cross sections were carried out using these two 
methods and their results were compared with each other. Icardi 
and Urraci [12] developed a generalization of physically-based 
fixed degrees of freedom 3-D zig-zag theories. The aim of this 
work was to prove that the choice of global and layerwise func-
tions is immaterial whenever coefficients are recalculated exactly 
(via symbolic calculus) by the enforcement of interfacial stress 
continuity, boundary conditions and equilibrium in point form, as 
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prescribed by the elasticity theory. Sharei et al. [13] experimental-
ly and numerically investigated the impact of low speeds on 
sandwich panels with a foam core reinforced with short hybrid 
fibers. They experimentally demonstrated a significant impact of 
core reinforcement with carbon, aramid and carbon-aramid hybrid 
fibers on the Young's modulus value from 100 to 180 percent. 
FEM numerical tests confirmed the experimental results, the 
differences amounted to approximately 9.1 percent. Montazeri 
and Safarabadi [14]  conducted comparative tests on the mechan-
ical properties of composite laminates to demonstrate the influ-
ence of hybridization of cut glass fibers and kenaf fibers of their 
core. They determined that the kenaf core laminate had the high-
est dent resistance and the best properties due to the energy 
absorbed. Moreover, the performed FEM numerical tests showed 
quite good agreement with the experimental results. Magnucki et 
al. [15] developed three analytical models of a sandwich beam 
and analytically and numerically FEM studied the bending, buck-
ling and free vibration problems of this beam. Magnucki [16] pre-
sented the individual nonlinear deformation theory and its applica-
tion to analytical modeling of homogeneous beams, sandwich 
beams and functionally graded beams. Lewandowski and Litewka 
[17] analytically presented the problem of harmonic vibrations of 
laminated plates in the von Karman geometrically non-linear 
regime, taking into account the refined zigzag theory. Montazeri et 
al. [18] presented experimental and numerical FEM studies of 
three-point bending of beams with six honeycomb structures and 
different Poisson's ratios obtained using 3D printing technology. 
They demonstrated that four novel honeycomb structures, de-
signed by hybridizing hexagonal and re-entrant units, outper-
formed standard conventional honeycomb structures in terms of 
load-bearing capacity. Montazeri et al. [19] investigated experi-
mentally and numerically in FEM the performance of hexagonal 
and concave honeycombs additively manufactured based on 
polylactic acid and thermoplastic polyurethane, subjected to three-
point bending. Conventional and auxetic cellular structures filled 
with polyurethane were created using 3D printing technology. The 
obtained research results indicated positive performance of foam-
filled thermoplastic polyurethane based auxetic structures. Mag-
nucki and Magnucka-Blandzi [20] developed analytical model of 
an asymmetric sandwich beam with consideration of the classical 
shear stress formula, called the Zhuravsky shear stress, and 
analytically studied the bending problem of this beam under uni-
formly distribute load along its length. Magnucki et al. [21] analyti-
cally and numerically studied the banding problem of a sandwich 
beam with stepped layers thicknesses. The effect of this thickness 
stepped on the beam deflection is analyzed.  

The subject of the work is a sandwich beam with a core of an 
individual structure, the influence of which on the deformation 
shape of a planar cross-section is special. The main purpose of 
the work is to analytically determine such a structure of this core 
that the deformation shape of the planar cross-section of this 
beam will be exactly in accordance with the “broken line” theory. 

2. ANALYTICAL MODEL OF THE SANDWICH BEAM 

The cross section of the typical sandwich beam of total depth 

ℎ, faces thicknesses ℎ𝑓, core thickness ℎ𝑐  and width 𝑏 is shown 

in Fig. 1. 

 
Fig. 1. Scheme of the cross section of the sandwich beam 

The Young’s modulus of successive layers is as follows:  

 the upper face-sheet: − 1 2⁄ ≤ 𝜂 ≤ − 𝜒𝑐 2⁄   

𝐸(𝜂) = 𝐸𝑓 = const, (1) 

 the core: − 𝜒𝑐 2⁄ ≤ 𝜂 ≤ 𝜒𝑐 2⁄   

𝐸(𝜂) = 𝐸𝑓 ⋅ 𝑓𝑐(𝜂), (2) 

 the lower face-sheet: 𝜒𝑐 2⁄ ≤ 𝜂 ≤ 1 2⁄   

𝐸(𝜂) = 𝐸𝑓 = const, (3) 

where: 𝜂 = 𝑦 ℎ⁄  – dimensionless coordinate, 𝜒𝑐 = ℎ𝑐 ℎ⁄  – 
dimensionless thicknes of the core, 𝑓𝑐(𝜂) – unknown function of 
variability of Young’s modulus along the thickness of the core 

fulfilling the condition 𝑓𝑐(∓ 𝜒𝑐 2⁄ ) = 𝑒𝑐 , and 𝑒𝑐  – dimensionless 
coefficient of the core Young’s modulus.  

The general theoretical deformation of a planar cross section 
without shear effect in the faces of this beam, according to the 
paper [15], is shown in Fig. 2.  

 
Fig. 2. Scheme of a planar cross section deformation of this beam  



DOI 10.2478/ama-2025-0001                                                                                                                                                         acta mechanica et automatica, vol.19 no.1 (2025) 

3 

Considering Fig. 2 longitudinal displacements, strains and 
stresses in successive layers are written in the following form:  

 the upper face-sheet: − 1 2⁄ ≤ 𝜂 ≤ − 𝜒𝑐 2⁄   

𝑢(𝑢𝑓)(𝑥, 𝜂) = −ℎ [𝜂
𝑑𝑣

𝑑𝑥
+ 𝜓𝑓(𝑥)], (4) 

𝜀𝑥
(𝑢𝑓)

(𝑥, 𝜂) = −ℎ [𝜂
𝑑2𝑣

𝑑𝑥2 +
𝑑𝜓𝑓

𝑑𝑥
],    𝛾𝑥𝑦

(𝑢𝑓)
(𝑥, 𝜂) = 0, (5) 

𝜎𝑥
(𝑢𝑓)

(𝑥, 𝜂) = 𝐸𝑓 ⋅ 𝜀𝑥
(𝑢𝑓)

(𝑥, 𝜂),    𝜏𝑥𝑦
(𝑢𝑓)

(𝑥, 𝜂) = 0, (6) 

 the core: − 𝜒𝑐 2⁄ ≤ 𝜂 ≤ 𝜒𝑐 2⁄   

𝑢(𝑐)(𝑥, 𝜂) = −ℎ [𝜂
𝑑𝑣

𝑑𝑥
− 𝑓𝑑

(𝑐)(𝜂) ⋅ 𝜓𝑓(𝑥)], (7) 

𝜀𝑥
(𝑐)(𝑥, 𝜂) = −ℎ [𝜂

𝑑2𝑣

𝑑𝑥2 − 𝑓𝑑
(𝑐)(𝜂) ⋅

𝑑𝜓𝑓

𝑑𝑥
], (8) 

𝛾𝑥𝑦
(𝑐)(𝑥, 𝜂) =

𝑑𝑓𝑑
(𝑐)

𝑑𝜂
⋅ 𝜓𝑓(𝑥), (9) 

𝜎𝑥
(𝑐)(𝑥, 𝜂) = 𝐸𝑓 ⋅ 𝜀𝑥

(𝑐)(𝑥, 𝜂) ⋅ 𝑓𝑐(𝜂), (10) 

𝜏𝑥𝑦
(𝑐)(𝑥, 𝜂) =

𝐸𝑓

2(1+𝜈)
⋅ 𝛾𝑥𝑦

(𝑐)(𝑥, 𝜂) ⋅ 𝑓𝑐(𝜂), (11) 

 the lower face-sheet: 𝜒𝑐 2⁄ ≤ 𝜂 ≤ 1 2⁄   

𝑢(𝑙𝑓)(𝑥, 𝜂) = −ℎ [𝜂
𝑑𝑣

𝑑𝑥
− 𝜓𝑓(𝑥)], (12) 

𝜀𝑥
(𝑙𝑓)

(𝑥, 𝜂) = −ℎ [𝜂
𝑑2𝑣

𝑑𝑥2 −
𝑑𝜓𝑓

𝑑𝑥
],    𝛾𝑥𝑦

(𝑙𝑓)
(𝑥, 𝜂) = 0, (13) 

𝜎𝑥
(𝑙𝑓)

(𝑥, 𝜂) = 𝐸𝑓 ⋅ 𝜀𝑥
(𝑙𝑓)

(𝑥, 𝜂),    𝜏𝑥𝑦
(𝑙𝑓)

(𝑥, 𝜂) = 0, (14) 

where: 𝜓𝑓(𝑥) = 𝑢𝑓(𝑥) ℎ⁄  – dimensionless displacement 

function, 𝑓𝑑
(𝑐)(𝜂) – dimensionless deformation function of the 

core.  

This dimensionless deformation function 𝑓𝑑
(𝑐)(𝜂) of the core 

is formulated with consideration of the paper [16], especially the 
classical shear stress formula – called Zhuravsky shear stress  

𝜏𝑥𝑦
(𝑐𝑙)(𝑥, 𝜂) = 𝑆𝑧

(𝑐)(𝜂)
𝑇(𝑥)

𝑏⋅𝐽𝑧
, (15) 

where: 𝑆𝑧
(𝑐)(𝜂) – first moment of the selected part of the beam 

cross section, 𝑇(𝑥) – shear force, 𝐽𝑧 – inertia moment of the 
cross section.  

Taking into account the papers [15] or [16], the selected part 
of this beam cross section is shown in Fig. 3.  

 
Fig. 3. Scheme of the selected part of this beam cross section  

The first moment of the hatched area of the beam cross 
section (Fig. 3) with consideration of the Young’s modulus is as 
follows:  

𝑆𝑧
(𝑐)(𝜂) = 𝑆�̅�

(𝑐)(𝜂) ⋅ 𝑏ℎ2, (16) 

where  

𝑆�̅�
(𝑐)(𝜂) =

1

8
(1 − 𝜒𝑐

2) − 𝐽𝑐(𝜂), (17) 

𝐽𝑐(𝜂) = ∫ 𝜂1𝑓𝑐(𝜂1)𝑑𝜂1
𝜂

−𝜒𝑐 2⁄
. (18) 

Equating the shear stress (11) to the classical shear stress 
formula (15) with consideration of the expression (16), after 
transformation, the derivative and the dimensionless function of 
the nonlinear deformation of a planar cross section of the core are 
obtained in forms:  

𝑑𝑓𝑑
(𝑐)

𝑑𝜂
=

1−𝜒𝑐
2−8𝐽𝑐(𝜂)

8𝐶0𝑓𝑐(𝜂)
, (19) 

𝑓𝑑
(𝑐)(𝜂) = ∫

1−𝜒𝑐
2−8𝐽𝑐(𝜂)

8𝐶0𝑓𝑐(𝜂)
𝑑𝜂, (20) 

where 𝐶0 – constant.  
This function according to the “broken line” theory, described 

in the paper [15], satisfies the following conditions:  

𝑑𝑓𝑑
(𝑐)

𝑑𝜂
=

2

𝜒𝑐
,    and    𝑓𝑑

(𝑐)
(∓

𝜒𝑐

2
) = ∓1, (21) 

therefore, the constant 𝐶0 is determined form the condition  

∫
1−𝜒𝑐

2−8𝐽𝑐(𝜂)

8𝐶0𝑓𝑐(𝜂)
𝑑𝜂 = 1

𝜒𝑐 2⁄

0
. (22) 

Based on the expression (19), with consideration of the first 
condition (21), the following equation is formulated  

𝐶0
2

𝜒𝑐
𝑓𝑐(𝜂) =

1

8
(1 − 𝜒𝑐

2) − ∫ 𝜂1𝑓𝑐(𝜂1)𝑑𝜂1
𝜂

−𝜒𝑐 2⁄
. (23) 

Differentiating this equation and after simple transformation, 
the following differential equation is obtained  

𝑑𝑓𝑐

𝑓𝑐(𝜂)
= −

𝜒𝑐

2𝐶0
𝜂. (24) 

The solution of this equation is the subject function of 
variability of Young’s modulus along the thickness of the core in 
the following form  

𝑓𝑐(𝜂) = exp {ln𝑒𝑐 +
𝜒𝑐

4𝐶0
[(

𝜒𝑐

2
)

2

− 𝜂2]}. (25) 

This function satisfies the condition 𝑓𝑐(∓ 𝜒𝑐 2⁄ ) = 𝑒𝑐 .  
Thus, the longitudinal displacements, strains and stresses of 

the core are as follows:  

 the core: − 𝜒𝑐 2⁄ ≤ 𝜂 ≤ 𝜒𝑐 2⁄   

𝑢(𝑐)(𝑥, 𝜂) = −ℎ𝜂 [
𝑑𝑣

𝑑𝑥
−

2

𝜒𝑐
⋅ 𝜓𝑓(𝑥)], (26) 

𝜀𝑥
(𝑐)(𝑥, 𝜂) = −ℎ𝜂 [

𝑑2𝑣

𝑑𝑥2 −
2

𝜒𝑐
⋅

𝑑𝜓𝑓

𝑑𝑥
], (27) 

𝛾𝑥𝑦
(𝑐)(𝑥, 𝜂) =

2

𝜒𝑐
⋅ 𝜓𝑓(𝑥), (28) 

𝜎𝑥
(𝑐)(𝑥, 𝜂) = −𝐸𝑓ℎ ⋅ 𝜂 [

𝑑2𝑣

𝑑𝑥2 −
2

𝜒𝑐
⋅

𝑑𝜓𝑓

𝑑𝑥
] ⋅ 𝑓𝑐(𝜂), (29) 

𝜏𝑥𝑦
(𝑐)(𝑥, 𝜂) =

𝐸𝑓

1+𝜈
⋅

1

𝜒𝑐
⋅ 𝑓𝑐(𝜂) ⋅ 𝜓𝑓(𝑥). (30) 
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3. THREE-POINT BENDING OF THE SANDWICH BEAM 

The bending moment, according to its definition, for the 
subject sandwich beam is of the form  

𝑀𝑏(𝑥) = 𝑏ℎ2 [𝐽𝑀
(𝑢𝑓)

(𝑥) + 𝐽𝑀
(𝑐)(𝑥) + 𝐽𝑀

(𝑙𝑓)
(𝑥)], (31) 

where: 𝐽𝑀
(𝑢𝑓)

(𝑥) = ∫ 𝜂𝜎𝑥
(𝑢𝑓)

(𝑥, 𝜂)𝑑𝜂
−𝜒𝑐 2⁄

−1 2⁄
,  

𝐽𝑀
(𝑐)(𝑥) = ∫ 𝜂𝜎𝑥

(𝑐)(𝑥, 𝜂)𝑑𝜂
𝜒𝑐 2⁄

−𝜒𝑐 2⁄
, 

𝐽𝑀
(𝑙𝑓)

(𝑥) = ∫ 𝜂𝜎𝑥
(𝑙𝑓)

(𝑥, 𝜂)𝑑𝜂
1 2⁄

𝜒𝑐 2⁄
.  

Substituting the expressions (6), (14) and (28) into the above 
expression (31), after integration one obtains the equation  

𝐶𝑣𝑣
𝑑2𝑣

𝑑𝑥2 − 𝐶𝑣𝜓
𝑑𝜓𝑓

𝑑𝑥
= −12

𝑀𝑏(𝑥)

𝐸𝑓𝑏ℎ3, (32) 

where dimensionless coefficients: 𝐶𝑣𝑣 = 1 − 𝜒𝑐
3 + 12𝐽𝑐2, 

𝐶𝑣𝜓 = 3 (1 − 𝜒𝑐
2 +

8

𝜒𝑐
𝐽𝑐2), 𝐽𝑐2 = ∫ 𝜂2𝑓𝑐(𝜂)𝑑𝜂

𝜒𝑐 2⁄

−𝜒𝑐 2⁄
.  

The elastic strain energy  

𝑈𝜀,𝛾 =
1

2
𝐸𝑓𝑏ℎ ∫ [𝐽𝑈

(𝑢𝑓)
(𝑥) + 𝐽𝑈

(𝑐)(𝑥) + 𝐽𝑈
(𝑙𝑓)

(𝑥)] 𝑑𝑥
𝐿

0
, (33) 

where: 𝐽𝑈
(𝑢𝑓)

(𝑥) = ∫ [𝜀𝑥
(𝑢𝑓)

(𝑥, 𝜂)]
2

𝑑𝜂
−𝜒𝑐 2⁄

−1 2⁄
,  

𝐽𝑈
(𝑐)(𝑥) =

∫ {[𝜀𝑥
(𝑐)(𝑥, 𝜂)]

2
+

1

2(1+𝜈)
[𝛾𝑥𝑦

(𝑐)(𝑥, 𝜂)]
2

} 𝑓𝑐(𝜂)𝑑𝜂
𝜒𝑐 2⁄

−𝜒𝑐 2⁄
, 

𝐽𝑈
(𝑙𝑓)

(𝑥) = ∫ [𝜀𝑥
(𝑙𝑓)

(𝑥, 𝜂)]
2

𝑑𝜂
1 2⁄

𝜒𝑐 2⁄
.  

Substituting the expressions (5), (13), (27) and (28) into the 
above expression (33), after integration the elastic strain energy is 
of the form  

𝑈𝜀,𝛾 =
1

24
𝐸𝑓𝑏ℎ3 ∫ [𝐶𝑣𝑣 (

𝑑2𝑣

𝑑𝑥2)
2

− 2𝐶𝑣𝜓
𝑑2𝑣

𝑑𝑥2

𝑑𝜓𝑓

𝑑𝑥
+

𝐿

0

𝐶𝜓𝜓 (
𝑑2𝜓𝑓

𝑑𝑥2 )
2

+ 𝐶𝜓

𝜓𝑓
2(𝑥)

ℎ2 ] 𝑑𝑥, (34) 

where dimensionless coefficients: 𝐶𝜓𝜓 = 12 (1 − 𝜒𝑐 +
4

𝜒𝑐
2 𝐽𝑐2),  

𝐶𝜓 =
6

1+𝜈

4

𝜒𝑐
2 𝐽𝑐0, 𝐽𝑐0 = ∫ 𝑓𝑐(𝜂)𝑑𝜂

𝜒𝑐 2⁄

−𝜒𝑐 2⁄
.  

The work of the load  

𝑊 = ∫ 𝑇(𝑥)
𝑑𝑣

𝑑𝑥
𝑑𝑥

𝐿

0
,  (35) 

where 𝑇(𝑥) – shear force.  

Taking into account the principle of stationary total potential 

energy 𝛿(𝑈𝜀,𝛾 − 𝑊) = 0, two differental equations of 

equilibrium of this sandwich beam is obtained in the following 
form:  

𝐶𝑣𝑣
𝑑4𝑣

𝑑𝑥4 − 𝐶𝑣𝜓
𝑑3𝜓𝑓

𝑑𝑥3 = −
12

𝐸𝑓𝑏ℎ3

𝑑𝑇

𝑑𝑥
, (36) 

𝐶𝑣𝜓
𝑑3𝑣

𝑑𝑥3 − 𝐶𝜓𝜓
𝑑2𝜓𝑓

𝑑𝑥2 + 𝐶𝜓
𝜓𝑓(𝑥)

ℎ2 = 0. (37) 

The equations (32) and (36) are equivalnet, then, equations 
(32) and (37) are fundamental in the beam bending studies. Thus, 

after simply transformation of these two equations, the one 
differential equation of the form is obtained  

𝑑2𝜓𝑓

𝑑𝑥2 − 𝛼2 𝜓𝑓(𝑥)

ℎ2 = −12
𝐶𝑣𝜓

𝐶𝑣𝑣𝐶𝜓𝜓−𝐶𝑣𝜓
2

𝑇(𝑥)

𝐸𝑓𝑏ℎ3, (38) 

where 𝛼 = √
𝐶𝑣𝑣𝐶𝜓

𝐶𝑣𝑣𝐶𝜓𝜓−𝐶𝑣𝜓
2  – dimensionless coefficient.  

The three-point bending problem of this sandwich beam is 
analyzed in detail. The scheme of the beam of length 𝐿 is shown 
in Fig. 4.  

 
Fig. 4. Scheme of the three-point bending of the beam  

The scheme of the left end-part of this beam with reactions is 
shown in Fig. 5.  

 
Fig. 5. Scheme of reactions in left end-part of this beam  

Thus, the shear force and the bending moment in the left part 
of this beam (0 ≤ 𝑥 ≤ 𝐿 2⁄ ) are as follows: 

𝑇(𝑥) =
1

2
𝐹,      𝑀𝑏(𝑥) = −𝑀𝐴 +

1

2
𝐹𝑥. (39) 

Consequently, the differential equation (38) with consideration 
of the expression (39a), in the dimensionless coordinate 𝜉 =
𝑥 𝐿⁄ , is in the following form  

𝑑2𝜓𝑓

𝑑𝜉2 − (𝛼𝜆)2 ⋅ 𝜓𝑓(𝜉) = −6
𝐶𝑣𝜓

𝐶𝑣𝑣𝐶𝜓𝜓−𝐶𝑣𝜓
2 𝜆2 𝐹

𝐸𝑓𝑏ℎ
, (40) 

where 𝜆 – relative length of the beam.  

The solution of this differential equation for the left part of this 

beam (0 ≤ 𝜉 ≤ 1 2⁄ ) is as follows  

𝜓𝑓(𝜉) = �̅�𝑓(𝜉) ⋅
𝐹

𝐸𝑓𝑏ℎ
 (41) 

where  

�̅�𝑓(𝜉) = 6 {1 −
sinh(𝛼𝜆𝜉)+sinh[(1−2𝜉)𝛼𝜆 2⁄ ]

sinh(𝛼𝜆 2⁄ )
}

𝐶𝑣𝜓
2

𝐶𝑣𝑣𝐶𝜓
.  (42) 
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This function satisfy following conditions: ψ̅f(0) = 0 – 

clamped end, and ψ̅f(1 2⁄ ) = 0 – middle of the beam.  
The equation (32) with consideration of the expression (39b), 

in the dimensionless coordinate 𝜉 = 𝑥 𝐿⁄ , was written in the 
following form  

𝐶𝑣𝑣
𝑑2�̅�

𝑑𝜉2 = 𝐶𝑣𝜓
𝑑𝜓𝑓

𝑑𝜉
+ 6(2�̅�𝐴 − 𝜉)𝜆2 𝐹

𝐸𝑓𝑏ℎ
, (43) 

where: �̅�(𝜉) = 𝑣(𝜉) 𝐿⁄  – relative deflection of the beam, 

�̅�𝐴 = 𝑀𝐴 (𝐹𝐿)⁄  – dimensionless reaction moment.  

This equation after integration is in the form  

𝐶𝑣𝑣
𝑑�̅�

𝑑𝜉
= 𝐶3 + 𝐶𝑣𝜓𝜓𝑓(𝜉) + 6 (2�̅�𝐴𝜉 −

1

2
𝜉2) 𝜆2 𝐹

𝐸𝑓𝑏ℎ
, (44) 

where the integration constant from the condition 𝑑�̅� 𝑑𝜉⁄ ]0 = 0 

is equal to zero 𝐶3 = 0, and the dimensionless reaction moment 

from the condition 𝑑�̅� 𝑑𝜉⁄ ]1 2⁄ = 0 is equal �̅�𝐴 = 1 8⁄ .  

Consequently, integrating this equation and taking into 
account the function (41) and the boundary condition �̅�(0) = 0, 
one obtains the function of the relative deflection of the beam  

�̅�(𝜉) = �̃�(𝜉) ⋅
𝐹

𝐸𝑓𝑏ℎ
, (45) 

where  

�̃�(𝜉) = {6[𝜉 − 𝜙𝜓(𝜉)]
𝐶𝑣𝜓

2

𝐶𝑣𝑣𝐶𝜓

1

𝜆2 +
1

4
(3𝜉2 − 4𝜉3)}

𝜆2

𝐶𝑣𝑣
 (46) 

and 𝜙𝜓(𝜉) =
cosh(𝛼𝜆𝜉)−1+cosh(𝛼𝜆 2⁄ )−cosh[(1−2𝜉)𝛼𝜆 2⁄ ]

𝛼𝜆 sinh(𝛼𝜆 2⁄ )
.  

Thus, the relative maximum deflection of the beam is as 
follows  

�̅�𝑚𝑎𝑥 = �̅� (
1

2
) = �̃�𝑚𝑎𝑥 ⋅

𝐹

𝐸𝑓𝑏ℎ
, (47) 

where the dimensionless maximum deflection  

�̃�𝑚𝑎𝑥 = (1 + 𝐶𝑠𝑒)
𝜆2

16𝐶𝑣𝑣
, (48) 

and the shear coefficient  

𝐶𝑠𝑒 =
48

𝜆2 [1 − 4
cosh(𝛼𝜆 2⁄ )−1

𝛼𝜆 sinh(𝛼𝜆 2⁄ )
]

𝐶𝑣𝜓
2

𝐶𝑣𝑣𝐶𝜓
. (49) 

The shear stresses (30) in the core with consideration of the 
expression (41) is in the following form  

𝜏𝑥𝑦
(𝑐)(𝜉, 𝜂) = 𝜏�̅�𝑦

(𝑐)(𝜉, 𝜂) ⋅
𝐹

𝑏ℎ
, (50) 

where the dimensionless shear stress  

𝜏�̅�𝑦
(𝑐)(𝜉, 𝜂) =

1

(1+𝜈)𝜒𝑐
⋅ 𝑓𝑐(𝜂) ⋅ �̅�𝑓(𝜉). (51) 

4. SAMPLE DETAILED CALCULATIONS 

Example calculations are carried out for three selected 

structures of sandwich beam of following data: 𝜆 = 15, 𝑒𝑐 =
1 20⁄ , 𝜈 = 0.3, 𝜒𝑐 = 18 20,⁄ 17 20⁄ , 16 20⁄ . The graph of 
the dimensionless displacement function (42) for selected 

structure of sandwich beam 𝜒𝑐 = 18 20  ⁄ is shown in Fig. 6.  

 
Fig. 6. The graph of the dimensionless displacement function �̅�𝑓(𝜉)  

The results of this calculations: values of the constant 𝐶0, 
dimensionless displacement function �̅�𝑓(1 4⁄ ), shear coefficient 

𝐶𝑠𝑒 , and the dimensionless maximum deflection �̃�𝑚𝑎𝑥 are 
specified in Tab. 1.  

Tab. 1. The results of calculations of the selected structures of beam 

𝜒𝑐  18 20  ⁄  17 20  ⁄  16 20  ⁄  

𝐶0 0.21375 0.29484375 0.36 

�̅�𝑓(1 4⁄ ) 10.730 10.997 10.915 

𝐶𝑠𝑒 0.248714 0.349100 0.433171 

�̃�𝑚𝑎𝑥 56.507 45.361 39.169 

Moreover, the results of these calculations regarding the 
subject function (25) of variability of Young’s modulus along the 
thickness of the core and the dimensionless shear stress (51) for 

𝜉 = 1 4⁄  are presented graphically in Fig. 7 and Fig. 8.  

 
Fig. 7.  Graphs of the function fc(η) for the selected structures of the   

beam 

 

Fig. 8.   Graphs of the function τ̅xy
(c)

(
1

4
, η) for the selected structures of 

the beam 
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5. CONCLUSIONS 

The research presented above, the following conclusions: 
– the deformation shape of a planar cross section of a typical 

sandwich beam is exactly consistent with the “broken line” 
theory, when the Young’s modulus variable along the core 
thickness in accordance with the function in the form (25),  

– the distribution-graph of the shear stress along the core 
thickness is non-linear (Fig. 8). 
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Abstract: The main characteristics of a new automatic device for the fixation of objects in executive links of technological equipment, 
which determine its suitability for use, are considered. The device is based on a new structure that ensures its self-braking after  
the process of object fixation and increases the reliability of holding the objects, which is especially important in safety-critical applications. 
The proposed structure can be implemented for use in various types of executive links of technological equipment, and in the paper,  
it is considered the most complex application of the device—as part of a spindle assembly. For the proposed design, the method  
of calculating the main parameters of this type of mechanism is presented. Based on the results of the research, analytical and graphical 
dependencies have been obtained describing the change of the clamping force from 45 to 15 kN when increasing the spindle speed up to 
10000 rpm, and the dependence of the clamping force on the torque at the input link. Based on the results of the research, a preliminary 
conclusion has also been drawn regarding the possibility of using electromechanical clamping mechanisms of the proposed type as a part 
of spindle units of machine tools, also because the rotor diameter of the mechanism is within 100 mm and the stator is within 200 mm. 

Key words: spindle unit, friction locking, fixation process, clamping drive, clamping chuck    

1. INTRODUCTION 

The characteristics of fixing objects on the executive links of 
technological equipment determine the maximum values of its 
force interaction with tools, which limits the productivity and tech-
nological capabilities of the equipment. The characteristics of the 
functioning and design of automatic fixation devices determine the 
dynamic characteristics of the executive link on which they are 
located, which also affects the performance and quality of the 
equipment. Also, these characteristics determine the reliability of 
holding the fixation object, which is especially important for safety-
critical applications. The simplest and most common way to auto-
matically fix objects that are processed in technological equipment 
is to clamp them [1], so such fixation devices are most often called 
clamping mechanisms (CM). One of the features of CM of the 
traditional structure is the way the input energy is supplied, which 
is used both for the fixation process and for holding the object. 
This significantly reduces the reliability of object holding due to an 
emergency loss or uncontrolled changes in the CM power supply 
characteristics (pressure, voltage fluctuations, etc.). Existing CM 
with geometric locking does not provide a stable clamping force 
value for workpieces with significant diameter deviations from their 
nominal values. 

The actuator of a CM is the main part of it and defines the per-
formance characteristics and influences the structure of the spin-
dle units or executive links on which it is located. The rapid intro-
duction and widespread use of electromechanical systems in 
modern technological equipment are obvious. This increases and 
explains the need for a new type of CM with electromechanical 
systems not only for new machine tools being designed, but also 

for the modernisation of existing units by replacing some of them 
in the CM, for example, the mechanical actuator of the CM with an 
electromechanical one. Therefore, the creation of CM with an 
electromechanical drive and the development of methods for their 
calculation determine the relevance of this area of research. 

Existing studies do not evaluate automatic clamping mecha-
nisms as separate subsystems to be developed and improved by 
changing their structure. In [1], the importance of measuring 
clamping forces in a clamping chuck and taking into account the 
influence of centrifugal inertia forces is highlighted. In [2], dynamic 
models are presented that describe the energy conversion char-
acteristics of CMs with a rotating input link. The study of certain 
characteristics of backlash elimination in this type of CM to 
achieve the necessary settings for its functioning is revealed in [3]. 
At the same time, [2] and [3] did not study the characteristics of 
CMs built according to the proposed scheme, which determine the 
applicability of their use as part of the executive links of typical 
kinds of technological equipment and, in particular, spindle as-
semblies. In [4], the influence of the clamping chuck is discussed, 
but no information is given on the design and characteristics of the 
clamping mechanism drive. The possibility of controlling the 
clamping of thin-walled workpieces is considered in [5], however, 
it is not indicated how this can be used for automatic clamping 
mechanisms. The influence of centrifugal forces on the clamping 
process was evaluated in [6], but the possibilities of controlling its 
influence were not discussed. A scheme of the clamping mecha-
nism for high-speed operation is presented in [7], nevertheless, no 
study of its characteristics determines the possibility of its use as 
a part of typical spindle assemblies. Issues relating to the machin-
ing of non-rigid, thin-walled workpieces are considered in [8], but 
no clamping mechanisms for solving the problem are given. The 
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control of clamping forces for clamping thin-walled workpieces 
was investigated in [9], although a design suitable for automatic 
operation at high speeds was not presented. In [10], the problems 
associated with the operation of a hydraulically driven chuck are 
investigated, and the possibility of using an electromechanical 
drive is not considered. Methods for calculating the required 
clamping forces for thin-walled workpieces are presented [11], but 
no mechanisms are proposed that create a clamping force with a 
given value. Study [12] presents conditions for increasing the 
stability of turning flexible workpieces at different rotation frequen-
cies but does not present proposals for changes to the clamping 
mechanisms. In [13], the analysis of the stability of spindles when 
speed is variable is presented, which indicates the possibility of 
their acceleration but is not shown adapting the clamping mecha-
nism characteristics. In [14], the possibilities of using additive 
composites for use in clamping and manipulation devices are 
disclosed, but the working characteristics of the functioning of 
such fixation devices are not investigated. The paper [15] indi-
cates the possibility of improving the stability conditions of the 
end-turning of flexible workpieces, but no suggestions for improv-
ing the characteristics of the clamping mechanisms were provid-
ed. Work [16] analyzes the effect of cutting forces on the collet but 
does not indicate the impact on the power interaction of the collet 
and its drive. The accuracy of positioning in a new type of clamp-
ing chuck is investigated in [17], but the influence of its design on 
the clamping force characteristics is not indicated. The peculiari-
ties of providing damping by collet chuck were revealed in study 
[18], which indicates certain advantages of using this type of 
chuck in CM. New approaches to the formation of workpieces with 
an expanded range of material and design characteristics, e.g., 
brittle [19] and flexible [20], create the prerequisites for an in-
crease in the range of machined parts in mechanical engineering 
and, as a result, new modes of machining and clamping work-
pieces. This determines the need to investigate new types of 
CMs, in particular in terms of the possibility of adjusting the force 
characteristics and, in particular, the characteristics of their opera-
tion at high rotational speeds, which is necessary for efficient 
machining with low feeds. 

2. RESEARCH METHODOLOGY TO DISCOVER  
THE CHARACTERISTICS OF THE PROPOSED CLAMPING 
MECHANISM 

The purpose of the study is to determine the main characteris-
tics of the clamping mechanism with the proposed type of elec-
tromechanical drive, which will allow a preliminary assessment of 
the possibility of its use in new designs and the modernisation of 
existing spindle assemblies to more fully utilize the potential ca-
pabilities of technological equipment. In order to achieve the 
objective, the following tasks are necessary: 

 to develop a calculation scheme of СM including an 
electromechanical drive of an alternative design; 

 to determine the main dependencies describing the 
characteristics of the output values and, in particular, the 
clamping forces; 

 to evaluate the possibility of using the proposed drive design 
as part of the СM for its modernisation. 
The object of the research is the automatic CM for use in ex-

ecutive links of technological equipment and especially spindle 
units that contains an electromechanical drive of a new design. 

The subject of the research is the dependencies describing the 
main characteristics of the functioning of the automatic CM of the 
proposed design. The main hypothesis of the research is the 
compliance of the main characteristics of the CM of the proposed 
type with the conditions of use as a part of executive links of 
technological equipment, in particular, for its modernization. The 
assumptions made in these studies relate to the correspondence 
of the parameters of the structural elements (rotor, stator, helical 
gear, etc.) of the mechanism under study with their existing func-
tional analogues. To simplify the study, friction is only considered 
in the main kinematic joints and the influence of external disturb-
ances is not taken into account.  

2.1. Features of typical and alternative structures  
of clamping mechanisms  

The most common typical structure of a mechanical CM that 
provides reliable maintenance of the clamped state of the object 
of fixation without external energy consumption based on the 
principle of geometric locking of the mechanism. This is most 
often realized through the use of a lever mechanism and an input 
link containing conical and cylindrical surfaces (Fig. 1). When the 
point of interaction between a large arm of a lever reaches the 
cylindrical part of the specially-shaped link, the mechanism be-
comes geometrically locked. Such a structure provides a constant 
amount of movement of CM elements, and what is essential are 
the clamping elements of a chuck. As a result, the CM system's 
stress state values will vary if the diameter of the clamping object 
deviates from the nominal values for which the CM is configured.  

 
a) 

 
b) 

 

Fig. 1.   Mechanical CM’s actuator with geometric locking: a) functioning 
scheme in combination with a lever chuck (in the "clamped" 
state); b) general view of the mechanism (in the "unlocked" 
state) 

Input force Clamping force 
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This places significant limitations on the clamping of, uncali-
brated objects. In addition, the presence of radially moving drive 
elements worsens the conditions for implementing and maintain-
ing high-precision balancing of the spindle assembly. This disad-
vantage is common to all CM with geometric locking.  

A new alternative structure of the electromechanical actuator 
of the CM has been designed based on the recommendations of 
previous research and structure-scheme synthesis [2]. The actua-
tor with the new proposed structure is expected to have improved 
operating characteristics and is adapted to operate autonomously 
as well as at high rotational frequencies for use as part of a spin-
dle assembly. The design of the proposed CM is devoid of most of 
the disadvantages of the hydraulic and mechanical prototypes and 
is protected by Patent 95323 (Ukraine). The CM drive is mounted 
at the rear end of spindle 1 (Fig. 2). Its body in the form of sleeve 
3 is held against rotation relative to spindle 1 by key 2. Part of the 
external cylindrical surface of sleeve 3 is provided with an external 
threaded surface on which rotor 5 and nut 6 that restricts its stroke 
are screwed. On sleeve 3 there is also axially movable bushing 4 
which has the possibility of simultaneous force interaction with 
cylinder 7 and rotor 5 via thrust bearings 18 (fixed with nut 19) and 
cylinder 17 which is rigidly connected to rotor 5. In the rear end of 
sleeve 3, there is installed drive bush 8 which can move in the 
axial direction and is capable of interacting simultaneously with 
nut 9 placed on drawbar 10 in the form of tube and cylinder 7 
through a set of elastic elements 11. The preload of elastic ele-
ments 11 is provided by the nut 12 mounted on drive bush 8. The 
right end of drawbar tube 10 is connected to a clamping chuck 
(not shown in Fig. 2). Electric windings 13 are located on rotor 5 
and can interact with electromagnetic windings 14 located on 
stator 15, which is rigidly connected to the spindle body 16.  

 
Fig. 2. Design of the new electromechanical CM actuator  

The device presented (Fig. 2) works as follows. To perform 
the clamping operation, windings 14 of stator 15 are supplied with 
electricity. At the same time, a magnetic field is created around 
windings 14, which interacts with windings 13 of rotor 5 and gives 
them torque. As windings 13 are rigidly connected to rotor 5, this 
causes the rotational and translational movement of rotor 5 rela-
tive to body 3. The axial force from rotor 5 is transmitted through a 
set of structural elements to the end of drawbar 10, which is con-
nected to the clamping chuck at the other end (not shown). The 
clamping process continues until the required clamping force is 
reached, which depends only on the parameters of the electric 
current supplied to stator windings 14 and is stable. This means 
that it does not depend on the radial dimensional deviation of the 

workpiece. The rotation-translation movement of rotor 5 and the 
clamping process stop when the required clamping force is 
reached, thus increasing the force opposing the axial movement. 
A moment of completion of the clamping (rotor stop) is reflected in 
the characteristics (pattern of change) of the electric current of 
winding 14. At the end of the clamping operation, the electric 
current supplied to stator windings 14 stops and the clamping 
force is maintained by the self-braking of the threaded gear be-
tween rotor 5 and sleeve 3. In order to initiate the process of 
releasing a workpiece, a current with characteristics is supplied to 
windings 14, which determine the movement of rotor 5 in the 
opposite direction to the clamping process, until it stops at nut 6, 
located on body 3. The workpiece releases under the elastic 
forces of the collet petals (not shown). 

The design of the proposed clamping mechanism possesses 
the following advantages: no need for mechanical contact with the 
elements of a spindle unit for power supply; a few movable and 
complex elements and no radially movable elements improves the 
conditions of balancing a spindle unit; an absence of subsystems 
for the conversion and transfer of energy to the clamping driver 
(electrical energy is fed directly). In order to compensate for the 
loss of clamping force when machining at high frequencies of 
rotation, the presented clamping drive allows for changing the 
amount of clamping force by supplying power to the stator wind-
ings with the appropriate characteristics. 

2.2. Calculation of certain geometrical characteristics  
of the subsystems of the clamping device 

For calculation parameters of the proposed CM the special 
calculation scheme (Fig. 3) is created.   

 
Fig. 3. The scheme for calculating CM parameters 

For the calculation, the maximum output axial force that can 
be produced by the driver of CM is S = 20 kN. The thread screw 
transmission "rotor-spindle" is self-braking and has the diameter 
d2 = 85 mm and the pitch p = 2 mm. In order to reduce wear of the 
thread transmission it is reasonable to choose antifriction pair 
materials of the inner threaded surface (in the rotor) – cast iron 
and the outside thread (on the spindle) – steel. 

Verification of the thread diameter by wear resistance condi-
tion is done with the formula: 

𝑑2 ≥ √𝑆 (𝜋 ⋅ 𝜓𝐻 ⋅ 𝜓ℎ ⋅ [𝜎𝐶𝑀])⁄   (1) 

where  см  = 4…6 МPа – permissible tension values of 

crumpling for selected materials; ψh = 0.75 – coefficient of height 
of the thread; ψH = 1.2 – length coefficient of internal threaded 
surface of the rotor. Accordingly to (1) 

85 mm > √20000/(𝜋 ⋅ 1.2 ⋅ 0.75 ⋅ 5)= 38 mm which means 
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the wear resistance is provided more than a double reserve that 
allows the use of less durable and lightweight materials for the 
inside of the threaded rotor surface.   

The minimum length of the length of the threaded surface of 
the rotor H that is needed to provide calculated values of wear 

resistance, 𝐻 = 𝜓𝐻 ⋅ 𝑑2 = 1.2 ⋅ 38 ≈ 46mm. The value of 
pitch of a thread also was selected based on provided a self-

braking 𝜓 < 𝜙𝑝, where ψ – an angle of rise of a thread turn; φp – 

the angle of friction in the thread. To greased, polished and fitted 
surfaces threaded friction a coefficient accept is fp = 0.07. The 
coefficient of friction fRP in the screw gear takes into account the 
influence of an angle thread profile and is determined from the 

𝑓𝑅Р = 𝑓𝑝/𝑐𝑜𝑠𝛾𝑝, where for a thrust thread γp = 3˚ – the angle of 

slope of the profile line of the thread. Considering the small value 
of the angle 𝛾𝑝 (𝑐𝑜𝑠𝛾𝑝 = 0.999) in the thrust thread, equality 

𝑓𝑅Р ≈ 𝑓𝑝 is accepted, which defines the angle of friction 𝜙𝑝 =

𝑎𝑟𝑐𝑡𝑔𝑓 ≈ 4°. The helix angle of the thread 𝜓 = 𝑎𝑟𝑐𝑡𝑔[𝑝/(𝜋 ⋅
𝑑2)] ≈ 0.43°. Thus, with the selected thread pitch, a self-locking 
reserve (0.43° << 4°) is provided in the screw drive, which is 
necessary to prevent unscrewing in the event of alternating loads, 
vibrations and the occurrence of radial elastic deformations. 

2.3. Calculation of the power characteristics of the clamping 
mechanism  

Axial force S, which is transferred from the rotor through the 
drawbartube to the collet, is counterbalanced by reactions of the 
spindle and clamping forces. To calculate parameters of the screw 
gear, the forces acting on the surface of the thread are 
conditionally replaced with concentrated force that is normal to the 
surface of the thread profile. Taking into account the small angle 
of the thread profile γp, we count it they are coaxial with the axis of 
rotation and with S. Tangential force Ft which must be applied to 
the rotor on its radius to obtain the required amount of axial force 
S is determined from: 

𝐹𝑡 = 𝑆 ⋅ 𝑡𝑔(𝜓 + 𝜙𝑝).  (2) 

Torque generated by a tangential force:  

𝑇𝑝 = 0.5𝑑2𝐹𝑡.  (3) 

From (3) 𝑇𝑝 = 0.5 ⋅ 0.085 ⋅ 20000 ⋅ 𝑡𝑔4.43∘ = 66𝑁𝑚.  

From expressions (1) and (2) the expression for finding the 
axial force S generated at the output of the actuator is obtain: 

𝑆 = 𝑇𝑝/0.5 ⋅ 𝑑2 ⋅ 𝑡𝑔(𝜓 + 𝜙𝑝).  (4) 

Forces in the collet clamping chuck can be calculated from the 
scheme (Fig. 3). In the calculation, the stiffness of the collet petals 
is neglected. The equation of a balance of powers which operate 
on the collet in conditional planes according to Fig. 3: 
in horizontal plane,  

𝐹𝑇𝑃 ⋅ 𝑐𝑜𝑠 𝛼 + 𝑅 ⋅ 𝑠𝑖𝑛 𝛼 − 𝑆 = 0;  (5) 

in vertical plane,  

𝐹𝑇𝑃 ⋅ 𝑠𝑖𝑛 𝛼 − 𝑅 ⋅ 𝑐𝑜𝑠 𝛼 + 𝑇𝛴 + 𝐹𝜔 = 0,  (6) 

where Т∑ – total radial clamping force; R – normal reaction that 
acts from the spindle cone; FTP – a force of friction on the cone of 
the collet and spindle; α – half of an angle of a cone of a collet; Fω 
– centrifugal force of inertia that acts on the petals of the collet 

chuck during its rotation around the axis. Taking into account 

𝐹𝜔 = 𝑚 ⋅ 𝜔2 ⋅ 𝑟; 𝐹𝑇𝑃 = 𝑅 ⋅ 𝑓 and 𝑓 = 𝑡𝑔𝜙 the value S can be 
derived from (5) and (6):  

𝑆 = (𝑇𝛴 + 𝑚𝜔2𝑟) ⋅ 𝑡𝑔(𝛼 + 𝜙),  (7) 

where m – the mass of the collet petals; r – the distance from the 
axis of rotation to the centre of weight of the collet petals; f – the 
coefficient of friction.  

As a prototype electric motor for the drive of the proposed CM 
a three-phase asynchronous motor with a squirrel-cage rotor is 
chosen as the most common type. Initial information for the calcu-
lation includes the previously calculated torque on the rotor 
Tp = 66 Nm, which is required to produce the maximum force 
S = 20 kN, and the maximum frequency of rotation of the rotor 
approximately 6000 rpm. Utilizing the kinetic energy gathered by 
the rotor during the free run can help to produce part of the force 
S. The relationship between the maximal torque that can be gen-
erated by an electric motor and its nominal value is limited by its 
resistance to overheating (properties of insulation materials, 
means of cooling conditions) and displays the motor's overload 
capacity. The overload capacity of modern motors reaches up to 
three times, and there are features of the electric motor, which is 
part of the CM drive, that contribute to increasing the overload 
capacity of the motor: 

 а special positive feature of the proposed design of the CM 
drive is the possibility of controlling its operation and, as a 
result, the final stage of clamping during spindle rotation, 
which is assumed to be 5000 rpm; 

 short-term mode of operation: the motor is turned on only for 
the time of clamping or unclamping (about 1 sec), which, 
together with the continued rotation of the rotor (with the 
spindle during machining) after the motor is turned off, creates 
good conditions for its active parts cooling. 
Taking everything into consideration, it was agreed that the 

electric motor could overload about two times. Thus, the calcula-
tion of electric motor parameters was conducted with the condition 
of providing a nominal torque during work in long-duration mode 
М1 = 35 Nm.  

Nominal mechanical power P1 of electric motor is determined 
from: 

𝑃1 = 0.1046 ⋅ 𝑀1 ⋅ 𝑛1.  (8) 

For the case of the operation mode of the proposed CM, 
which involves its functioning (changing the value of the clamping 
force) during the spindle rotation, the rotational speed n1 will be 

determined from 𝑛1 = 𝑛𝑝 − 𝑛 as relative frequency of rotation of 

the rotor, where np – the frequency of rotation of the rotor, n – the 
frequency of rotation of the spindle. According to (8), the motor 
power that should be used to drive the proposed СM:  

𝑃1 = 0.1046 ⋅ 35 ⋅ (6000 − 5000) ≈ 3.7kW.  (9) 

Defined power is produced by the CM motor during the rela-
tively short clamping time. After the clamping process is complete, 
the motor rotor rotates with the spindle due to the torque from the 
spindle drive. This rotation of the CM motor rotor contributes to its 
cooling for a period of time that is at least several times longer 
than the time of its operation under load. At the same time, the 
tension state of the system, which provides the clamping force, is 
ensured by self-braking. This load mode, which involves short-
term operation and a long cooling period, provides improved 
opportunities for using motor loads above the rated values. 
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2.4. Determination of the general dependence  
of the movements of the links of the clamping 
mechanism in the first stage of operation  

The first stage of work of the proposed CM is characterised by 
the action of forces of dissipative (not potential) character since no 
tension is created in the system. The proposed CM design can be 
considered a system with one degree of freedom. The position of 
other elements of the clamping mechanism of the proposed 

design depends on the angle of rotation of the rotor Ωp, and is 

considered a generalised coordinate in this study. To conduct 
studies on the relationship between the movement of CM links in 
the general form is advisable to use Lagrange's Equation of 
second kind. With respect to the generalised coordinate Ωp, the 

divergent equation of motion will be written:  

 
𝑑

𝑑𝑡
(

дЕ

дΩ
•

p

) −
дЕ

дΩp
= 𝑄𝑟 ,    (10) 

where E – kinetic energy of the clamping mechanism, Ω
•

p– the 

first derivative of the angle of rotation of the rotor, which is its 

angular velocity, 𝑄𝑟  – generalised force in the form of a reduced 
torque is equal to the main torque of external forces relative to the 
rotor rotation axis, t – the time during which the action takes place. 

During the operation of the SM mechanism, its kinetic energy 
E does not depend on the angle of rotation of the rotor Ωp, so the 

partial derivative of the kinetic energy E by the angle of rotation of 

the rotor 
дЕ

дΩp
= 0, and therefore (10) takes shape: 

𝑑

𝑑𝑡
(

дЕ

дΩ
•

p

) = 𝑄𝑟 .    (11) 

The kinetic energy E of the proposed CM can be defined as 
the sum of the kinetic energies of its links. In general, it can be 
expressed as:  

𝐸 = 𝐽p
Ω
•

p
2

2
+ 𝑚1

𝑉1
2

2
+ 𝑚2

𝑉2
2

2
,    (12) 

where 𝐽p is the moment of inertia of the rotor about the axis of 

rotation; 𝑚1 – total mass of elements moving in the axial direction 

with a speed of 𝑉1: masses of the rotor, draw bar (in the form of a 
pipe), collet and workpiece in the form of a bar (it is assumed that 

the bar moves with the collet at the moment of clamping); 𝑚2 – 
total mass of elements moving in the radial direction (clamping 
elements) with a speed of 𝑉2.  

Taking into account the characteristics of kinematic 
transmission, movements of links and theit masses can be 
reduced to the rotor. The kinetic energy of the CM links is 
expressed through the reduced moment of inertia as: 

𝐸 = 𝐽r
Ω
•

p
2

2
,  (13) 

where 𝐽r – is the moment of inertia of links of the proposed CM 
reduced to its rotor.  

The partial derivative of the expression of the kinetic energy E 

at the generalised velocity Ω
•

p is as follows 
дЕ

дΩ
•

p

= Ω
•

p 𝐽𝑟. When 

time t changes, only the angle of rotation Ωp changes, the time 

derivative of the partial derivative of the previous expression will 
be equal to: 

𝑑

𝑑𝑡
(

дЕ

дΩ
•

p

) = Ω
••

p𝐽𝑟.    (14) 

Taking into account (11), expression (14) becomes:  

Ω
••

p𝐽𝑟 = 𝑄𝑟 .    (15) 

The generalised force (torque) 𝑄𝑟  can be derived from the 
equality of the elementary work of the forces acting in CM. That is, 
it is necessary to consider the virtual work of active forces acting 
in the mechanism at small displacements ∆: 

∆Ωp𝑄𝑟 = ∆Ωp𝑇p + ∆Ωp𝑇𝑠
𝑓

+ ∆𝑥 ∑ 𝐹𝑖
𝑇𝑛

𝑖=1 + ∆y𝑇∑,    (16) 

where 𝑇p – torque developed by the rotor of the CM motor during 

the clamping process, 𝑇𝑠
𝑓

 – the resistance torque generated by 

the friction forces in the rotor screw gear, ∆Ωp – elementary rotor 

rotation angle, ∆𝑥 – elementary movements in friction pairs, 𝐹𝑖
𝑇 – 

the friction force that occurs in the friction pair of the i-th link, ∆y – 

elementary movement of the clamping elements, 𝑇∑ – the amount 

of clamping force.  

The motions ∆𝑥 and ∆y are functions of ∆Ωp and can be 

determined in accordance with the characteristics of the CM 
kinematic chain and in particular gear ratios for a particular 

mechanism. After substituting ∆𝑥 = 𝑓(Ωp) and ∆𝑦 = 𝑓(Ωp) 

and performing the transformations (16) can be presented in the 
following form: 

𝑄𝑟 = ξ1 + £1Ωp,    (17) 

where the values ξ1 and £1 does not contain variables and is a 
function of the geometrical parameters of the mechanism links 
and the forces of their interaction.  

When substituting (17) into (15), the equation is formed as:  

Ω
••

p𝐽𝑟 = ξ1 + £1Ωp.    (18) 

After the notation ξ =
ξ1

𝐽𝑟
 аnd  £ =

£1

𝐽𝑟
 has been introduced in 

(18):  

Ω
••

p = ξ + £Ωp.    (19) 

Since 
𝑑Ωp

𝑑𝑡
= ωp as result it can be derived 

𝑑2Ωp

𝑑𝑡2 =
𝑑ωp

𝑑𝑡
=

𝑑ωp

𝑑Ωp
·

𝑑Ωp

𝑑𝑡
=

𝑑ωp

𝑑Ωp
ωp. The consequence is 

𝑑ωp

𝑑Ωp
ωp = ξ + £Ωp; 

∫ ωp𝑑ωp = ∫(ξ + £Ωp)𝑑Ωp and 
ωp

2

2
= ξΩp + £

Ωp
2

2
+ 𝑋1.  

The integration constant X1 for the initial conditions of the CM 

functionind is when Ωp = 0 and the rotor is motionless in relation 

to the spindle so their relative speed ωp = 0, value X1 = 0. As a 

result, 

𝑑Ωp

𝑑𝑡
= √£Ωp

2 + 2ξΩp or ∫
𝑑Ωp

√£Ωp
2 +2ξΩp

= ∫ 𝑑𝑡 + 𝑋2
/
, 

∫
𝑑Ωp

√£Ωp
2 +2ξΩp

=
1

√£
𝑙𝑛[2£Ωp + 2ξ + 2√2ξ£Ωp + £2Ωp

2]. 

The solving the equation can be presented in the form, 

𝑙𝑛[2£Ωp + 2ξ + 2√2ξ£Ωp + £2Ωp
2] = √£ ⋅ 𝑡 + 𝑋2. 

Under the initial conditions when 𝑡 = 0 and Ωp = 0 the 

value 𝑙𝑛 2 ξ = 𝑋2, after substitution into the equation: 
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£

ξ
Ωp + √2

£

ξ
Ωp +

£2

ξ2 Ωp
2 = 𝑒√£⋅𝑡 − 1, 

Ωp =
(𝑒√£⋅𝑡−1)

2

2
£

ξ
𝑒√£⋅𝑡

.   (20) 

Formula (20) describes the dependence of the generalised 

coordinate Ωp on time. The positive or negative values £ in (20) 

can indicate the type of change of Ωp. That is, it contributes to 

preliminarily determine certain characteristics of the rotational 
motion of the CM rotor of the proposed type. 

3. RESULTS OF DETERMINING THE CHARACTERISTICS OF 
THE CLAMPING DEVICE 

As a result of substituting the expression (4) into (7) the ex-
pression for clamping force in CМ propose design is obtained and 
expressed in the form of the graphs (Fig. 4а, Fig. 4b): 

𝑇𝛴 = (𝑇𝑝/0.5𝑑2𝑡𝑔(𝜓 + 𝜙𝑝)𝑡𝑔(𝛼 + 𝜙)) − 𝑚𝜔2𝑟. (21) 

 
a) 

 

 
b) 

Fig. 4.   Dependence of clamping force TΣ in proposed CМ from: 
a) frequency of rotation of the spindle n when the torque of the 
rotor of Тр = 66 Nm; b) torque Тр, which appears on the rotor at 
frequency of the spindle rotation n = 5000 rpm 

By using the obtained formulas, the dependencies of the 
clamping force versus the frequency of rotation (Fig. 4а) and the 
rotor torque (Fig. 4b) of the proposed CM are established. For 
calculation the next parameters were taken: m = 1.28 kg; 

r = 0.028m; d2 = 0.085m; φ ≈ 5˚;  φp ≈ 4˚; ψ ≈ 0.43˚. 
From the preliminary assessments of the asynchronous elec-

tric motor design, the approximate geometric parameters of the 
motor parts that can be used in the proposed clamping mecha-
nism have been approximately determined. In order to guarantee 
the characteristics of the motor determined by the calculations, 
the values of its stator outer diameter are in the range of 180-
200 mm, its rotor diameter is 90-100 mm and its rotor length is 90-
100 mm. These geometric parameters are approximate as they 
are based on the design of typical 4A series general-purpose 
motors and may vary according to the current characteristics 
selected and, consequently, the characteristics of the power 
supply and control system. 

In accordance with current trends in the development of elec-
tric drive designs, it is possible to reduce the above dimensions by 
using special technologies for the manufacture of active motor 
elements and their cooling systems. Taking into consideration the 
values of the determined geometrical parameters, a variant of the 
CM design with a new electromechanical drive as part of the 
spindle assembly of a lathe is proposed (Fig. 5) 

The dependence presented in Fig. 4a shows the opposite ef-
fect of centrifugal forces acting on the clamping elements on the 
clamping force when clamping a 40 mm diameter rod. This indi-
cates one of the significant obstacles to the possibility of signifi-
cantly increasing the spindle speed when machining workpieces 
with a diameter of more than a few centimetres. This can be seen 
as one of the limitations to increasing productivity and surface 
finish quality. As a result, it can be concluded that it is advisable to 
further develop approaches to the creation of automatic clamping 
mechanisms that make it possible to change the amount of clamp-
ing force on the workpiece during spindle rotation and, in particu-
lar, as it increases. 

The graph in Fig. 4b shows the need to create a relatively 
large torque on the rotor of the CM drive of the proposed design. 
This indicates the expediency of further studying the possibilities 
of using another type of electric motor with a design of active parts 
adapted to increase the torque and, in particular, the type of wind-
ings. Also, the solution to this problem may be the use of addi-
tional converters of mechanical energy characteristics in the CM 
structure, for example, hydraulic ones. For example, a general 
scheme for the implementation of this principle of energy trans-
mission and conversion in CM is proposed (Fig. 6). The axial force 
S1 from the rotor is transmitted to the hydraulic system plunger Pl1 
which has a smaller diameter. It causes a pressure of working 
liquid and the appearance of a greater force S2 on the larger 
diameter plunger Pl2 that is supplying the inlet of the clamping 
chuck. This will make it possible to transfer mechanical energy 
from the clamping drive to the clamping chuck without using a 
drawbar tube with the amplification effect. Also, one of the most 
promising ways to obtain high values of torque on the motor rotor 
is to use vector control (field-oriented control) by an electric motor. 
This method requires the development of a detailed mathematical 
model of the clamping mechanism to be used as part of the motor 
control system. It gives the benefit of fine-tuned motor speed and 
torque control. 

The revealed dependence (20) makes it possible to prelimi-
narily assess the influence of the certain parameters on the 
movement of its links during the first stage of operation. In particu-
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lar, positive values of £ indicate a monotonic increase in Ωp, 

which means a uniform rotational movement of the rotor. At nega-

tive values of £, local decreases and increases of the Ωp function 

are possible, which means rotational oscillations of the rotor.  

4. DISCUSSION OF THE POSSIBILITIES OF USING THE 
CLAMPING DEVICE OF PROPOSED STRUCTURE   

The presented design of an electromechanical drive for the 
clamping mechanism contributes to solving the problem of extend-
ing the range of conditions of clamping objects in the spindle units 
of machine tools. The proposed design provides better perfor-
mance of the automatic clamping mechanism due to the contact-
less input power supply using electromagnetic interaction between 
the fixed stator and rotor located on the machine spindle unit. This 

solution offers new possibilities for controlling the characteristics 
of the clamping mechanism, including during spindle rotation.  

The geometric, power and energy parameters of the proposed 
design of the automatic CM (Fig. 5) determined as a result of the 
study indirectly indicate the possibility of using mechanisms of this 
type as part of the spindle units of machine tools. The problem 
that was identified was the need to be able to provide a torque of 
70 Nm and more. To solve this problem, and if it is necessary to 
reduce the overall dimensions of the clamping mechanism drive 
(which leads to a reduction in the torque of its electric motor), a 
variant is proposed using a hydraulic system (Fig. 6) to increase 
the value of axial force. The use of a vector control system for the 
operation of the drive motor is also proposed as an option for 
improving the performance characteristics of the drive while main-
taining the same overall dimensions.  

  

 

Fig. 5. Design of the proposed clamping mechanism as part of the spindle assembly  

 

Fig. 6. Scheme of the proposed clamping mechanism with electromechanical drive and hydraulic amplification system  

One of the particular advantages of the proposed clamping 
mechanism drive design is the improved ability to retrofit existing 
spindle assemblies with its use. This is due to the fact that there is 
no need to create complex external power and control systems, 
as is the case with hydraulic and mechanical analogues. The 
clamping mechanism drive of the proposed design is controlled by 
electrical and electronic sub-systems, which greatly simplifies their 
integration into the machine structure. 

The results presented will be used to develop an effective 
control system for the proposed CM (Fig. 5), which will contribute 

to expanding the technological capabilities of machine tools. The 
obtained equations (7) and (10) create conditions for the devel-
opment of ways to automate the calculation of parameters of 
mechanisms of this type. The limitations of the results of these 
studies are due to the lack of data on production tests of the 
structural elements of the proposed CM. Also, the parameters of 
interaction between the CM of the proposed design and the ma-
chine control system operating in an automatic cycle have not yet 
been established.  

The next logical stage of research will involve a more detailed 
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development of the elements of the proposed design and the 
determination of their geometric and mass parameters. It is 
planned to carry out theoretical studies of the process of creating 
a stressed state of the mechanism, which occurs after the stage of 
gap sampling. The research will also include the development of a 
control system for the presented device. Longer-term research 
plans envisage construction of a working prototype and experi-
mental studies to assess the reliability of the calculated results 
and, consequently, the theoretical framework and assumptions 
used to carry them out. In general, this research should become 
part of a research area related to increasing the productivity and 
quality of machining by improving the characteristics of the spindle 
assembly. 

5. CONCLUSIONS 

As a result of determining the main characteristics of the 
clamping mechanism with the proposed type of clamping drive, it 
is possible to assume that its use as part of spindle assemblies in 
machine tools is possible. The design features of the clamping 
mechanism of the proposed structure determine the improved 
possibilities of their use for the modernization of existing spindle 
assemblies including because the rotor diameter of the mecha-
nism is within 100 mm and the stator is within 200 mm. As a result 
of the research, additional opportunities arose to evaluate the 
effects of the design features of the new type of clamping mecha-
nisms on their characteristics and functional capabilities. In order 
to achieve the desired performance characteristics, the results of 
the study can be used to identify more suitable design elements 
for the mechanism. It is proposed to use a vector control system 
to control the mechanism's motor, which will help to increase the 
accuracy of the settings and extend their range. In order to ensure 
the required force characteristics of the mechanism while reducing 
the radial dimensions of its drive, a scheme for using an additional 
amplifying hydraulic system is proposed. The calculation method 
presented can also be used as a basis for further development of 
such type mechanisms and for automating the calculation of their 
parameters.  
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Abstract: Problems of computing a slewing bearings static carrying capacity have been presented in the paper. Particularly  
it was concentrated on determination of static limited load curves which include axial forces, radial forces and tilting moments. A calculation 
were performed on the base of single-row ball slewing bearing with four-point contact zone. In this work a procedure of determining  
the static limiting load curves on the basis of modeling by using the finite element method (FEM), analytic Eschmann's formulas  
and classical mechanics equations have been described. The structure of FEM bearings’ model was considered with gear conditions  
between a toothed bearing’s ring (rim) and a drive pinion in a power train of the excavator F250H symbol. Moreover, in the model flexibility 
of: the bearing rings, a contact zone ball-bearing, support structure and mutual interactions between bolts clamping the bearing rings  
and the support structures were taken into account. The static carrying capacity of the analyzed bearing, considered with the pinion  
and without was compared. Quantitative assessment of loads of the contact zones ball-raceway was achieved by using a statistic criterion. 

 
Key words: slewing bearing, bearing capacity, bearing design, tilting moment, static limiting load curves, the toothed ring 

1. INTRODUCTION 

Machine rolling bearings selection is normally based on an as-
sumed durability. Estimated external loads are initially converted to 
two main loads. The first load is a vector projected on rotation axis 
of the bearing (an axial force) and the second load is the vector 
(radial force) directed perpendicular to the first load. The main 
loads are then combined to the value of equivalent load which 
depends on the type of bearing rolling elements and desired dura-
bility, what allows to estimate required dynamic carrying capacity. 
The operating bearing conditions determine whether selection of 
the bearing is dependent on the value of a static or a dynamic 
carrying capacity. In order to minimize the bearing dimensions, the 
designed solutions of the bearing raceways have been shaped in 
such a way, in order that the given bearing adapt to one of the 
main loads. In practice, it can be interpreted that greater value of 
the main loads will determine a choice of the bearing type (in prac-
tice, it can be interpreted that greater value of the main loads, will 
determine a choice of the bearing type (between a radial and an 
axial bearing). Among the rolling bearings, slewing bearings play a 
more responsible role, especially when it is used in large-scale 
machines. In these types of rolling bearings, the external loads are 
combined similarly like in bearings, designed for general use. While 
bearing is being selected, all resultant forces may be projected into 
axial (axial force Q) and radial (radial force H) directions while a 
tilting moment M [1, 2] is a specific load of this rolling bearing type. 
In typical applications of slewing bearings, permissible external 
bearing load is dependent on static carrying capacity. The static 
carrying capacity of rolling bearings is determined by the defor-
mation of the contact zone between the rolling element and race-
way hence and then the so-called static carrying capacity charac-

teristic is determined for newly designed slewing bearings. The 
characteristic is graphically presented as dependence of the tilting 
moment M from the axial force Q while the system is loaded by a 
constant value of the radial force H [2-7]. Such way of presenting 
the slewing bearing serviceability results from the following de-
signed features (specifically distinguishing the slewing bearings 
from bearings in general use): assembly in support structures by 
means of bolts, track diameters which can be in a range of several 
meters, bearing rings load of high axial forces, high radial forces 
and high tilting moment, high deformability of a contact zone rolling 
element-raceway, application of various materials for the produc-
tion of bearing rings and rolling elements, low-speed rotation of the 
rings, a large number of balls and / or rollers, in some systems - 
toothed rim incised on circumference of the one ring. Engineers 
use these curves when slewing bearing is selected for load condi-
tions of machines [3-5]. As it results from the catalog review [3, 4], 
static carrying capacity curves of the slewing bearings have been 
determined only for the zero values of radial forces H. Based on 
work [3], it can be stated that if the value of a radial force does not 
exceed 10% of the maximum permissible axial force, the course of 
the static carrying capacity curve will not be shifted. Another ap-
proach to the problem of taking into account the radial force was 
presented in Ref. [5]. The bearing manufacturer introduces the 
relationships used to determine the so-called equivalent tilting 
moment Meq and equivalent axial force Qeq. These parameters 
are determined on basis values of external loads M, Q, H and 
application coefficient, the radial force H and a safety factor. The 
determined values of Meq and Qeq are plotted in the catalogs of 
static carrying capacity curves that have been determined for zero 
values of a radial force. If these values are located below the curve 
for checked bearing then this bearing can be selected as suitable 
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for the rated load. A detailed reference, based on the calculation 
example, was presented in the paper [7]. Therefore, the identifica-
tion of operating conditions of slewing bearings determination 
requires of the radial force share in a system of external loads. An 
influence of the radial forces (taking into account their sense) on 
the static carrying capacity of the twin slewing bearing has been 
demonstrated in the work [2]. The same type of slewing bearing 
was the subject of research of the authors of the publication [8]. 
The researchers using a classical model based on the static equi-
librium of displacements of a rigid body and assumed durability 
determined the dynamic carrying capacity curves of  the slewing 
bearing, taking into account an one radial force sense [8]. The 
researchers using a classical model based on the static equilibrium 
of displacements of a rigid body and assumed durability deter-
mined the dynamic carrying capacity curves of  the slewing bear-
ing, taking into account an one radial force sense [8]. 

The action of the radial force on a slewing bearing may be 
temporary (e.g. in an excavator with one bucket [9]) or continuous 
as in the case of a wind turbine [10] and a wagon tippler. 

The impact of operate direction of the radial forces on the static 
carrying capacity of the slewing bearings was presented in Ref. 
[11]. 

It should be emphasized that the slewing bearing is the trans-
mission element of a rotational torque between the pinion and the 
slewing bearing ring. There is a high probability of simultaneous 
operation of the external load components in one plane, which is 
common with the plane of the pinion symmetry at a point of teeth 
contact. 

Continuous research and development of research methods 
used in slewing bearing problems analysis have great practical 
importance because of the fact that assembly processes of the 
slewing bearing are time-consuming and energy-consuming (due 
to size and weight). Slewing bearings in drive systems play a key 
role. A failure of a slewing bearing causes the machine to stop for 
an unpredictable period of time. Therefore, machine designers 
have a difficult task related to the selection of a slewing bearing in 
terms of its type and carrying capacity. Methods of determining 
static carrying capacity curves of slewing bearings are similar to 
each other and are widely described in publications [1, 2, 6, 10, 12 
13]. Each of the method boils down to determine the maximum 
force (reaction) which acts between the rolling element and the 
bearing raceway while components of the external loads (M, Q, 
and H) act on the bearing. Individual methods of determining the 
static carrying capacity of slewing ring bearings usually differ in the 
adopted range of bearings features which are included in created 
calculating models. 

The basic features taken into account in the models of slewing 
bearings are: bearing clearance, initial clamp of bolts, flexibility of 
bearing rings, flexibility of a contact zone (raceway - rolling ele-
ment), raceway hardness condition and bearing mounting struc-
tures susceptibility. The permissible load of a contact zone be-
tween the rolling element and raceway is a parameter that deter-
mines the carrying capacity of slewing bearings. Effect of techno-
logical treatments performed on the bearing raceways in reference 
to permissible carrying capacity of the contact area and durability 
tests are presented in the works [14, 15]. Evolution of a measure-
ment technique based on the analysis of acoustic signals enables 
diagnostics and monitoring slewing bearings operation, what has 
been presented in the works [16, 19]. The descriptions of friction 
torque in slewing bearings are included in publications [20, 21]. 
Slewing bearings can also operate at elevated temperatures (e.g. 
in the Ljungstrom rotary air heater). Results of research on thermal 

loads of the slewing bearing can be found in the publication [22]. 
On the basis of the distribution of loads acting in the contact zones 
between rolling element and raceway, which are presented in the 
works [1, 6, 9, 12, 23, 24], it can be concluded that these loads 
cause change of bearing rings’ shape and deform the slewing 
bearing toothed ring. Simultaneously the geometrical mating condi-
tions between the gears change. 

The gear interaction, taking into account bearing ring flexibility, 
will undoubtedly affect a distribution of the forces loading the bear-
ing balls. Since the force loads of the single contact zone rolling 
part - raceway decide about the slewing bearing static carrying 
capacity, however the static carrying capacity during mating the 
flexible toothed ring and the rigid pinion may by another. In the 
literature, there is a publication which concerns bearing clearance 
[12], preloads [25] and the stiffness of the support structures [9] in 
reference to courses of the static carrying capacity curves, where-
as the influence of the gear condition of the toothed ring with the 
pinion on the course of the static carrying capacity curves, espe-
cially with the specific direction of external loads (M and H) seems 
to be unnoticed. Numerical studies of action gear pinion with the 
toothed ring of slewing bearing were carried out and based on the 
presented findings. The distributions of forces acting in the individ-
ual contact zones (ball - raceway) and static carrying capacity 
curves of the slewing bearing were determined with and without 
considering the conditions of the mating between the rim and the 
pinion. 

2. A MODEL OF A POWER TRAIN WITH THE SLEWING 
BEARING 

Acceding to formulated problem of slewing bearing load, the 
single-row ball slewing bearing with the four-point contact zone 
(made in Poland) has been considered. The choice of this bearing 
for study was dictated by the fact that this bearing is mounted in 
one-shovel tracked excavator F250H. A comprehensive model of 
the working structures of a body and a chassis of the F250H exca-
vator connected with modeling the bearing was presented in work 
[26]. An outline of the bearing cross-section is shown in Fig. 1 and 
basic design parameters are listed in Tab. 1. A power train of 
excavator bodywork consists of a spur gear which basic parts are 
the pinion assembled in the bodywork and a rim made on an exter-
nal slewing bearing ring. The basic parameters of the gear have 
been marked in Fig.2 and listed in Tab. 2. Due to required distance 
between centers of gears and number of tooth of the pinion, the 
pair of gears have been subjected to profile shift. 

 
Fig. 1. Basic geometric parameters of the single-row ball slewing bearing 
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A sector of the profile shift was generated by using the Inventor 
program. Take into account complexity of the task posed, it was 
decided that the numerical calculations is based on the finite ele-
ment method (FEM). In comparison with the analytical methods 
(classical) in which the main goal is idealization of the flexural-
torsional stiffness of the bearing rings [6, 25] - FEM allows to take 
into account not only compliance of the bearing rings, but also 
compliance of the bearing bolts and compliance support structures.  

Tab. 1. Values of basic parameters of the single-row ball slewing bearing 

Parametr of the bearing Value 

1 The track diameter of the bearing dt [mm] (Fig. 1) 1105 

2 The ball diameter dk [mm] 44 

3 Quotient rays of ball and receway kp [2, 34] 0,96 

4 Dimension dzp[mm] (Fig. 1) 1260 

5 Dimension dzo [mm] (Fig. 1) 1200 

6 Dimension dwo[mm] (Fig. 1) 1010 

7 Dimension dwp [mm] (Fig. 1) 960 

8 High of the bering h [mm] 137 

9 Dimension a [mm] (Fig 1) 10 

10 Dimension b [mm] (Fig. 1) 71 

11 Dimension hw [mm] (Fig. 1) 117 

12 Dimension hz [mm] (Fig. 1) 122 

13 Axial clearance [mm] 0,5 

14 The clearance between the rings Lp [mm] (Fig. 1) 7 

15 Nominal contact angle αo[°] 45 

16 Row fill facctor 0,83 

17 Number of bearing balls 64 

18 The surface balls hardness 62HRC 

19 The surface raceway hardness 56HRC 

20 Number of the bolts mounting in the 
internal/external ring 42/42 

21 The size and strength class mounting bolts 
by [DIN] [31] M24-12.9 

22 Mounting tension force Sw [kN] 242 

 

 
Fig. 2. The basic geometric parameter of a pinion and a toothed ring 

In addition, in the case of the classical methods [6, 25], the rel-
ative displacement of the bearing rings caused by the loads have 
been considered as motion of a rigid body. In a slightly different 
way the susceptibility of the roller section- raceway contact zone 
have been defined. 

According to above paragraph, with data contained in Tab. 1, 
a comprehensive model MES of single-row ball slewing bearing 
with the pinion in the environment of the ADINA [27, 28] have been 
developed, and presented as a mesh in a Fig 3. 

Tab. 2. Values of gears basic parameters  

Name of parameters Pinion Toothed rim 

1 Reference diameter [mm] d1=182 d1=1274 

2 Tip diameter  [mm] da1=211,763 da1=1322,823 

3 Root diameter  [mm] df1=151,577 df1=1262,637 

4 Profile shift coefficient x1=0,1135 x2=0,7942 

5 Number of tooth z1=13 z2=91 

6 Module [mm] m=14 

7 Backlash [mm] jn=0,56 

8 Center distance [mm] aw=740 

9 Reference pressure angle αn=20° 

10 Working pressure angle αw=22,414° 

 
Fig. 3. A visualisation of finite elements of single-row ball slewing bearing,  

 coupled with a drive pinion  

The Fig. 3 shows: 1 - the bearing inner ring, 3 - outer ring, 2 - 
the upper and 4 - lower support structure, 6 - heads of the mount-
ing bolts, and 7 - plate which have been discretized by eight-nodal 
finite elements type 3D-Solid [27-28], whereas 5 - the pinion and 3 
- the toothed rim were discretized by twelve-nodal finite elements. 

The mating conditions’ model between the toothed ring and the 
pinion was based on the methods of tooth profile discretization 
presented in [29] and the issues of the teeth contact strength [30].      

In order to modeling balls by using replacement elements (de-
scribed below), the bearing rings were discretized by finite ele-
ments arranged in the shape of slices. Number of these slices is 
equal to the number of balls in the bearing. The angular scale of 
the slice overlaps with the angular scale of a position of the balls in 
the bearing. Between the upper support structure and the inner ring 
and between the lower support structure and the external ring 
conditions of contact K (including the penetration condition and 
friction coefficient value μ= 0,1 [27, 28]) were defined as well as 
between a contour gear of the pinion and the bearing rim. Nodes 
containing the flat surface of the lower cover have been taken all 
degrees of freedom (Δx, Δy, Δz = 0). Similarly it was done in case 
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of nodes describing a cylindrical pinion surface on which a drive 
shaft is mounted. 

External load has been identified through FM, Q, HM, HN vec-
tors. The static carrying capacity curve is determined as standard 
for the main system of forces M, Q, HM [11]. In the case under 
consideration, symmetry slewing bearing YZ plane was used to 
modeling the tilting moment and two opposite vectors of forces FM. 
The vector Q represents the axial force. Since the system of forces 
in the model enables consideration of radial forces, the following 
nomenclature is adopted: a major radial force HM and orthogonal 
radial force HN. 

In the present task the main system of forces is contained in 
the pinion plane of symmetry at a point of tooth contact. The vec-
tors of simulated loads have been hooked in the nodes one - ele-
ment group of finite elements with No. 7. Group of finite elements 
with No. 7 was specially created as an object (plate plane) that 
intermediate during transmitting the load to support bearing struc-
ture (No. 2 and No.4). Nodes of group No. 2 contained in the plate 
plane 7 gave the conditions of displacements glue type [27]. This 
type boundary conditions are defined for elements of group No. 6, 
mapped the heads of the mounting screws and for rim coupled with 
outer ring. Boundary glue type conditions ensure an agreement of 
all displacements for all nodes which coordinates are contained in 
the same flat surface. The bolts have been modeled by finite ele-
ments type beam with an active bolt function [27]. The nodes of the 
individual beam type finite elements have been connected with 
finite elements of group No. 6 which represents the ends of the 
bolts and nuts in an assembly of the bearing and housing. Only in 
this way, the necessity to map the holes in the bearing rings was 
avoided, e.g. by defining discontinuities in the structures between 
the finite elements of groups no. 1, 2, 3, 4. This simplification re-
duces the number of finite elements and an accuracy of a calcula-
tion results in the static carrying capacity range are sufficient. An 
additional advantage is the shorter calculation time. Activation of 
the bolt function in the ADINA system enables definition of the bolt 
diameter, material parameters and mounting tension force [27] Sw 
(Tab. 1). Based on these data, the ADINA solver [27] during initial 
iterations calculates displacement caused by the Sw forces (ac-
cording to guidelines of standard [31]) for all model nodes. In this 
case the slewing bearing is seated in an annular housing with the 
centering collar. Such a solution requires more precise shaping of 
the support structure, but in the system it reduces the transverse 
loads of bolts (reduction of shear stress). The dimensions of the 
support structure must ensure the appropriate system stiffness and 
are parametrically dependent on the bearing dimensions [3]. Those 
dependents was taken into account in the model during setting the 
dimensions of element no. 2 and 4. However, the most important 
simplification in the bearing model is balls replaced by an alterna-
tive finite element system called superelements [32, 33]. As it is 
shown in Fig.4 the superelements consisted of beam system 2 with 
a high stiffness combined with truss elements 1, where the end 
nodes are located in the curvature centers of the bearing raceways 
3 (points: A, B, C, D) and the nodes of finite element meshes of the 
internal and external rings. The truss elements 1 have defined 
multilinear material characteristics. A method of determining the 
necessary material characteristic is described in detail in [2]. Other 
statistical data regarding sizes of finite elements, the number of 
finite elements, and the sensitivity analysis of finite elements have 
been included in Appendix B. 

Material characteristics shall be determined on the basis of 
contact zone characteristics. Characteristics of the contact zone is 
defined as dependence the raceway deflection η caused by a 

contact rolling section force F.  
This dependence can be: 

− defined by carrying out on the basis of experiment,  

− based on average over the values of the c and w coefficients 
and inserted into the formula 1, which sample values are func-
tion of osculation ratio kp to the roller bearing raceway what 
can be bring out from work [1] 

− defined as a solution to the question of contact issue of the 
contact zone by using the finite element methods. 

 
Fig. 4. Schematic position of bearing rings and replacement elements 

 in a state before (a) and after (b) load inflicted with mapping    
 changing of contact angle of balls in slewing bearing (c) 

𝜂 = 𝑐𝐹𝑤    (1) 

It should be emphasized that the characteristics of rolling bear-
ing contact zone is also shown as the dependence of the maximum 
normal stress at the interface between the rolling pairs in the func-
tion of the proper load of the roller part (which is the quotient of 
force and the square of roller part diameter) which is wider de-
scribed in [9].  

Use of one of the two equivalent quality descriptions of the 
characteristics of the contact zone can be identified with respec-
tively two equivalent criteria for determining the load capacity of a 
single contact zone: 

− the criterion of plastic deformation in the contact zone, 

− the criterion of maximum pressure values on the surface of 
the contact zone. 

This study was based on the criterion of the permissible plastic 
deformation in the contact zone which, in accordance with the 
assumptions [34] should not exceed 0,0002dk. Hence, the maxi-
mum force value, which is allowed for a single ball-raceway contact 
zone was calculated in accordance with equation 2 [34] and 
amount Fdop = 158 kN. 

𝐹𝑑𝑜𝑝 =
9,9626⋅107⋅𝑑𝑘

2⋅(
𝐻𝑉

750
)
2

(
858

𝑎𝐻𝑏𝐻
√𝑑𝑘(

4−2𝑘𝑝

𝑑𝑘
+

2𝑐𝑜𝑠 𝛼0
𝑑𝑡−𝑑𝑘 𝑐𝑜𝑠𝛼0

)
3

)

2    (2) 

The names of the formula symbols are given in the table 1. The 
remaining symbols represent the formula: aH, bH- coefficients of the 
elliptical contact area by [21], HV- raceway surface hardness of 
Vickers scale. 
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In contrast, the characteristic of the replacement contact zone 
of the bearing implemented in the model was determined according 
to the method described in [2] and is presented in Fig. 5. Additional 
information regarding, among others, the finite element mesh 
parameters of the contact zone model have been included in Ap-
pendix B.  

 
Fig. 5. Characteristic of the contact zone replacement 

The system of bearing model placeholders was represented by 
local deformations occurring in the ball-raceway contact zone and 
the change of contact ball angle and consequently allows for the 
appointment of distributions of the reactions acting on all balls in 
bearing rows. Knowledge of distribution of the forces acting on 
each of contact zone allows to build a static carrying capacity 
curve, because its carrying capacity is determined by the most 
loaded ball, and downforce balls into the raceway is not greater 
than the Fdop. 

3. STATIC CARRYING CAPACITY CURVES OF THE SLEWING 
BEARING 

Taking into consideration the issues which have been previous-
ly identified, the impact of the radial forces and the sense of the 
main radial force on the slewing bearing static carrying capacity 
has been taken into account. Identification of force sense was 
associated with the sign of its value what is contractual in nature 
and was suggested in [11]. This work shows that sense of the main 
radial force have significant impact on the course of the static 
carrying capacity curve of the single-row ball slewing bearing. In 
order to make the sign of the main radial force HM independent on 
an adopted local coordinate system and other directions and sens-
es of an external loads, a definition of the main radial forces HM 
directed positively was formulated. In this situation, the attention is 
focused on the most heavily loaded contact zone. During calcula-
tions, when increase of the main radial force cooperating with the 
tilting moment and the axial force causes increase load in the 
considered contact zone, then the main radial force is called as 
directed positively. Whereas, when the load of this contact zone is 
decreases then the sense of the main radial force is considered as 
negative (main radial force directed negative positively). If an or-
thogonal radial force HN replaces the HM force in the main load 
system, then the orthogonal radial force does not identify sense 
because the sense of this force has no effect on the course of the 
static carrying capacity curve. Points of the static carrying capacity 

curves are determined an iterative manner. At the beginning of 
calculation in the FEM model, the individual components of the 
external load M, Q, H were asked incrementally (according with the 
individual values of time steps t). As an effect of iterations, incre-
mental growth of the external loads generated the distribution of 
resultant reaction of the individual contact zones. Series of calcula-
tions were ended when one reaction acting at the point of contact 
ball with the raceway was equal to the force limit Fdop. 

A full static limiting load curves of the slewing bearing have 
been presented in Figures A1-A4 [11] (Appendix A) but without 
taking into consideration the gear conditions. These charts show 
the influence of radial forces (specifically directed) on courses of 
bearing static carrying capacity curves (Q, M). A significant loss of 
static carrying capacity is caused by the radial forces HN directed 
orthogonally and the radial forces HM directed positively (Fig. A1). 
On the basis of these results (Q, M), for given radial forces HN (Fig. 
A4) and HM (positively – Fig. A2 and negatively - Fig. A3 directed), 
using the model presented here, comparative calculation were 
performed. It was concluded that plane created during the main 
system of forces is the plane of pinion symmetry the radial forces 
HM (directed negatively) and HN does not cause a change of the 
bearing static carrying capacity. A loss of the static carrying capaci-
ty occurs when the radial force HM is directed positively. This is 
especially noticeable when the radial force HM is about 15% of the 
maximum allowable axial force Qmax (M=0, HM=0, HN=0). In consid-
ered case the bearing radial force is HM=1,120 [MN]. This load was 
implemented in the FEM slewing bearing model (Fig. 3) with taken 
into account gear condition. The static carrying capacity curve was 
determined for this load. In Fig. 6 there are shown courses of the 
static carrying capacity load curves of the slewing bearing with and 
without taken into consideration gear condition. 

 

 
Fig. 6.   Juxtaposition of static carrying capacity curves of the single-row 

ball slewing bearings loaded by radial forces directed positively 
with and without taken into consideration gear condition 

In order to identify the potential causes of the presented prob-
lem, the distributions of forces acting on the individual ball - race-
way contact zone of analyzed bearing for selected characteristic 
operation points (I and II marked in Fig. 6) have been shown  
in Fig. 7. The maximum allowable radial force for the assumed 
simulation conditions has been amounted at the level of Hmax=3,3 
[MN]. Whereas in case when the gear condition was omitted, a 
maximum value of the allowable radial force has been amounted 
Hmax=5,977 [MN]. Decrease of Hmax value is an effect of a distribu-
tion of the forces loading of balls. The distribution of forces acting 

0 20 40 60 80 100 120 140 160 180 200
0,00

0,05

0,10

0,15

0,20

0,25

0,30

0,35

0,40

0,45

0,50

 

 

F [kN]

 [mm]



Szczepan Śpiewak                                                                                                                                                                                                          DOI 10.2478/ama-2025-0003                                                                                                                                                          
Static Carrying Capacity of a Single-Row Ball Slewing Bearing taking into account Drive Transmission Conditions                                                                                                                                                 

20 

on the individual contact zone ball - raceway for both cases mod-
elled bearings have been presented in Fig. 8.The elements of 
statistics were used for a quantitative assessment, allowing to 
describe the nature of load of the bearing contact zones and at the 
same time to determine the origin of the course of the considered 
static carrying capacity curve. In the presented bearing a four-point 
raceway-ball-raceway contact zone is identified. 

 
Fig. 7.   Comparison of distributions of the forces acting on balls of the 

single-row ball slewing bearing for the points of work: I and 
II according to Fig. 6, β- angular coordinate 

 

Fig. 8.   Comparison of distribution of the forces acting on balls of the 
single-row ball slewing bearing for the maximum radial force with 
taken into consideration (Hmax=5,977 [MN]) and without(Hmax=3,3 
MN) the gear condition, β- angular coordinate 

During the complex state of external loads of the slewing bear-
ing, some of contact pairs do not carry the load so zero values of 
forces acting on balls during the machining of the statistical distri-
bution of balls reactions have been omitted. An arithmetic average 
(Eq. 3) and the standard deviation (Eq. 4) was determined on the 
basis of identified values (variance). 

𝐹
−

=
∑ 𝐹𝑖
𝑛
𝑖

𝑛
⇔𝐹𝑖 > 0                (3) 

𝛥𝐹 = √∑ (𝐹𝑖−𝐹
−
)
2

𝑛
𝑖

𝑛−1
          (4) 

where: Fi [N] – forces acting on balls (balls reactions of the single-
row ball slewing bearing), n – number of compressive forces of the 
balls (values greater than zero) 

These values (for the presented in Fig. 7 and 8 of the distribu-
tion of balls reactions) have been listed in Tab. 3. 

Similar FE models of slewing bearings installed in heavy-duty 
machines were experimentally verified by the authors of the works 
[35, 36, 37]. Since methodology for modelling slewing bearings 
presented in this article is based on the same assumptions, addi-
tional experimental verification of the model was not conducted.  

It should be emphasized that formula 2 was determined based 
on experimental tests of the load capacity of a contact zone for the 
system ball-raceway. 

In order to check the obtained results (similarly as in work [13]), 
the static carrying capacity curve of the slewing bearing was de-
termined using a classical method called by the authors of the work 
[38] - the continuous loading method.  Since this method does not 
make it possible to take into account the conditions of cooperation 
between a toothed bearing’s ring and a drive pinion, the additional 
curve presented in Fig. 6 can be compared with the curve obtained 
based on the FEM model and described as: load curve without 
taking into consideration the gear conditions. This curve according 
to the model [38] gave an intermediate solution in the presented 
case. 

4. SUMMARY 

On the basis on performed simulation, made by developed 
bearing model including gear conditions, it is found that the opera-
tion of the radial forces directed to the pinion causes a decrease of 
the static carrying capacity of the slewing bearing. Therefore an 
area of work described as a course of static carrying capacity curve 
of the slewing bearing cooperating with a pinion and loaded by 
positive radial force is smaller. Hmax force is smaller about 45%, 
and Mmax value (Fig. 6) for the HM value amounts only 15% Qmax, is 
smaller about 27%.  

A review of the load distribution for individual load conditions in 
both models allows to explain the loss of the bearing static carrying 
capacity.  

According to statistical evaluation criterion of the strength 
properties of the slewing bearings (more widely presented in the 
work [11]) for the gear condition of the rim and the pinion, the 
values of arithmetic averages of ball reactions at contact points 
with the raceways are much smaller than in case of model without 
pinion. Thus, higher loads are accumulated to the smaller number 
of pairs of contact. According to the statistical criterion of slewing 
bearings, the best load conditions for the contact zones between 
balls and raceways occur when the mean values of the ball reac-
tion are as high as possible, and the values of the standard devia-
tion as low as possible.  
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Tab. 3. Juxtaposition of statistical parameters describing the nature of the load of ball of single-row ball slewing bearing (Fig. 8)  
   for the selected points of work  I and II (Fig. 7) 

 

 

Limitation of the static carrying capacity also arises from the 
condition of contact strength of the pinion and rim and it will be the 
subject of an another publication in this scope. During a defor-
mation of a bearing ring the contour of the deformed toothed ring 
differs from a circular outline and causes that a distribution of the 
contact pressures along the side surface of the tooth is irregular. 
The distribution of displacements in the direction of the radial 
force HM for operation points marked in Fig. 6 as II is shown in Fig. 
9. The orthogonal projection (on the XY plane) of the deformed 
profile of the toothed ring has a shape which can be approximated 
as an ellipse. The reasons for such state are both - the condition 
of the external load (Q, HM, M) and a limitation of displacements 
caused by the mating conditions between the toothed ring and the 
pinion (forces resulting from a contact of the teeth). The most 
loaded contact zone of the ball-raceway (Fig. 7) is located on the 
direction of the line connecting the rotational axes of the toothed 
ring and pinion. 

 
Fig. 9.   The distribution of displacements in the direction of the radial  

force HM for operation points marked in Fig. 6 as II 

As a result of the identified deformations the working 
pressure angle αw is decreased. These phenomena also has an 
impact on teeth strength. 

The conditions of load external considered for the slewing 
bearing assembled in the structures of the one-shovel tracked 
excavator are extremely dangerous. Such a state of loads (not 
stipulated in the standards [3-5]) in the machine may be uncom-
mon, but in specific operating conditions it may appear cyclically. 
Therefore, when the slewing bearing is selected, this issue should 
be taken into account. If the bearing cannot be adjusted to such 
extremely loads, a system should be protected against the possi-
bility of indicated dangerous loads’ cumulation. 

The use of FEM for modeling a phenomena occurring in slew-
ing bearings has many advantages over classical methods.. The 
most important advantage is the ability to easily increase the 
number of implemented parameters which changes can be ana-
lyzed, e.g. the axial clearance, the mounting tension force, selec-
tion of the number of bolts, dimensions of support structure. 

The presented model of the slewing bearing complements the  

missing features of the model presented by author of this work in 
the previous article [2]. Compared to the models of other authors 
(Tab. 4), the slewing bearing model was expanded to include 
defined conditions of cooperation between a toothed bearing’s 
ring and a drive pinion , taking into account the contact conditions 
between the teeth. The characteristics of the contact zone (Fig. 5) 
were determined using a material model of the ball and raceway, 
taking into account the elastic-plastic state. 

Tab. 4. Overview of features characterizing individual FE models of    
slewing bearings against the model presented in the article [*]  

Feature  
of the  

presented model 
Reference number 

1 The use of re-
placement ele-
ments for model-
ing rolling parts 

[1], [2], [7], [9], [11], [13], [15], [18], [24], 
[25], [26], [32], [33], [35], [36], [37], [38],[*] 

2 Taking into 
account the 
support struc-
tures in slewing 
bearings 

[2], [7], [9], [10], [11], [25], [26], [32], [33], 
[35], [36], [38], [*] 

3 Taking into 
account interac-
tions between the 
bearing and bolts 

[1], [2], [7], [9], [11], [13], [25], [26], [32], 
[33], [35], [36], [38], [*] 

4 Taking into 
account flexible 
rings  

[1], [2], [7], [9], [10], [11], [13], [15], [18], 
[24], [25], [26], [32], [33], [35], [36], [37], 
[38], [*] 

5 Taking into 
account of radial 
forces 

[1], [2], [7], [9], [10], [11], [13], [15], [18], 
[24], [25], [26], [32], [33], [35], [36], [38], [*] 

6 Modeling  
of the contact 
zone taking into 
account the 
elastic-plastic 
material model 

[2], [7], [11], [15], [18], [24], [26], [33], [35], 
[36], [*] 

7 Modeling of the 
bearing taking 
into account the 
cooperation 
conditions be-
tween a toothed 
bearing’s ring and 
a drive pinion 

[*] 
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Appendix A 

 
Fig. A1. Juxtaposition of static carrying capacity curves of the single- row 

ball slewing bearing loaded by constant values of the radial 
forces defined positively, negatively and orthogonaly 

 

Fig. A2. Juxtaposition of static carrying capacity curves of the single-row 
ball slewing bearing loaded by the main radial forces HM defined 
positively 

 

Fig. A3. Juxtaposition of static carrying capacity curves of the single-row 
ball slewing bearing loaded by the main radial forces HM defined 
negatively 

Fig. A4. Juxtaposition of static carrying capacity curves of the single-row      
              ball slewing bearing loaded by radial forces HN defined      
              orthogonally 

Appendix B 

A specific feature of the FEM modeling method used for the 
presented slewing bearing is an application of two models. The 
first model, called the contact zone model, is used to determine 
replacement characteristics of the contact zone (Fig. 5). 
Assumptions regarding the selection of geometric and material 
parameters, boundary conditions and loads have been described 
in detail in [2]. Output date obtained from this model is then 
implemented (as multilinear material characteristic of the finite 
element type truss) to the second model, which is the slewing 
bearing model. This division of tasks cause that a problem of 
deformation of the ball and the raceway enough to solve only 
once, and the solution result is used to modeling all contact pairs 
(ball - raceway) as the replacement elements (Fig. 4). The 
advantage of this method is the reduction in the number of finite 
elements representing a curvature of the bearing raceway, which 
causes a reduction of calculation time of the carrying capacity. 
The consequence of the method used is the need to check the 
influence of discretization density of geometric objects of the 
slewing bearing on calculation results. Taking into account the 
example contained in [37] and a structure of the presented 
bearing FE model, where several types of finite elements were 
used, analysis of the mesh sensitivity was focused on the 
following structures: a contact zones ball-raceway, a bearing ring 
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and a gearing system. In each case, three different mesh 
densities were tested and described in Figures B1, B2, B3 as 
minimum, average and maximum density of FE mesh  

 

Fig. B1. Distributions of the effective stress for the tested meshes of the    
contact zone model  

 

 Fig. B2.  Distributions of the displacements for the tested meshes  
of the   slewing bearing ring model  

The mesh size was defined by the maximum MSmax and 
minimum MSmin a distance between nodes of the finite element in 
a considered structure of an object. The calculation time, denoted 
by subol t in Figures B1 B2 B3, is given for all models tested. 
Calculations were performed using two processor cores of i5-
4590, CPU 3,3 GHz and the memory of 1825 [MB]. Eight-nodal 
finite elements type 3D-Solid [27, 28] were used in the contact 
zone model. Due to the fact that in this model the contact problem 
is being resolved, the maximum effective stress for the 
permissible load of the contact zone (Fdop) in the direction 
indicated by the nominal contact angle (αo) was adopted as a 
criterion for rating of convergence of the solutions. Distributions of 
the effective stress in the contact zone models are shown in Fig. 
B1. In all cases, the Bielajew zone is clearly visible, wherein the 
maximum effective stress σomax were identified. Based on the 
formulas presented in [34], the theoretical maximum effective 
stress σomax=185 [MPa] was calculated.  

Satisfactory convergence was obtained for the maximum 
density of FE mesh. This model was used to determine a 
characteristic of the contact zone (Fig. 5). 

The slewing bearing model contains several groups of finite 
elements with specific properties. Due to the method of definition 
mutual relations between these groups a control of the mesh 
sensitivity carried out for a geometry of the inner ring of the 
slewing bearing 1 (Fig. 3) and contact pair of a toothed rim 3 and 
a drive pinion 5. These objects are represented using three-
dimensional finite elements. It should be noted that the beam 
element of the superelement (Fig. 4) has a common node with the 
bearing ring. This node in the bearing model is a connector 
between elements which replace of the balls and the bearing 
raceways. This discretization system means that a displacement 
of this node caused by the point action of a load will depend on 
density of a mesh determined in a cross-section of the ring. The 
method of compensating this numerical effect is shown in [2]. 
Thus, discretization errors of the cross-section of the rings are 
reduced by modifying the characteristics of the contact zone [2]. 
The adopted system of connecting superelements with rings 
enforces angular positioning of finite elements in accordance with 
a pitch of the balls. Therefore, the test of mesh sensitivity 
concerned the circumferential arrangement of the nodes. The 
presented bearing model takes into account the bending and 
torsion of rings therefore the maximum displacement RDmax of the 
ring loaded with a constant force F through one superelement was 
assumed as a control criterion for testing meshes.  

 

Fig. B3. Distributions of effective stress for the tested meshes 

 of the contact zone model of a toothed rim and a drive pinion 

The circumferential discretization pitch was set as a multiple 
of the angular pitch of the balls Pdeg.The test calculation was 
performed for three different circumferential discretization pitch 
marked in Fig. B2. Based on the displacement distribution, it was 
found that a model with a minimum density of FE mesh is 
sufficient for bearing analysis.  

Since the geometry of the gearing system is more complex 
than the geometry of the ring, the structure of a toothed rim and a 
drive pinion was modeled with twelve-nodal  finite elements type 
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3D-Solid [27, 28].In this model, the focus was on determining the 
mesh sizes for the tooth pairs in contact when bearing is loaded 
[30]. Permissible effective stress in the contact zone for gears was 
set as criterion for rating of convergence of the solution. A value of 
this stress for the bearing material is σo=650 [MPa]. Based on this 
value, an allowable torque Mr=8717 [Nm] was calculated. This 
torqe was implemented in three contact zone models of a toothed 
rim and a drive pinion. The calculation results are presented in 
Fig. B3. Satisfactory convergence was obtained for the average 
density of FE mesh.  

Based on the sensitivity analysis of the meshes, the model of  
slewing bearing cooperating with a drive pinion presented above 
was built. The statistical data of this model are summarized in 
Tab. B1.  
  
Tab. B1. Statistical data of the FE model of the slewing bearing 

The modeled 
object 

Finite element type Number of finite 
elements 

The ball as a 
Superelement 

Truss 128 

Beam 512 

Inner ring 3D-Solid 3584 

Outer ring 3D-Solid 3584 

Bolts Beam 84 

Heads of the mount-
ing bolts 

3D-Solid 5040 

Upper support 
structure 

3D-Solid 3392 

lower support 
structure 

3D-Solid 3392 

Płyta 3D-Solid 1 

Toothed rim 3D-Solid 56340 

Pinion 3D-Solid 37651 

The calculation time necessary to determine one of the points 
of the static static carrying capacity curves was t=7120 [s]. 
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Abstract: This paper presents a concept of a zero-energy system for powering a single-family house based on a PV system,  
an electrolyser, a hydrogen gas storage, a fuel cell and a heat pump. Estimated is the demand for electricity and thermal energy consumed 
in a house inhabited by 3 people and a usable area of 80 m2. The investment costs of the installation were estimated based  
on the commercially available offer. 

Keywords: hydrogen; hydrogen storage; power-to-gas; fuel cell; photovoltaics  

1. INTRODUCTION 

Popularization and increasing use of renewable power 
sources for distributed generation and increasing energy price, 
encourage to the production of electricity for private use. On the 
other hand, energy production with renewable energy sources 
depends on weather conditions. Photovoltaic and other solar 
systems depend on solar radiation and ambient temperature. 
Therefore, the same amount of energy cannot be provided at the 
all-time and other sources need to be found to provide electrical 
energy at the time when production with renewable energy is not 
possible, has made it the application of storage systems a neces-
sity to ensure the continuous supply. In the building sector, this 
has led to growing interest in energy self-sufficient buildings that 
feature battery and other energy storage. Different techniques are 
today used to store both electric and thermal energy, making use 
of mechanical, electric, chemical, thermal and biological systems, 
the most widespread and versatile of which are presently batter-
ies. Battery-electric systems are widely installed in residential 
buildings in order to increase self-consumption from PV. Ad-
vancements in battery technology seek to lower capacity costs 
and reduce environmental impacts. Another approach is to store 
energy in the form of hydrogen. Hydrogen is important as a large-
quantity, long-term energy storage. Hydrogen storage has a very 
low rate of self-discharge and high energy density. Hydrogen is 
considered an excellent clean fuel with potential applications in 
many fields thus the hybridization of hydrogen and solar energy 
technologies is an interesting option to satisfy power in locations 
that are isolated from the electric grid as well as households. 
Hybrid system (photovoltaic-hydrogen) makes it possible of power 
hydrogen storage by means of an electrolyzer in pressurized 
tanks which and then converted into electricity in fuel cells when 
needed. Thus, electrolysis and hydrogen storage have been 
highly recommended for long-term alternatives for electricity stor-
age [6]. A self-sufficient energy supply with hydrogen storage has 
already been realized for single- and multi-family dwellings, as 

well as for residential districts, and there are commercial suppliers 
that offer all-in-one hydrogen solutions for residential storage. 
Numerous hybrid systems based on renewable energy and H2 for 
building have been discussed in [2,3,5]. A combination of photo-
voltaic systems and hydrogen fuel cells is shown to be able to 
provide complete self-sufficiency in electrical energy [4,5]. Paper 
[3] presents an analysis of energy production in a pilot building 
located in Slovenia, which is a typical residential house with an 
installed photovoltaic system and battery system for storage 
electricity. This study shows that complete self-sufficiency can be 
achieved by supplementing photovoltaic systems with hydrogen 
fuel cells. Whereas in paper [4] the comprehensive thermo-
economic analysis is presented for a novel integrated solar hydro-
gen energy system for standalone operation. Authors in the work 
[1] described a methodology to design PV-H2 hybrid systems that 
considers the weather data and the electrical variables of the 
components to perform energy balances and to assess the sys-
tem in terms of the load requirements, the levels of energy stored 
and the resulting costs. The work [6] presents the results of simu-
lation of battery and hydrogen technologies for renewable energy 
management, load-levelling and peak-shaving in a single grid-
connected house in Nottingham (United Kingdom) where three 
people live. A 10 kWh lead-acid battery and a 1 kW fuel cell to-
gether, with a 600 l hydrogen storage tank at 15 bar are used for 
these simulations for short (daily cycles) and mid-term (3-day 
cycles) storage, respectively. Showed that the battery increases 
the local use of PV energy generated on-site by 171%, while the 
hydrogen increases it by 159%. In the paper [7] shows a demon-
stration installation of the Hydro Q-BiC®, consisting of 64.75 kW 
photovoltaic (PV) panels, a 5 Nm3/h water electrolyzer, 40 Nm3 of 
metal hydride hydrogen storage, 14 kW fuel cells and 20 kWh Li-
ion batteries, is discussed here. In all cases, the CO2 reduction 
capability is shown to be better than that of the PV-only system. 
Simulating annual CO2 emissions indicates that the Hydro Q-
BiC® can reduce emissions by more than 50%.  

We can safely say that a synergy between photovoltaic sys-
tem and hydrogen fuel cells is a step forward to complete self-
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sufficiency with renewable energy sources, were by introducing 
fuel cells, electrical energy can be provided independently of the 
seasons and weather conditions. 

2. A MICRO-POLIGENERATION SYSTEM  
FOR ZERO-ENERGY BUILDING  

The polygeneration system is considered for a single-family 
house located in Gdańsk with an area of 80 m2, inhabited by 3 
people with roof of the facing south. It was assumed that utility 
water and the house will be electrically heated.  

The installation scheme and its components for the consid-
ered house is shown in Fig. 1. The installation consists of an 
electric power generation system endowed with photovoltaic 
panels, a charge regulator, an inverter, a battery pack, an electro-
lyzer for hydrogen production, a hydrogen compressor, hydrogen 
storage tanks, a fuel cell for production of electricity and a heat 
pump. An air heat pump was used to reduce electricity consump-
tion for heating the house and domestic water. 

 
Fig. 1. Scheme of a self-sufficient residential energy system 

The photovoltaic system consists of 26 monocrystalline pho-
tovoltaic panels with a power of 390 W and an efficiency of 20.6% 
each. The total power of photovoltaic panels is 10.14 kWp. For the 
generated power, an inverter from VOLT POLSKA was selected, 
which converts 24 V DC into 230 V and 50 Hz alternating current 
with 95% efficiency. An AGM battery with a capacity of 43 kWh 
and a voltage of 24 V was used to store electricity. The battery 
has 1800 charging cycles. To safely charge the battery, a Lumiax 
voltage regulator is used, which ensures the correct charging 
current and protects the battery against overcharging. The excess 
of electric current generated by photovoltaic panels is directed to 
the PEM electrolyzer manufactured by McPhy to convert electric 
energy into hydrogen chemical energy. The capacity of the elec-
trolyzer is 1 - 1.6 Nm3/h, and the power is 6 - 9 kW. It is an elec-
trolyzer that works well in small home hydrogen power plants. The 
hydrogen produced in the electrolyzer is compressed in a com-
pressor to a pressure of 350 bar. Then, the compressed hydrogen 
is stored in 18 tanks manufactured by MAHYTEC with a capacity 
of 0.25 m3 at the pressure of 350 bar. In order to recover electrici-
ty from hydrogen, a Horizon PEM fuel cell with a power of 5 kW 

and an efficiency of 60% was used. In order to reduce electricity 
consumption for heating the building and domestic hot water, an 
air heat pump was used with the power of 4.6 kW with a COP 
3.26 coefficient. 

The system works in two modes, spring - summer and autumn 
- winter depending on the intensity of solar radiation. 

First mode - short-term energy storage (spring-summer peri-
od). When the solar irradiation is higher than the electricity re-
quirement of the house, excess electric power goes to the battery 
and electrolyzer, which generates hydrogen which after com-
pressed goes to the storage tanks. When the solar irradiation is 
lower than the electricity requirement of the house or it is 
nighttime, the energy is drawn from the batteries. Thus, the batter-
ies must have a capacity to meet the demand for electricity not 
only at night but also on a sunless day. Short-term energy storage 
for about 1 to 2 days can be most efficiently achieved with batter-
ies with high energy conversion efficiency. Efficiency of storage 
and recovery energy for batteries is 85%. The diagram of the 
system operation in the spring-summer period is shown in Fig. 2. 

a) 

 
b) 

 
Fig. 2.   System operation in the spring-summer period: a) during  

the   day, b) after sunset 

Second mode - long-term energy storage (autumn-winter pe-
riod). When the solar irradiation is permanently lower than the 
electricity requirement of the house, both during the day and at 
night the energy is simultaneously drawn from the batteries and 
the fuel cell which consumes previously stored hydrogen. The 
hydrogen storage should be large enough to provide energy for 
the entire autumn and winter period. Efficiency of storage and 
recovery energy for hydrogen is 35% (it is a total efficiency of 
energy conversion for an electrolyzer, a compressor and a fuel 
cell). The diagram of the system operation in the autumn-winter 
period is shown in Fig. 3. 
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a) 

 
b) 

 

Fig. 3.  System operation in the autumn-winter period: a) during the day,  
             b) after sunset 

Tab. 1 shows the efficiency and lifetime of the components  
of the polygeneration system. 

 

Tab 1. Efficiency and lifetime for the components 

Component 
Efficiency 

[%] 

Lifetime 

[year] 
Source 

Photovoltaic panels el 20.6 20 [2,9] 

Charge regulator el 97 15 
own 

assumptions 

Inverter el 95 15 [2] 

Battery el 92 15 [9] 

Electrolyzer el 75 15 [2] 

Hydrogen 
compressor 

el 87 20 [2] 

Fuel cell el 60 15 [2,10] 

Heat pump SCOP 3.26 20 [10] 

3. CALCULATION AND RESULTS 

Calculations for the energy demand of the house were made 
on the basis of our own energy measurements, the currently 
applicable standards and regulations as well as official statistical 
data from the Statistics Poland (GUS). Additionally, a PVGIS 
calculator was used to calculate and simulate photovoltaic energy 
(for Europe, Asia, Africa and South and North America). This 

application allows you to calculate the monthly and yearly poten-
tial electricity production of a PV system with a defined slope and 
orientation of the modules. 

3.1.  Household’s electricity demand 

The demand for electricity was estimated on the basis of own 
measurements and data from the Statistics Poland (GUS). The 
average consumption of electricity in a household with an area of 
approximately 100 m2 is 2375 kWh per year, and is similar to the 
values obtained from own measurements where it was 2400 kWh 
per year. 

3.2.  Household's energy demand for heating domestic          
hot water 

The annual energy demand for heating domestic hot water 
was calculated in two ways, according to the method contained in 
the regulation of the Minister of Infrastructure of November 6, 
2008 (equation 1). 

 

𝑄𝑊,𝑁𝑑1
=

𝑉𝐶𝑊,𝑖∙𝐿𝑖∙𝑐𝑤∙𝜌𝑤∙(𝜃𝑤−𝜃𝑜)∙𝑘𝑡∙𝑡𝑢𝑧

3600
                (1) 

 

where: QW,Nd1- annual utility energy demand for domestic hot 
water preparation [kWh], VCW,i - daily unit consumption of hot 
water at 55 ºC depending on the type of building [dm3/(units per 
day)], Li - number of reference units - number of people living in 
the building [-], cw - specific heat of water [kJ/(kg K)], ρw - water 
density [kg/dm3], θw - hot water temperature in the tap [ºC], θo - 
cold water temperature [ºC], kt - correction factor [-], tuz - time of 
use, less holiday breaks, on average during the year by 10% 
[days], and according to the method described in the regulation of 
the Minister of Infrastructure of June 3, 2014 (equation 2). 
 

𝑄𝑊,𝑁𝑑2
=

𝑉𝑊𝑖∙𝐴𝑓∙𝑐𝑤∙𝜌𝑤∙(𝜃𝑤−𝜃𝑜)∙𝑘𝑅∙𝑡𝑅

3600
                (2) 

 

where: QW,Nd2 - annual utility energy demand for domestic hot 
water preparation [kWh], VW,i - daily unit demand for domestic 
hot water [dm3/(m2 day)], Af - area of rooms with regulated air 
temperature [m2], cw - specific heat of water [kJ/(kg K)], ρw - 
water density [kg/dm3], θw - hot water temperature in the tap [ºC], 
θo - cold water temperature [ºC], kR - correction factor for inter-
ruptions in the use of domestic hot water [-], tR - usage time 
[days]. 

Thus, the demand for thermal energy to heat domestic hot wa-
ter for a family of three living in a single-family building according 
to the Regulation of the Minister of Infrastructure of November 6, 
2008 (equation 5.1), amounted to 1806.545 kWh per year, while 
according to the Ordinance of the Minister of Infrastructure of 
June 3, 2014 (equation 5.2), the following was obtained 2141.09 
kWh per year. For further calculations, the value obtained from 
equation 5.1 was adopted, which is close to the actual values 
resulting from own operational measurements at home. 

3.3.  Household's energy demand for heating house 

The annual demand for thermal energy in the house results 
from the adopted rules (Standard WT 2021) that in newly con-
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structed single-family houses, the value of the primary energy 
index should be no more than 70 kWh /m2 per year. Thus, the 
annual total energy requirement for the proposed house is 5600 
kWh per year. 

3.4.  Household's total energy demand 

The annual total energy demand for a single-family energy-
saving house with an area of 80 m2 was calculated from the 
dependence 3 and is: 

𝑄𝑐 = 𝑄𝐶𝑂 + 𝑄𝐶𝑊𝑈 + 𝑄𝑒𝑙 = 9806.545 
𝑘𝑊ℎ

𝑦𝑒𝑎𝑟
     (3) 

 

where: QC - annual total energy demand of the building 
[kWh/year], QCO - annual energy demand to heat the building 
[kWh/year], QCWU - annual energy demand for heating domestic 
hot water [kWh/year], Qel - annual electricity demand [kWh/year]. 

 
Fig. 4.   Annual electricity demand for a power system  

with and without a heat pump 

Tab. 2. Electricity demand depending on the month 

Month 

Electricity 
demand for 
heating the 

building 

Demand 
for 

electricity 
to heat 

domestic 
hot water 

Electricity 
demand 
for other 

needs 

Total 

electricity 

 [kWh] [kWh] [kWh] [kWh] 

Jan 343.56 46.181 220 609.739 

Feb 319.51 46.181 220 585.69 

Mar 240.49 46.181 220 506.672 

Apr 132.27 46.181 180 358.451 

May 22.33 46.181 180 248.512 

Jun 0 46.181 180 226.181 

Jul 0 46.181 180 226.181 

Aug 0 46.181 180 226.181 

Sep 22.33 46.181 180 248.512 

Oct 123.68 46.181 220 389.862 

Nov 218.16 46.181 220 484.34 

Dec 295.46 46.181 220 561.641 

The use of a heat pump with a SCOP coefficient of 3.26 al-
lows to reduce the demand for electricity for heating the building 
and domestic hot water to 1717.79 kWh (30.7% less energy in 
comparison to heating without heat pump) per year and 554.15 
kWh (30.7% less energy in comparison to heating without heat 
pump) per year, respectively. Fig. 4 shows comparing annual 
electricity demand in cases where the heating of the building and 
domestic hot water is provided by an electrical installation or a 
heat pump. 

In order to properly distribute energy, it was necessary to es-
timate the monthly energy demand for the house. Tab. 2 shows 
the monthly demand for thermal energy for house in Gdańsk and 
electricity for heat domestic water and other needs. To simplify the 
calculations, a constant monthly demand for electricity for water 
heating was assumed. 

3.5.  Photovoltaic installation 

Based on the calculated demand for electricity, the power of 
the photovoltaic installation was estimated, taking into account the 
losses resulting from the aging of photovoltaic cells and energy 
conversion losses in the production and storage of hydrogen as 
well as loss related to the conversion of hydrogen to electricity in 
the fuel cell. In order for the designed system to meet certain 
assumptions, the total power of the modules should be 10.14 
kWp. On this basis, a simulation was carried out in the PVGIS 
calculator, which determines the monthly production of electricity 
from the photovoltaic system located in Gdańsk. The results 
obtained for the photovoltaic installation are shown in Fig. 5. 

 
Fig. 5.   Monthly energy production from a photovoltaic system  

with a capacity of 10.14 kWp 

Based on a simulation of a photovoltaic installation, knowing 
the monthly electricity demand of a household, it was determined 
that from March to October, the photovoltaic system produces 
more electricity than the recipients' demand. In March, the system 
starts the process of producing and storing hydrogen. All electrici-
ty from the photovoltaic system is directed via the charge regula-
tor to the battery. However, in January, February, November and 
December, the electricity from the photovoltaic system does not 
cover the household's electricity needs, so during this time the 
photovoltaic installation is supported by the hydrogen system. 
Tab. 3 presents the calculations of energy conversion at individual 
stages of the system. 
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Tab. 3. Results of calculations of energy conversion for a 10.14 kWp photovoltaic installation after 25 years of use for individual months 
 

Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Total electricity 
requirement [kWh] 

609.7 585.7 506.7 358.5 248.5 226.2 226.2 226.2 248.5 389.9 484.3 561.6 

Electricity from a 
photovoltaic panels 

[kWh] 

196.8 309.6 679.3 1085.3 1194.4 1167.1 1160.8 1041.4 874.1 585.7 243.0 170.8 

Electricity output from 
the charge regulator 

[kWh] 

190.9 300.3 658.9 1052.7 1158.6 1132.1 1126.0 1010.1 847.9 568.1 235.7 165.7 

Electricity output from 
the battery [kWh] 

175.6 276.3 606.2 968.5 1065.9 1041.6 1035.9 929.3 780.1 522.6 216.8 152.4 

Electricity drawn from 
the battery [kWh] 

175.6 276.3 533.3 377.3 261.6 238.1 238.1 238.1 261.6 410.4 216.8 152.4 

Electricity supplied to 
consumers [kWh] 

166.9 262.5 506.7 358.5 248.5 226.2 226.2 226.2 248.5 389.9 206.0 144.8 

Electricity output from 
the battery supplied to 
the electrolyzer [kWh] 

0.0 0.0 72.9 591.2 804.3 803.5 797.8 691.2 518.5 112.3 0.0 0.0 

Energy contained in 
hydrogen after the 

electrolysis process 
[kWh] 

0 0 54.64 443.3 603.2 602.6 598.3 518.4 388.8 84.19 0 0 

Energy stored in 
hydrogen in the tank 

[kWh] 

619.2 2.9 47.5 433.3 958.1 1482.4 2002.9 2454.0 2792.3 2865.5 2304.2 1463.7 

The sum of the 
accumulated amount 

of hydrogen in the tank 
[kg] 

18.6 0.1 1.4 13.0 28.7 44.5 60.1 73.6 83.8 86.0 69.1 43.9 

 
An example of the system operation in January is presented  

in Fig. 6. 

 
Fig. 6. The example of the system operation in the month of January 

Was calculate that the average electricity demand is 2400 
kWh per year, the energy for domestic hot water is 1806 kWh per 
year and the energy for heating the building is 5600 kWh per year. 

The total energy demand for the house is 9806 kWh/year. The 
use of a heat pump reduces the energy requirement to 4672 
kWh/year. Therefore to ensure the energy self-sufficiency of the 
building (both direct energy consumption and storage in the form 
of hydrogen), the power of photovoltaic panels should be 10.14 
kWp. For solar energy available in Gdańsk, from the excess elec-
tricity of the PV system over 108 kgH2/year may be produced. 
The excess electricity from photovoltaics lasts from March, peak-
ing in May, through October. The electrical energy efficiency of 
the hydrogen system equals 35.33%. Whereas, the electrical 
energy efficiency of the battery system equals 85%. 

4. INVESTMENT COSTS 

The investment costs of the devices included in the installation 
were estimated on the basis of the offer available on the market 
from January 2022 – Tab. 4. In addition, the amount obtained 
should include assembly costs, the cost of safety installations, fire 
and explosion-proof installations and elements such as cables, 
surge arresters, connectors and others. Using the literature [11], it 
was found that the cost of the system, taking into account the 
expenses for additional installations and elements, will increase 
by about 36.5%. Thus, the total value of the energy self-sufficient 
system is estimated at 300000 PLN. It is a preliminary concept, 
the assumption of which was to estimate the possibility of propos-
ing such a system and the approximate investment costs. 
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Tab. 4.  Cost of devices used in the designed system (price from  
January 2022) 

Device Producer 

Price 
per 

piece 
[PLN] 

Quantity 
[pcs] 

Gross 
price 
[PLN] 

Solar panel  
Q.PEAK 

DUO ML-G9 
390 

Q.CELLS 873.30 26 22 705.80 

Charge 
regulator 
MT2075 

Lumiax 319.00 1 319.00 

Battery 
2000RE-24 

Outback 
Power 

62 004
.07 

1 62 004.07 

Inverter 

SINUSPRO-
2000S 

VOLT 
POLSKA 

1 264.
00 

1 1 264.00 

Heat pump 
04S23D6V 

DAIKIN 
22 580

.00 
1 22 580.00 

Electrolyzer 
Piel P 

McPhy 
19 937

.00 
1 19 937.00 

Compressor 
WW-0.1/0.1-

300 
AOT 

25 080
.75 

1 25 080.75 

Hydrogen 
tank 250l 

MAHYTEC 
3 210.

43 
18 57 787.74 

Fuel cell 
FCS-C5000 

Horizon 
106 86
2.32 

1 106 862.32 

Total cost 215 467.14 

5. CONCLUSIONS 

A solar hydrogen and electricity producing system along with 
their storage facilities are developed and investigated parametri-
cally for residential use. Preliminary calculations of an integrated 
power generation system consisting of the PV modules, electro-
lyzer, compressor, hydrogen tanks, fuel cell, and battery and heat 
pump was conducted. In the proposed system, energy can be 
stored and consumed at required times from the battery and/or 
hydrogen storage tank. An important issue in the proposed sys-
tem is the estimation of the daily and annual power demand for 
the building. For the solar energy available in Gdańsk, the excess 
electricity of the PV system produces over 108 kg hydrogen over 
one year. The electrical energy efficiency of the hydrogen system 
equals 35.33%. Whereas, the electrical energy efficiency of the 
battery system equals 85%. A hybrid system with photovoltaic 
system and hydrogen fuel cells can be a solution for complete 
self-sufficiency. Low-temperature PEM fuel cells are highly effi-
cient energy conversion systems, as they convert the hydrogen 
energy directly into electricity without being subjected to the limita-
tion of Carnot efficiency, The main advantages of using PEMFCs 
are their fast response to variable loads, rapid start-up, low oper-
ating temperature (60- t-
ment is relatively expensive, because of the high cost of the el-
ektrolyzer, hydrogen compressor, hydrogen storage tank and fuel 
cell and other component. 
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Abstract: Dual assessing for thermal analysis via nanoparticles (aluminium oxide and titanium dioxide) and base fluids (water and blood) 
for mixed convection flows over an inclined plate is studied. The governing equations have been developed through fractional formats  
by exploiting modern definitions of CF (based on exponential function having no singularity) and AB (having non-singular and non-local 
kernel) fractional derivatives. This is an important theoretical and practical research that models the movement of heat in materials of various 
scales and heterogeneous media. The solution to the problem is achieved through Laplace transform with slip boundary and magnetic field.  
To explain the physical perception of fractional models, the dual fractional solutions of velocity field and temperature distribution are derived 
by comparing non-singularity and non-locality. The fractional solutions through numerical methods namely Stehfest and Tzou’s have been 
invoked. The embedded thermo-dynamical fluctuating parameters have been traced out for the better performance of heat transfer.  
The results of temperature as well as velocity suggested decaying trends in characterization with rapid thermal analysis. 

Keywords: Non-singularized derivative, Mixed convection flow with nanoparticles, Heat transfer of inclined plate, Integral transforms 

1. INTRODUCTION 

The applications of free convection flow are perceived in many 
fields of engineering and science such as heat exchangers, solar 
energy, drying processes, electric components of communication 
lines, and thermal storage systems. Several of its applications are 
also found in conservation, ventilation systems, dehydration, con-
centration, etc. These forms of flow are frequently inspected with a 
vertical plate in various manufacturing developments i.e., petro-
leum industry, geothermal phenomena, thermal insulation, etc. The 
free convection MHD flow with permeable plate by the AB deriva-
tives along with integral transform is studied in [1]. In [2], free con-
vection with NF in the presence of a magnetic field is deliberated 
by utilizing a fractional approach. A mathematical study with NFs 
with radiation impact is studied in [3]. A natural convection fluid flow 
with a long and vertical cylinder is considered in [4]. They studied 
the impacts of energy as well as mass transfer with time. Different 
investigators applied various techniques to study convection fluid 
flow with diverse structures [5-11]. 

Firstly, Choi presented NFs comprising nanoparticles in 1995. 
There are numerous uses of NFs in many fields for example fluid 
dynamics, in many engineering branches, and biomedical fields. 
NFs are considered the most excellent alternate ways to usual flu-
ids [12-14]. The small particles in the base fluid which progress the 
competency of the characteristics of NFs for minimizing the system 
are known as nanoparticles and the key purpose of NFs is to realize 
the extreme possible heat conduction at a short nanoparticle con-
centration. The main conclusions have been distinguished because 
of the chemical configuration of the nanoparticles when are jumped 
in the base liquid i.e., reduced possibilities of erosion, thermal 

transmission, and solidity of the combination. These features play 
an exceptional part in increasing thermal transmission and energy 
proficiency in several fields i.e. biomedical instruments, microelec-
tronics, and power generation [15]. Mud nanoparticles consume 
many practical uses in the penetrating of gasses and oil liquids be-
cause of their thermal conduction expressively. The growth of na-
noparticles increases the thermal conduction and viscosity of NFs 
that oppose the intensifying temperature. Currently, because of 
their extensive uses in many branches of science and technology, 
NFs are now a fascinating and dominant field for research in fluid 
mechanics. The impacts of volume fraction and natural convection 
flow with NFs along with fractional calculus are studied in [16]. A 
viscous flow with NF (Titania-sodium cellulose) was discussed in 
[17]. To inspect and enhance the performance of solar accumula-
tors exploited the NFs were studied by Farhana et al. [18]. Jamshed 
et al. [19-24] applied different techniques to study Eyring NF, Cas-
son NF, second-grade NF, Williamson hybrid NF and tetra hybrid 
binary NF in different channels. Many researchers applied various 
methods to study NF flow models with diverse constructions [25-
31].  

In 1695 [32], firstly, the concept of fractional derivative was 
given by Leibnitz and L’Hospital which is a proficient tool related  
to memory facts. Memory function narrates to the kernel of the time-
fractional derivative that has not simulated a physical development.  
Fractional calculus deals with non-local differentiation and integra-
tion [33]. The numerical solution of a fractional Oldroyd B-fluid  
is achieved by the modified Bessel equation as well as the Laplace 
method [34]. They showed that shear stress is improved as  
dynamic viscosity is increased. Fractional derivatives are most suit-
able to the problems of physical nature i.e., earth quick vibrations,  
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polymers, viscoelasticity, heat transfer problems, fluid flows, etc. 
Over time, various algorithms and definitions were determined by 
different mathematicians. To find the solution to various mathemat-
ical models, the researchers used different fractional derivatives 
i.e., Riemann-Liouville, Caputo, CF, and AB derivatives. Fractional 
models can define more proficiently the consequences of the real 
nature of world problems such as electromagnetic theory, diffusive 
transfer, electrical networks, fluid flows, rheology, and viscoelastic 
materials. Then due to a few complications and limitations, Caputo 
and Fabrizio proposed the latest non-integer order model named 
CF fractional derivative along with an exponential and non-singular 
kernel [35-39].  

According to the author’s knowledge, there is no investigation 
on the study of mixed convection flow with  𝐴𝑙2𝑂3 and 𝑇𝑖𝑂2  nano-
particles with water and blood-based NF in several situations which 
is a significant theoretical and practical study for the solution of im-
portant problems based on the fractional derivative. By getting mo-
tivation from these facts, our main purpose is to study a mixed con-
vection flow with  𝐴𝑙2𝑂3  and 𝑇𝑖𝑂2 nanoparticles with water and 
blood-based NF along with new definitions of fractional derivatives 
i.e., AB and CF fractional operators. A semi-analytical approach for 
AB and CF-based fractional models is applied by the Laplace trans-
form technique along with Stehfest and Tzou’s numerical schemes. 
To improve the novelty of the recent work some particular cases of 
velocity profile are also deliberated whose physical importance is 
prominent in the literature. The graphical illustration for the under-
discussed mathematical problem by changing diverse flow param-
eters is underlined. 

2. CHAPTER TITLE 

We assume that a mixed convection fluid flow 
with 𝐴𝑙2𝑂3 and 𝑇𝑖𝑂2  nanoparticles are flowing over an inclined 
plate with an inclination angle  𝛿 with the 𝑥-axis. Initially, when 𝑡 =
0, the plate, as well as the fluid, is at rest and ambient medium 
temperature 𝑇∞. When 𝑡 = 0+, the plate moves by a constant 

value of velocity  
𝑔(𝑡)

𝜇
   where 𝑔(0) = 0, and temperature in-

creases from 𝑇∞ to 𝑇𝑤 . By this motion of the plate, the fluid begins 
to move over the plate. Along with all these conditions, it is also 
supposed the slip impacts the boundaries of the plate. A magnetic 
field with an angle, 𝜃 is also utilized upon the plate as revealed in 
Fig 1.  

 
Fig 1. Geometry of the problem 

We suppose the characteristics of the physical nanoparticles 
are from Table 1. The fluid velocity as well as the temperature de-
pends on 𝜉 and 𝑡. With Boussinesq’s approximation and in the ab-
sence of pressure gradient [7, 45], the governing equations are: 

Momentum Equation: 

𝜌𝑛𝑓
𝜕𝑤(𝜉,𝑡)

𝜕𝑡
= 𝜇𝑛𝑓 (1 + 𝛼1

𝜕

𝜕𝑡
)

𝜕2𝑤(𝜉,𝑡)

𝜕𝜉2 +

𝑔(𝜌𝛽𝑇 )𝑛𝑓[𝑇(𝜉, 𝑡) − 𝑇∞]𝐶𝑜𝑠𝛿 − 𝜎𝑛𝑓𝐵𝑜
2𝑆𝑖𝑛𝜃 𝑤(𝜉, 𝑡);  𝜉, 𝑡 >

0.                                                                                                       (1) 

The thermal balance Equation: 

(𝜌𝐶𝑝)
𝑛𝑓

𝜕𝑇(𝜉,𝑡)

𝜕𝑡
= −

𝜕𝑞1

𝜕𝜉
;          𝜉, 𝑡 > 0.                                    (2) 

Fourier law [9]: 

𝑞1(𝜉, 𝑡) = −𝑘𝑛𝑓
𝜕𝑇(𝜉,𝑡)

𝜕𝜉
                                                                (3) 

with the appropriate initial and boundary conditions 

𝑤(𝜉, 0) = 0,        𝑇(𝜉, 0) = 𝑇∞;  𝜉 > 0,                                    (4) 

𝑤(0, 𝑡) − 𝑏
𝜕𝑤(𝜉,𝑡)

𝜕𝜉
|

𝜉=0
=

𝑔(𝑡)

𝜇
,        𝑇(0, 𝑡) = 𝑇𝑤;  𝑡 > 0     (5) 

𝑤(𝜉, 𝑡) → 0,        𝑇(𝜉, 𝑡) → 𝑇∞;       𝜉 → ∞, 𝑡 > 0                  (6) 

The appropriate non-dimensional parameters are taken as  

𝜉∗ =
𝜉𝜈𝑜

𝜐𝑓
,    𝑤∗ =

𝑤

𝑈𝑜
,     𝑡∗ =

𝜈𝑜
2𝑡

𝜐𝑓
,      𝜗∗ =

𝑇−𝑇∞

𝑇𝑤−𝑇∞
, 

𝑏∗ =
ℎ

𝑘
𝑏,      𝑞∗ =

𝑞

𝑞𝑜
,     𝑞𝑜 =

𝑘𝑛𝑓(𝑇𝑤−𝑇∞)𝜈𝑜

𝜐𝑓
, 𝑔∗(𝑡∗) =

1

𝜇
√

𝑡𝑜

𝜐
𝑓(𝑡𝑜𝑡∗).                                                                            (7) 

By using the above non-dimensional parameters in Eq. (7), the 
governing Eqs. (1)-(3) and equivalent conditions (4)-(6) take the 
form as 

𝜕𝑤(𝜉,𝑡)

𝜕𝑡
=

1

Λ𝑜Λ1
(1 + β1

𝜕

𝜕𝑡
)

𝜕2𝑤(𝜉,𝑡)

𝜕𝜉2 +
Λ2

Λ𝑜
𝐺𝑟 𝜗(𝜉, 𝑡)𝐶𝑜𝑠𝛿 −

1

Λ𝑜
𝑀 𝑆𝑖𝑛𝜃 𝑤(𝜉, 𝑡),                                                                       (8) 

Λ3𝑃𝑟
𝜕𝜗(𝜉,𝑡)

𝜕𝑡
= − 

𝜕𝑞(𝜉,𝑡)

𝜕𝜉
;  𝜉, 𝑡 > 0,                                          (9) 

𝑞(𝜉, 𝑡) = −Λ4
𝜕𝜗(𝜉,𝑡)

𝜕𝜉
,                                                                (10) 

along with corresponding conditions 

𝑤(𝜉, 0) = 0,        𝜗(𝜉, 0) = 0;  𝜉 > 0                                       (11) 

𝑤(0, 𝑡) − 𝑏
𝜕𝑤(𝜉,𝑡)

𝜕𝜉
|

𝜉=0
= 𝑔(𝑡),     𝜗(0, 𝑡) = 1;  𝑡 > 0,       (12) 

𝑤(𝜉, 𝑡) → 0,        𝜗(𝜉, 𝑡) → 0;  𝜉 → ∞, 𝑡 > 0                     (13) 

where: 

𝜌𝑛𝑓 = (1 − 𝜑)𝜌𝑓 + 𝜑𝜌𝑠 ,   𝜇𝑛𝑓 =
𝜇𝑓

(1−𝜑)2.5, 

(𝜌𝛽)𝑛𝑓 = (1 − 𝜑)(𝜌𝛽)𝑓 + 𝜑(𝜌𝛽)𝑠 ,       (𝜌𝐶𝑝)
𝑛𝑓

=

(1 − 𝜑)(𝜌𝐶𝑝)
𝑓

+ 𝜑(𝜌𝐶𝑝)
𝑠
,   
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𝑘𝑛𝑓

𝑘𝑓
=

𝑘𝑠+2𝑘𝑓−2𝜑(𝑘𝑓−𝑘𝑠)

𝑘𝑠+2𝑘𝑓+2𝜑(𝑘𝑓−𝑘𝑠)
,      

𝜎𝑛𝑓

𝜎𝑓
= 1 + {3 (

𝜎𝑠

𝜎𝑓
−

1) 𝜑} {(
𝜎𝑠

𝜎𝑓
+ 2) − (

𝜎𝑠

𝜎𝑓
− 1) 𝜑}

−1

,   

Λ𝑜 = (1 − 𝜑) + 𝜑
𝜌𝑠

𝜌𝑓
 ,       Λ1 =

1

(1−𝜑)2.5  ,         Λ2 =

(1 − 𝜑) + 𝜑
(𝜌𝛽𝑇)𝑠

(𝜌𝛽𝑇)𝑓
,  

Λ3 = (1 − 𝜑) + 𝜑
(𝜌𝐶𝑝)

𝑠

(𝜌𝐶𝑝)
𝑓

 ,       Λ4 =
𝑘𝑛𝑓

𝑘𝑓
,      𝑃𝑟 =

(𝜇𝐶𝑝)
𝑓

𝑘𝑓
,  

𝐺𝑟 =
𝑔(𝛽𝜈)𝑓(𝑇𝑤−𝑇∞)

𝑈𝑜
3 , 𝑀 = (

𝜐𝑓

𝜈𝑜
)

2 𝜎𝑛𝑓𝐵𝑜
2

𝜌𝑓𝜐𝑓
,    𝛽1 = 𝛼1𝜐𝑓 (

𝜐𝑓

𝜈𝑜
)

2

.     

Tab. 1.  Thermophysical characteristics of base fluids (water and blood)   
and nanoparticles [6,38]. 

Material 𝑯𝟐𝑶 Blood 𝑨𝒍𝟐𝑶𝟑 𝑻𝒊𝑶𝟐 

𝝆(𝒌𝒈𝒎−𝟑) 997.1 1053 1600 4250 

𝑪𝒑(𝒌𝒈−𝟏𝒌−𝟏) 0.4179 3594 796 686.2 

𝑲(𝑾𝒎−𝟏𝒌−𝟏) 0.613 0.492 3000 8.9528 

𝑩𝑻 × 𝟏𝟎−𝟓(𝒌−𝟏) 21 0.18 44 0.90 

2.1. Formulation of governing equations by using non-
singular kernels  

To formulate the fractional model recent proposed definitions of 
fractional derivatives i.e., AB and CF derivatives. The AB derivative 
of order 0< 𝛽 < 1 is defined as [41] 

𝔇𝑡
𝛽

 
𝐴𝐵   h(𝑡) =

1

Γ(1−𝛽)
∫ 𝐸𝛽 (

𝛽(𝑡−ε)𝛽

(𝑡−ε)
)

𝑡

0
ℎ′(𝑡)𝑑ε;  0 < 𝛽 < 1           

(14)    

and 𝐸𝛽(𝑧) is a Mittage-Leffler function defined by  

𝐸𝛽(𝑧) = ∑
𝑧𝛽

Γ(𝑟𝛽+1)
;  0 <  𝛽 < 1, 𝑧 ∈ ℂ∞

𝑟=0 . 

The Laplace transform for the AB derivative is [42] 

ℒ{ 𝔇𝑡
𝛽

 
𝐴𝐵 𝑔(𝜉, 𝑡)} =

𝑞𝛽ℒ[𝑔(𝜉,𝑡)]−𝑞𝛽−1𝑔(𝜉,0)

(1−𝛽)𝑞𝛽+𝛽
                               (15) 

with 

Lim
𝛽→1

𝔇𝑡
𝛽

 
𝐴𝐵 𝑔(𝜉, 𝑡) =

𝜕𝑔(𝜉,𝑡)

𝜕𝑡
. 

The CF derivative of order 0< 𝛼 < 1 is defined as [37,43] 

𝔇𝑡
𝛼

 
𝐶𝐹 ℎ(𝑡) =

1

Γ(1− 𝛼)
∫ 𝐸𝑥𝑝 (

𝛽(𝑡−ε)𝛽

(𝑡−ε)
) ℎ′(𝑡)𝑑ε

𝑡

0
, 0 <  𝛼 < 1,       

                                                                                                   (16) 

The Laplace transform for the CF derivative is [27,38] 

ℒ{ 𝔇𝑡
𝛼

 
𝐶𝐹 𝑔(𝜉, 𝑡)} =

𝑞ℒ[𝑔(𝜉,𝑡)]−𝑔(𝜉,0)

(1−𝛼)𝑞+𝛼
                                            (17) 

with 

Lim
𝛼→1

𝔇𝑡
𝛼

 
𝐶𝐹 𝑔(𝜉, 𝑡) =

𝜕𝑔(𝜉,𝑡)

𝜕𝑡
. 

It is important to note that AB and CF fractional operators can 
also be extended significantly by letting 𝛽 = 1 in Eq. (14) and 𝛼 =
1 in Eq.  (16) respectively. 

The limitation of fractional parameters in derivatives, such as 
the AB and CF derivatives, to the interval (0,1) derives from their 
interpretation and physical significance of these values. This range 
permits for a smooth transition across integer-order derivatives, re-
cording abnormalities as well as long-memory effects in processes, 
making it ideal for modelling phenomena using sub-diffusive behav-
iour as well as memory-dependent dynamics in fields such as time 
series analysis, signal processing, and anomalous diffusion. 

3. MODEL OF NANOFLUID WITH AB DERIVATIVE  

The model to the problem with AB derivative can be expressed 
by substituting the ordinary derivative with AB derivative operator in 
Eqs. (8)-(10), we get 

 

𝔇𝑡
𝛽

 
𝐴𝐵 𝑤(𝜉, 𝑡) =

1

Λ𝑜Λ1
(1 + β1 𝔇𝑡

𝛽
 

𝐴𝐵 )
𝜕2𝑤(𝜉,𝑡)

𝜕𝜉2 +

Λ2

Λ𝑜
𝐺𝑟 𝜗(𝜉, 𝑡)𝐶𝑜𝑠𝛿 −

1

Λ𝑜
𝑀 𝑆𝑖𝑛𝜃 𝑤(𝜉, 𝑡),                                (18) 

Λ3𝑃𝑟 𝔇𝑡
𝛽

 
𝐴𝐵 𝜗(𝜉, 𝑡) = − 

𝜕𝑞(𝜉,𝑡)

𝜕𝜉
;  𝜉, 𝑡 > 0,                               (19) 

𝑞(𝜉, 𝑡) = −Λ4
𝜕𝜗(𝜉,𝑡)

𝜕𝜉
.                                                               (20) 

3.1. Temperature with ab derivative  

By employing the Laplace transform on Eqs. (19) and (20), we 
get 

𝜕2�̅�(𝜉,𝑞)

𝜕𝜉2 −
Λ3𝑃𝑟

Λ4
(

𝑞𝛽

(1−𝛽)𝑞𝛽+𝛽
) �̅�(𝜉, 𝑞) = 0,                                   

(21) 

where �̅�(𝜉, 𝑞) is the Laplace transform for 𝜗(𝜉, 𝑡), and the trans-
formed conditions after Laplace transform are as follows 

�̅�(𝜉, 𝑞) =
1

𝑞
  

and      �̅�(𝜉, 𝑞) → 0  as  𝜉 → ∞.                                               (22) 

With the above conditions of Eq. (22), we get the temperature 
as 

�̅�(𝜉, 𝑞) =
1

𝑞 
𝑒

−𝜉√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛽

(1−𝛽)𝑞𝛽+𝛽
).

                                          (23) 

Eq (23) can be written as 
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�̅�(𝜉, 𝑞) =
1

𝑞 
𝑒

−𝜉√   
𝑐1 𝑞𝛾

𝑞𝛾+𝑐2                                                              (24) 

where: 

𝑐1 =
Λ3𝑃𝑟 𝛾

Λ4
,       𝑐2 = 𝛽𝛾,        𝛾 =

1

1−𝛽
. 

Eq (24) can also be written in summation form as 

�̅�(𝜉, 𝑞) =
1

𝑞
+ ∑ ∑

(−𝜉√𝑐1)𝑎1

𝑎1!

(−𝑐2)𝑎2

𝑞1+𝑎2 𝛽

Γ(
𝑎1
2

+𝑎2)

Γ(
𝑎1
2

)Γ(𝑎2+1)

∞
𝑎2=0

∞
𝑎1=1       

                                                                                                   (25) 

By taking the Laplace inverse of Eq. (25), we have 

𝜗(𝜉, 𝑡) = 1 + ∑ ∑
(−𝜉√𝑐1)𝑎1

𝑎1!

Γ(
𝑎1
2

+𝑎2)

Γ(
𝑎1
2

)Γ(𝑎2+1)

(−𝑐2)𝑎2  𝑡𝑎2𝛽

Γ(1+𝑎2𝛽)
∞
𝑎2=0

∞
𝑎1=1     

                                                                                                   (26) 

When 𝛽 → 1, Eq. (26) becomes 

𝜗(𝜉, 𝑡) =
𝜉(1−𝑒𝑟𝑓(

|𝜉|√Λ3𝑃𝑟

2√Λ4𝑡
))

|𝜉|
;        𝜉, √

Λ3𝑃𝑟

Λ4
> 0.                       (27) 

3.2.    Velocity with ab derivative  

By using the Laplace transform on Eq. (18), we get 

(
 𝑞𝛽

(1−𝛽)𝑞𝛽+𝛽
) �̅�(𝜉, 𝑞) =

1

Λ𝑜Λ1
(1 + β1

 𝑞𝛽

(1−𝛽)𝑞𝛽+𝛽
)

𝜕2�̅�(𝜉,𝑞)

𝜕𝜉2 +

Λ2

Λ𝑜
𝐺𝑟 𝐶𝑜𝑠𝛿 �̅�(𝜉, 𝑞) −

1

Λ𝑜
𝑀 𝑆𝑖𝑛𝜃 �̅�(𝜉, 𝑞) (28) 

with the corresponding conditions 

�̅�(0, 𝑞) − 𝑏
𝜕�̅�(𝜉,𝑞)

𝜕𝜉
|

𝜉=0
= 𝐺(𝑞)       

and         

�̅�(𝜉, 𝑞) → 0    𝑎𝑠    𝜉 → ∞. (29) 

Eq (28) is solved by utilizing Eq. (29) and we get 

�̅�(𝜉, 𝑞) =
1

1+𝑏√ 
Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

  

(
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)−

Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀 𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)) + 𝐺(𝑞)) 𝑒

−𝜉√ 
Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀 𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾
   

−
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)−

Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀 𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)

 .       

                                                                                                   (30) 

When 𝛽 → 1, Eq. (30) becomes 

�̅�(𝜉, 𝑞) =

1

1+𝑏√ 
Λ𝑜Λ1𝑞+Λ1𝑀 𝑆𝑖𝑛𝜃

1+𝛽1𝑞

(
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
𝑞−

Λ𝑜Λ1𝑞+Λ1𝑀 𝑆𝑖𝑛𝜃

1+𝛽1𝑞

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
𝑞) + 𝐺(𝑞)) 𝑒

−𝜉√ 
Λ𝑜Λ1𝑞+Λ1𝑀 𝑆𝑖𝑛𝜃

1+𝛽1𝑞 −

Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
𝑞−

Λ𝑜Λ1𝑞+Λ1𝑀 𝑆𝑖𝑛𝜃

1+𝛽1𝑞

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
𝑞

                                 (31) 

The Laplace inverse of these solutions is determined numeri-
cally through Stehfest as well as Tzou’s approaches as in Tables 
2-3. 

4. MODEL OF NANOFLUID WITH CF DERIVATIVE 

In the above section, the temperature, as well as velocity, is 
determined by using the AB-fractional derivative, now the modelling 
of governing equations by CF-fractional derivative may be ex-
pressed by replacing the ordinary derivative with CF-fractional de-
rivative operative 𝔇𝑡

𝛼
 

𝐶𝐹 , the governing equations for the CF-frac-
tional derivative model are attained as 

𝔇𝑡
𝛼

 
𝐶𝐹 𝑤(𝜉, 𝑡) =

1

Λ𝑜Λ1
(1 + β1 𝔇𝑡

𝛼
 

𝐶𝐹 )
𝜕2𝑤(𝜉,𝑡)

𝜕𝜉2 +

Λ2

Λ𝑜
𝐺𝑟 𝜗(𝜉, 𝑡)𝐶𝑜𝑠𝛿 −

1

Λ𝑜
𝑀 𝑆𝑖𝑛𝜃 𝑤(𝜉, 𝑡),                                  (32) 

Λ3𝑃𝑟 𝔇𝑡
𝛼

 
𝐶𝐹 𝜗(𝜉, 𝑡) = − 

𝜕𝑞(𝜉,𝑡)

𝜕𝜉
;          𝜉, 𝑡 > 0,                       (33) 

𝑞(𝜉, 𝑡) = −Λ4
𝜕𝜗(𝜉,𝑡)

𝜕𝜉
.                                                               (34) 

4.1.    Temperature with cf derivative 

By taking Laplace transform on Eqs. (33), and (34), we get 

𝜕2�̅�(𝜉,𝑞)

𝜕𝜉2 −
Λ3𝑃𝑟

Λ4
(

𝑞

(1−𝛼)𝑞+𝛼
) �̅�(𝜉, 𝑞) = 0.                                 (35) 

By using the corresponding conditions of Eq. (22), the solution 
of Eq. (35) is 

�̅�(𝜉, 𝑞) =
1

𝑞 
𝑒

−𝜉√   
Λ3𝑃𝑟

Λ4
(

𝑞

(1−𝛼)𝑞+𝛼
).

                                             (36) 

Eq (36) can be written as 

�̅�(𝜉, 𝑞) =
1

𝑞
𝑒

−𝜉√   
𝑑1𝑞

𝑞+𝑑2                                                              (37) 
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Where 

𝑑1 =
Λ3𝑃𝑟 𝛾

Λ4
,       𝑑2 = 𝛼𝛾,        𝛾 =

1

1−𝛼
  

Eq (37) may be written in summation form as 

�̅�(𝜉, 𝑞) =
1

𝑞
+ ∑ ∑

(−𝜉√𝑑1)
𝑎1

𝑎1!

(−𝑑2)𝑎2

𝑞1+𝑎2

Γ(
𝑎1
2

+𝑎2)

Γ(
𝑎1
2

)Γ(𝑎2+1)

∞
𝑎2=0

∞
𝑎1=1  (38) 

By utilizing the Laplace inverse of Eq. (38), we have 

𝜗(𝜉, 𝑡) = 1 + ∑ ∑
(−𝜉√𝑑1)

𝑎1

𝑎1!

(−𝑑2)𝑎2   𝑡𝑎2

Γ(𝑎2+1)

Γ(
𝑎1
2

+𝑎2)

Γ(
𝑎1
2

)Γ(𝑎2+1)

∞
𝑎2=0

∞
𝑎1=1      

                                                                                                      (39) 

For the special case for ordinary solution replace 𝛼 → 1 in Eq 
(39), and then the solution will be 

𝜗(𝜉, 𝑡) =
𝜉(1−𝑒𝑟𝑓(

|𝜉|√Λ3𝑃𝑟

2√Λ4𝑡
))

|𝜉|
 ;  𝜉, √

Λ3𝑃𝑟

Λ4
> 0.                            (40) 

4.2. Velocity with cf derivative 

By using the Laplace transform on Eqs. (32), we get 

(
𝑠

(1−𝛼)𝑠+𝛼
) �̅�(𝜉, 𝑠) =

1

Λ𝑜Λ1
(1 + β1 (

𝑠

(1−𝛼)𝑠+𝛼
))

𝜕2�̅�(𝜉,𝑠)

𝜕𝜉2 +

Λ2

Λ𝑜
𝐺𝑟 �̅�(𝜉, 𝑠)𝐶𝑜𝑠𝛿 −

1

Λ𝑜
𝑀 𝑆𝑖𝑛𝜃�̅�(𝜉, 𝑠).                                (41) 

By solving Eq (41) with the corresponding conditions in Eq. 
(29), we get 

�̅�(𝜉, 𝑞) =
1

1+𝑏√ 
Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀 𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

  

(
Λ2𝐺𝑟  𝐶𝑜𝑠𝛿

Λ𝑜𝑠
  

1
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)−

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀 𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)) + 𝐺(𝑞)) 𝑒

−𝜉√ 
Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀 𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾   

−
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)−

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀 𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
).

      

                                                                                                      (42) 

When 𝛼 → 1, Eq. (42) becomes 

�̅�(𝜉, 𝑞) =

1

1+𝑏√ 
Λ𝑜Λ1𝑞+Λ1𝑀 𝑆𝑖𝑛𝜃

1+𝛽1𝑞

 (
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
𝑞−

Λ𝑜Λ1𝑞+Λ1𝑀 𝑆𝑖𝑛𝜃

1+𝛽1𝑞

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
𝑞) + 𝐺(𝑞)) 𝑒

−𝜉√ 
Λ𝑜Λ1𝑞+Λ1𝑀 𝑆𝑖𝑛𝜃

1+𝛽1𝑞 −

Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
𝑞−

Λ𝑜Λ1𝑞+Λ1𝑀 𝑆𝑖𝑛𝜃

1+𝛽1𝑞

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
𝑞

.                            (43) 

To find out the Laplace inverse, various researchers applied 
different numerical approaches to find the solution of diverse differ-
ential fractional models as in [44-47]. Consequently, here we will 
also utilize the Stehfest scheme to find the numerical solution of 
temperature as well as velocity numerically. Grave Stehfest 
scheme [48] can be expressed as 

𝑤(𝜉, 𝑡) =
𝑙𝑛(2)

𝑡
 ∑ 𝑣𝑛  𝑤 (𝜉, 𝑛

𝑙𝑛(2)

𝑡
)𝑀

𝑛=1                                     (44) 

where 𝑀 be a non-negative integer, and 

𝑣𝑛 = (−1)𝑛+
𝑀

2 ∑
𝑝

𝑀
2  (2𝑝)!

(
𝑀

2
−𝑝)!𝑝! (𝑝−1)! (𝑞−𝑝)! (2𝑝−𝑞)!

𝑚𝑖𝑛(𝑞,
𝑀

2
)

𝑝=[
𝑞+1

2
]

          (45) 

However, we also applied another estimation for temperature 
as well as velocity solutions, Tzou’s method for the comparison and 
validation of our numerical findings with the Stehfest [48] scheme. 
Tzou’s scheme [49] has the form as 

𝑤(𝜉, 𝑡) =
𝑒4.7

𝑡
 [

1

2
�̅� (𝑟,

4.7

𝑡
) +

𝑅𝑒 {∑ (−1)𝑘  𝑤 (𝑟,
4.7+𝑘𝜋𝑖

𝑡
)𝑁

𝑗=1 }]                                            (46) 

where 𝑖  and 𝑅𝑒(. ) are imaginary units and real portions and 𝑁 >
1 is a natural number. 

5. PARTICULAR CASES 

As the solution of the velocity field with AB and CF derivative in 
Eq. (30) and (42) correspondingly, is in a more general form. Con-
sequently, to demonstrate some more physical perception of the 
problem, we will deliberate some particular cases for the func-
tion 𝑔(𝑡) for the velocity whose physical explanation is prominent 
in the literature. 
Case 1: 𝒈(𝒕) = 𝒕 

In this case, we take 𝑔(𝑡) = 𝑡 then the expressions of velocity 
with AB and CF derivative along with Eqs. (30) and (42) respec-
tively will take the form as 

�̅�(𝜉, 𝑞) =
1

1+𝑏√ 
Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

, 

(
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)−

Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)) +

1

𝑞2
) 𝑒

−𝜉√ 
Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾  

−
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)−

Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)

  

                                                                                             (47) 
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and  �̅�(𝜉, 𝑞) =
1

1+𝑏√ 
Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 

(
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)−

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)) +

1

𝑞2) 𝑒
−𝜉√ 

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾   

−
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑠
  

1
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)−

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)
.  

                                                                                                   (48) 

Case 2: 𝒈(𝒕) = 𝑺𝒊𝒏(𝝎𝒕) 

In this case, we take 𝑔(𝑡) = 𝑆𝑖𝑛(𝜔𝑡) where 𝜔 denotes the 
intensity of the shear stress, then the expressions for velocity with 
AB and CF derivative with Eqs. (30) and (42) correspondingly will 
take the form as 

�̅�(𝜉, 𝑞) =
1

1+𝑏√ 
Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 

(
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)−

Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)) +

𝜔

𝜔2+𝑞2
) 𝑒

−𝜉√ 
Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾   

−
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)−

Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)

   

                                                                                                   (49) 

and 

�̅�(𝜉, 𝑞) =
1

1+𝑏√ 
Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

  

(
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)−

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)) +

𝜔

𝜔2+𝑞2) 𝑒
−𝜉√ 

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾   

−
Λ2𝐺 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)−

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)
  

                                                                                                   (50) 

Case 3: 𝒈(𝒕) = 𝒕 𝑪𝒐𝒔(𝒕) 
In this case, we take 𝑔(𝑡) = 𝑡 𝐶𝑜𝑠𝑡 with its Laplace 𝐺(𝑞) =

𝑞2−1

(𝑞2+1)2, then the expressions of velocity through AB and CF deriv-

ative along with Eqs. (30) and (42) correspondingly will take the 
form as 

�̅�(𝜉, 𝑞) =
1

1+𝑏√ 
Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

  

(
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)−

Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)) +

𝑞2−1

(1+𝑞2)2
) 𝑒

−𝜉√ 
Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾   

−
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)−

Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)

   

                                                                                                   (51) 

and 

�̅�(𝜉, 𝑞) =
1

1+𝑏√ 
Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

  

(
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)−

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)) +

𝑞2−1

(1+𝑞2)2) 𝑒
−𝜉√ 

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾   

−
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)−

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)
 .    

                                                                                                   (52) 

Case 4: 𝒈(𝒕) = 𝒕 𝒆𝒕 

In the final case, we take 𝑔(𝑡) = 𝑡𝑒𝑡 with its Laplace 𝐺(𝑞) =
1

(𝑞−1)2, then the expressions of velocity through AB and CF deriva-

tive along with Eqs. (30), and (42) correspondingly will take the form 
as 

�̅�(𝜉, 𝑞) =
1

1+𝑏√ 
Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

  

(
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)−

Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)) +

1

(𝑞−1)2
) 𝑒

−𝜉√ 
Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾    

−
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)−

Λ𝑜Λ1𝛾𝑞𝛽+(𝑞𝛽+𝛽𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞𝛽+𝛽𝛾+𝛽1𝑞𝛽𝛾

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
(

𝑞𝛽𝛾

𝑞𝛽+𝛽𝛾
)

   

                                                                                                   (53) 
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and  �̅�(𝜉, 𝑞) =
1

1+𝑏√ 
Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

  

(
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)−

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 (1 +

𝑏√   
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)) +

1

(𝑞−1)2) 𝑒
−𝜉√ 

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾   

−
Λ2𝐺𝑟 𝐶𝑜𝑠𝛿

Λ𝑜𝑞
  

1
Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)−

Λ𝑜Λ1𝛾𝑞+(𝑞+𝛼𝛾)Λ1𝑀  𝑆𝑖𝑛𝜃

𝑞+𝛼𝛾+𝛽1𝑞𝛾

 𝑒
−𝜉√ 

Λ3𝑃𝑟

Λ4
(

𝑞𝛾

𝑞+𝛼𝛾
)
.  

                                                                                                   (54) 

6. RESULTS AND DISCUSSION 

The mixed convection fluid flow with 𝐴𝑙2𝑂3  and 𝑇𝑖𝑂2  nano-
particles with water and blood as base fluids are investigated with 
a slip effect at the boundaries on an inclined plane under the mag-
netic field by using AB and CF derivative schemes. The solution for 
the considered problem is explored with the Laplace scheme and 
numerical approaches i.e., Stehfest and Tzou for the inversion phe-
nomenon of the Laplace transform. To obtain some physical fea-
tures of velocity attained with AB and CF derivatives, some partic-
ular cases are also discussed. For studying the impacts of diverse 
flow parameters i.e., fractional parameters (𝛼, 𝛽), angle of inclina-
tion, magnetic parameter, volume fraction, 𝑃𝑟, and Grashof num-
ber, graphical diagrams are presented in Figs 2-9 through Mathe-
matica.  

The impact of fractional parameters (𝛼, 𝛽), on temperature is 
shown in Figs. 2(a, b). By raising the estimations of 𝛼, 𝛽, the tem-
perature illustrates decaying behaviour (at a small time) and an in-
creasing trend at a large time, consequently, we see that the frac-
tional parameters have dual behaviour (for small and large time) for 
temperature. This specifies the consequence of the CF and AB 
fractional operators that promise to illustrate the generalized 
memory and hereditary features. This is due to the different prop-
erties of  CF (based on exponential function having no singularity) 
and AB (having non-singular and non-local kernel) fractional oper-
ators. From Fig. 3a, as improvement in the estimations of 𝑃𝑟 shows 
that development in the viscosity of liquid declines the difference 
among thermal boundary layers of the liquid, so the temperature 
profile declines because of the rises in the estimations of 𝑃𝑟 and in 
the same way, the comparison of two nanofluids is shown in Fig. 
3b by considering other parameters constant and changing the 
fractional parameters 𝛼, 𝛽. We see that the temperature of the 
blood-based NF is smaller than the water-based nanofluid, which is 
due to the physical characteristics of certain nanoparticles.  

From Figs. 4a and 4b, we see that the velocity of fluid also de-
celerates by enhancing the estimation of 𝛼, 𝛽 for a small time but 
speeds up at a large time. This is also due to the diverse properties 
of  CF (based on exponential function having no singularity) and AB 
(having non-singular and non-local kernel) fractional operators. The 
fluid velocity is increased as 𝐺𝑟 grows as shown in 5a. The velocity 
increases because of enhancing the values 𝐺𝑟. The relative impact 
of the heat buoyant behaviour on the viscous force is investigated 
using 𝐺𝑟. Such effects happen because of the existence of buoyant 
forces. An enhancement in the 𝑃𝑟 declines the fluid velocity due to 

development in the fluid viscosity as in 5b  𝑃𝑟 is inversely related 
to thermal diffusivity, resulting in declining heat transmission. The 
effect of volume fraction (𝜑) on velocity is illustrated in Fig 6a with 
the variation in time. The increase in volume fraction enhances the 
viscous impact of fluid flow which slows down the velocity of the 
fluid. 

In Figs. 7a and 7b, growing the estimation of the magnetic pa-
rameter slows down the fluid velocity. Larger estimates of 𝑀 lead 
to decreased velocity. Physical applications for such observations 
are because of the Lorentz force which produces a resistance in 
the flow. Similarly, the behaviour of the inclination angle of the mag-
netic field is shown in Fig 7b. The growth in the inclination angle 
declines the influence of the magnetic field which conveys off the 
Lorentz force effect, so by growing the estimation of the inclination 
angle, the fluid velocity again decreases. For 𝛳 = 𝜋/2 (normal 
magnetic field), the velocity is maximum declined, such observa-
tions are because of the Lorentz force which produces resistance 
in the flow. The Lorentz force has the greatest influence on velocity, 
decreasing velocity.  

The comparison of ordinary and fractional fluid velocity is illus-
trated in Fig. 8a and 8b for diverse values of fractional parameters. 
We observe that when the fractional parameter i.e.,  𝛼, 𝛽 → 1, the 
fractional fluid velocity almost overlaps with ordinary velocity, which 
represents the convergence of our obtained numerical solutions of 
the velocity profile. From the graphical illustration, we see that the 
results attained by the AB-fractional derivative show more growing 
behaviour than the CF-fractional derivative. This is also due to the 
different properties of CF- (based on exponential function having 
no singularity) and AB (having non-singular and non-local kernel) 
fractional operators. 

The comparison of different nanofluids for velocity field is 
shown in Fig. 9a. We see that the enhancement in velocity, due to 
(𝐻2𝑂-A𝑙2𝑂3)  and (Blood-A𝑙2𝑂3  ) is more advanced, than (𝐻2𝑂-
𝑇𝑖𝑂2)  and (Blood-𝑇𝑖𝑂2) based NFs but (𝐻2𝑂-A𝑙2𝑂3)  based NF 
has a higher velocity than (Blood-A𝑙2𝑂3  )  based NF, all this be-
haviour is due to the physical characteristics of certain nanoparti-
cles. The comparison of numerical methods specifically Grave 
Stehfest as well as Tzou’s is considered in Fig. 9b. The curves of 
the Stehfests, as well as Tzou’s scheme, overlap each other in both 
cases, which also validates our present results. Furthermore, to 
make the validity of our attained solutions, the numerical compari-
son of temperature as well as velocity field through Stehfest and 
Tzou’s with Nusselt number as well as skin friction, are presented 
in Tables 2-3.  
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Fig. 2. Plot of temperature field for both fractional models when 𝑃𝑟 =
 0.3, 𝜑 = 0.01 with (a): 𝑡 = 0.1 and (b): 𝑡 = 1.5  

 

 
Fig. 3.   Temperature field for diverse values of (a): Prandtl number and    

(b): nanofluid with 𝛼, 𝛽 = 0.5, 𝜑 = 0.01,  and 𝑡 = 0.1 

 

 

Fig. 4. Effect of  (𝛼, 𝛽) on velocity for 𝑃𝑟 = 0.3, 𝑀 = 0.5, 𝐺𝑟 = 4,

𝜃 =
𝜋

4
, 𝑤 = 0.9, 𝑏 = 0.5, 𝛿 =

𝜋

4
 and (a): 𝑡 = 0.1 (b): 𝑡 = 1.5  

 

 

Fig. 5. The effect of (a): Grashof number (b): 𝑃𝑟 on velocity when 𝛼, 𝛽 =

0.5, 𝑀 = 0.5, 𝜃 =
𝜋

4
, 𝑤 = 0.9, 𝑏 = 0.5, 𝛿 =

𝜋

4
, 𝑡 = 0.1 

 

Fig. 6. Effect of volume fraction 𝜑 on velocity for 𝛼, 𝛽 = 0.5,   𝑃𝑟 =

0.3, 𝑀 = 0.5, 𝐺𝑟 = 4, 𝜃 =
𝜋

4
, 𝑤 = 0.9, 𝑏 = 0.5, 𝛿 =

𝜋

4
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Fig. 7. Variation in (a): magnetic parameter and (b): the inclination of  
magnetic field for velocity field with 𝛼, 𝛽 = 0.5, 𝑃𝑟 = 0.3, 𝐺𝑟 =

4,   𝑤 = 0.9, 𝑏 = 0.5, 𝛿 =
𝜋

4
, 𝑡 = 0.1 

 

 

Fig. 8. Comparison of ordinary and fractional velocity when (a): 𝛼, 𝛽 →
 0.5 and (b): 𝛼, 𝛽 → 1 

 

 

Fig. 9.   Comparison of (a): nanofluids and (b): numerical techniques for 
the velocity field 

Tab. 2. A comparison of solutions with two diverse approaches 

𝝃 

Tempe-

rature by 

Stehfest 

Tempe-

rature by 

Tzou 

Velocity 

by 

Stehfest 

Velocity 

by 

Tzou 

0.1 0.9471 0.9471 0.7001 0.6999 

0.2 0.8971 0.8971 0.7856 0.7854 

0.3 0.8496 0.8496 0.8532 0.8530 

0.4 0.8046 0.8046 0.9053 0.9051 

0.5 0.7619 0.7619 0.9438 0.9436 

0.6 0.7215 0.7215 0.9707 0.9705 

0.7 0.6831 0.6831 0.9875 0.9872 

0.8 0.6468 0.6468 0.9956 0.9954 

0.9 0.6123 0.6123 0.9964 0.9961 
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Tab. 3.  Numerical analysis of Nusselt number as well as skin friction for 
CF and AB derivatives 

𝜶, 𝜷 
𝑵𝒖 by 

CF 

𝑵𝒖 by 

AB 

𝑪𝒇 by 

AB 

𝑪𝒇 by 

CF 

0.1 0.5352 0.5309 0.1836 0.1824 

0.2 0.5276 0.5204 0.1751 0.1553 

0.3 0.5151 0.5053 0.1611 0.1335 

0.4 0.4972 0.4842 0.1423 0.1127 

0.5 0.4730 0.4558 0.1203 0.0934 

0.6 0.4411 0.4193 0.0965 0.0777 

0.7 0.4000 0.3761 0.0728 0.0677 

0.8 0.3502 0.3326 0.0513 0.0637 

0.9 0.2965 0.2996 0.0359 0.0654 

7. CONCLUSIONS 

We study mixed convection flows over an inclined plate with 
 𝐴𝑙2𝑂3  and 𝑇𝑖𝑂2 nanoparticles with water and blood-based fluids 
along with new definitions of CF (based on exponential function 
having no singularity) and AB (having non-singular and non-local 
kernel) fractional operators in several circumstances which is a sig-
nificant theoretical and practical study for the solution of important 
problems. A semi-analytical approach for AB and CF-based models 
is applied by the Laplace transform technique along with Stehfest 
and Tzou’s numerical schemes.  

− The temperature shows dual behaviour with different estima-
tions of fractional parameters with diverse estimations (small 
and large) of the time. 

− The temperature displays decaying behaviour for large estima-
tions of the 𝑃𝑟. 

− The velocity slows down by growing the estimation of 𝑀. 
− The velocity profile speeds up as increasing the estimations of 

𝐺𝑟 and declines for increasing values of volume fraction 𝜑. 

− The enhancement in velocity, due to (𝐻2𝑂-A𝑙2𝑂3)  and (Blood-
A𝑙2𝑂3  )  is more advanced, than (𝐻2𝑂-𝑇𝑖𝑂2  )  and (Blood-
𝑇𝑖𝑂2 ) based NFs. 

− Our obtained solutions through different numerical methods 
specifically Stehfest and Tzou’s are alike. 
Consequently, our claimed results offer significant insights into 

industrial and engineering systems. These findings guide the de-
velopment of thermal transfer technologies, assisting in the optimi-
zation of processes for better efficiency in applications such as 
cooling mechanisms and power generation. The research ad-
vances heat transfer processes, increasing the overall efficiency of 
industrial systems. 

 

 

Nomenclature: 

Symbol Quantity Unit 

w Velocity (𝑚/𝑠) 

𝑡 Time (𝑠) 

T Temperature (𝐾) 

𝑘𝑛𝑓 
Thermal conductivity of 

nanofluid 
(𝑊/𝑚𝑘) 

T Temperature (𝐾) 

𝑇∞ Ambient temperature (𝐾) 

𝐺𝑟 Grashof number (−) 

𝑀 
Dimensionless magnetic 

parameter 
(−) 

𝑃𝑟 Prandtl number (−) 

𝑞 Laplace transform variable (−) 

𝐵𝑜 Strength of magnetic field (𝑘𝑔/𝑠2) 

𝐶𝑝 
Specific heat at constant 

pressure 
(𝐽/𝑘𝑔𝐾) 

b Slip parameter (−) 

𝐶𝑓 Skin friction (−) 

Nu Nusselt number (−) 

Greek Letters: 

𝜇𝑛𝑓 Dynamic viscosity (Pa-s) 

𝛼, 𝛽 Fractional parameters (−) 

𝛼1 Second-grade parameter (−) 

𝛽𝑇 
Volumetric coefficient of 

expansion 
(−) 

𝜌𝑛𝑓 Density of nanofluid (𝑘𝑔/𝑚3) 

θ The angle of magnetic 
inclination 

(−) 

𝛿 The inclination angle of 
the plate 

(𝑚𝑜𝑙/𝑚3) 

𝛽𝑇 Volumetric coefficient of 
expansion 

(−) 

𝜎𝑛𝑓 Electrical conductivity of 
nanofluid 

(−) 

𝜌𝑓 Density of fluid (𝑘𝑔/𝑚3) 

𝜌𝑠 Density of solid (𝑘𝑔/𝑚3) 

𝜑 The volume fraction of 
nanofluid 

(−) 

    Note: This (−) signifies the dimensionless quantity. 
 

Abbreviations: 

AB Atangana Baleanu time fractional derivative 
NF Nanofluid 
CF Caputo-Fabrizio time fractional derivative 
MHD Magnetohydrodynamics 
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Abstract: This article begins by outlining the developed program and subsequently applies it to typical structures to emphasize  
the importance of active control and SSI. The study involves a comparison of dynamic response and control force results to determine  
the optimal controller position for a column-beam type structure, with and without considering SSI. The central question addressed  
is whether the influence of soil-structure interaction can be disregarded in selecting the optimal controller position.To address this, a digital 
simulation is conducted on a simple three-story structure within this document. 

Key words: control, position, soil-structure interaction, beam-column,simulation.

1. INTRODUCTION 

Numerous engineering systems experience unwanted vibra-
tions. Managing these vibrations in mechanical systems poses 
significant challenges, requiring methods to either eliminate or 
reduce them. In the field of civil engineering, structures were 
traditionally designed without considering the impact of soil-
structure interaction (SSI), assuming it to be negligible. However, 
it has been demonstrated that various factors influence the SSI 
phenomenon's outcomes. Various approaches exist to address 
the SSI effect, one of which involves utilizing the substructure 
method. This technique relies on superimposing two substructures 
(soil and structure), assuming a rigid interface between them. 

Control is the name given to the task to arrive to a desired re-
sult. It is applied to structures of civil engineer offer a protection 
against the harmful effects of the destructive seismic force or 
discomfort of the man on the movement structural induced by the 
strong wind and other types of vibrations. Structural control is 
defined like a mechanical system installed in a structure to reduce 
the structural vibrations during the loadings such as the winds, 
eathquakes…etc. It is developed by Yao 1972, Soong 1990, 
Housner et al. 1997, Spencer and Nagarajaiah 2003. 

Into paraseismic structural control is defined like a new fash-
ion of prootection [1], which this time does not propose any more 
to absorb the enrgy of an earthquake by a reinforcement of the 
structure itself, in order to make it resistant, but by the addition of 
special devces aiming to contain or control the answer of the 
structure at the time of the arrival of a seismic wave by the soil. 
Also let us note that some of these monitoring systems of the 
answer, are used to protect from the structure against of another 
risks that the seismic risk, such as the wind, of the risks of to 
special equipment. 

Several studies ignore the effect of soil-structure interaction 
(SSI) in the study of reliability and effectiveness of control on 
seismic response. To verify the effect of SSI on the efficiency and 
reliability of soil control, Wang et al treat the effect of passive TMD 

on the simic response of a long building with soil-structure interac-
tion, the results show that the passive TMD will become poorly 
tuned when the SSI effect is introduced with different ground 
models [2]. To solve the problem, a adaptive-passive eddy current 
pendulum Tuned Mass Damper (APEC-PTMD) was developed [3-
4], an APEC-PTMD is applied to a 40-story building including SSI, 
and four different soil conditions are considered, the results show 
that the APEC-PTMD gives better seismic protection than the 
passive TMD in the case of a structure with the SSI [2]. Which 
concludes that we must take into consideration the effect of the 
ISS on the effect of the control on the seismic response of the 
structures.This structural monitoring system can be divided into 
two parts, a part relates to the algorithms of control [5-6]. In this 
article one with used actice control and algorithm GOAC. Our 
second objective in this study is to introduce the effect of the soil-
structure interaction by the substructure method cited in [5]. 

2. CONTROL STRUCTURAL 

In recent years, increased attention has been paid to the in-
depth study of various types of control systems, with the aim of 
improving their effectiveness and resilience to natural hazards 
such as earthquakes and hurricanes. Depending on the energy 
and performance levels required, these systems can be classified 
into four distinct categories: passive, active, semi-active and 
hybrid control systems [7]. 

A passive control system is a system in which structural vibra-
tions are reduced by a device, which gives force to the structure in 
response to its movement. Passive monitoring has certain ad-
vantages. First, it does not require an external power source for its 
operation, which makes it more economical than other systems. In 
addition, it is smaller in size requiring less space for its installation. 
Finally, due to its simplicity, this type of control has received a lot 
of attention from researchers, making it more reliable to use. The 
principle of this system is the integration of materials or systems, 

https://orcid.org/0000-0001-5212-9437
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possessing damping properties, and therefore the structural vibra-
tion dampened passively [8-9]. 

The most common in this type are seismic isolation and tuned 
mass damper (TMD) [10-11]. Seismic isolation is a seismic design 
approach that relies on decoupling ground motion from that of the 
structure, resulting in a reduction in the forces applied to the 
structure during an earthquake. The first experiments with the 
principle of seismic isolation date back to the beginning of the 
20th century, and the first application of modern seismic isolation 
technology was carried out in 1969 [12]. 

A tuned mass damper (TMD) is a device consisting of a mass, 
a spring, and a damper that is attached to a structure in order to 
reduce its dynamic response. The frequency of the damper is 
tuned to a particular structural frequency so that when that fre-
quency is excited, the damper will resonate out of phase with the 
structural movement. When it is poorly tuned, the effectiveness of 
the control will be rapidely diminished [13-14].An active control 
system is a system that is fully adaptive and uses an external 
power supply to produce the required control force to decrease 
structural response [8]. The advantage of an active control system 
is that the system achieves an excellent control result. However, 
there are downsides. It is an expensive system to design and 
expensive to use because of its high power requirement. In addi-
tion, it tends to take up more space than passive controls [8]. 

In the semi-active control system, mechanisms are employed 
to control or assist a passive control device. The inherent ad-
vantage of a semi-active control device is that the mechanism 
used does not require a large amount of external power. Many 
semi-active devices can be powered by batteries protecting them 
against sudden loss of power during earthquakes. In addition, 
semi-active control devices are mechanically less complex than 
active devices. Semi-active systems are more aggressive than 
passive systems and usually obtain control results close to that of 
an active control system [8]. 

The semi-active control strategy is similar to the active control 
strategy [15]. Only here, the control system does not add energy 
to the structure. Several research studies have carried out on the 
effect of semi-active control on the attenuation of the seismic 
response [16-17, 13, 1, 10-11]. 

Semi-active devices require much less power than active de-
vices; and energy can often be stored locally, in a battery, thus 
making the unit type semi active independent of any external 
power supply. Another critical theme with active control is stability 
robustness with respect to sensor failure; this problem is particu-
larly difficult when centralized controllers are employed [18]. 

There are many semi-active systems that can be fitted to 
structures of any type. They are also used to meet needs other 
than response control in the field of earthquake architecture [5]. 

The most common in semi-active systems are magneto-
rheological fluid dampers [19], these are dissipative non-linear 
components, used in semi-active suspension control, where the 
damping coefficient varies according to the electric current. The 
hardness of this type of shock absorber depends on the viscosity 
of the fluid, which is controlled by the magnetic field. This system 
with a Magneto-rheological fluid inside, is a silicone oil containing 
ferro-magnetic particles of micrometric size forming aggregated 
structures under the action of a magnetic field [20]. Wall et al. [16] 
suggest the integration of a semi-active tuned mass damper 
(STMD) to enhance the seismic resilience of base-isolated struc-
tures. They concluded that the STMD significantly improves the 
displacement and acceleration capabilities of these structures, 
irrespective of their linearity. 

Hybrid control strategies have been studied by many re-
searchers to exploit their potential to increase the reliability and 
overall efficiency of the actively controlled structure [21]. These 
hybrid control systems have received a lot of attention since the 
1990s [22]. A hybrid control system generally refers to a combined 
passive and active control system, which increases the reliability 
and overall efficiency of the potentially controlled structure [23]. 
So this system wins the advantages of both techniques. This 
makes this system capable of halving the amplitude of movement 
of constructions [5]. An example of a hybrid system, a Hybrid 
Mass Damper (HMD) is a system proposed to suppress the re-
sponse of a large building against strong winds and moderate 
seismic loads to meet the requirement on the vibration level for 
comfort [24]. 

3. SOIL STRUCTURE INTERACTION 

Soil structure interaction is often neglected by engineers when 
analyzing and designing a structure, although this phenomenon 
has a great effect on the behavior of structures, which depends on 
the characteristics of the soil and structure. herself. For this rea-
son, several researches have been done in this area. We will 
briefly cite a few: 

In 1996, Steven L Kramer [25] presented in "Geotechnical EQ 
Engineering" the effects of the soil structure interaction phenome-
non, and gave different methods to take into account the SSI 
effect. The SSI problem was treated in 2000 in the context of 
multi-support structures, such as the bridge, by Claugh & Penzien 
in their work "Dynamics of structures". 

A modeling is made in finite elements (2D) of the dynamic 
soil-structure interaction of a building by the substructure method, 
in 2000 by M. Kutanis & M. Elmas [26]. Several comparisons were 
carried out: 

− A comparison between three types of analyses: a linear and 
non-linear analysis of the dynamic SSI compared with the 
case of embedding of the same structure. 

− A comparison of the analyzes carried out for three seismic 
records having three different PGA values (0.15 g, 0.3 g and 
0.45 g) chosen to request the model. 

− Finally, to show the influence of soil characteristics on the 
effect of SSI, three types of soil were chosen characterized by 
shear wave propagation speeds of 200s/300 and 500s. 
In 2004, John P. Wolf & Andrew J. Deeks [27] developed the 

theory of cones (conical column-beams), who applied it to founda-
tion vibration analyses. This work shows the influence of soil 
characteristics on the movement of the structure. 

Also in 2004, H. Shakibet and A. Fuladgar [28] formulated an 
approach in the temporal domain for the 3D linear analysis of the 
ground-structure interaction of a building with an anti-symmetrical 
shape, for the evaluation of the seismic response of the structure. 
The contact between the foundation and the ground is modeled by 
linear plane interface elements of zero thickness. 

In 2005, M. Oudjeneet al [29] demonstrated that the modifica-
tion of the seismic action of high frequencies is not taken into 
account by the shape of the different response spectra thus pro-
posed in the high frequency range. Then, they discussed the 
current state of these computational spectra and suggested that 
the lengthening of the fundamental period does not systematically 
imply the decrease of the spectral acceleration. 

In the seismic calculation of structures, the excitation is de-
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fined by one or more acceleration recordings often measured at 
the ground surface in the absence of any construction. These 
recordings give the free-field accelerograms. In the presence of a 
building or any other construction, the movements in the vicinity of 
the foundations may differ from those existing in the open field. 
Indeed, the forces in contact between the structure and its founda-
tion disrupt the movement of the ground, and the moment of 
embedding at the base causes its rotation. This phenomenon is 
referred to as “Soil Structure Interaction” or “SSI” [30]. 

There are many methods to take into account the effect of soil 
structure interaction. Many studies have been conducted to 
demonstrate a detailed comparison between approaches to soil-
structure interaction (SSI) analysis, such as direct and indirect 
methods (substructure), etc. [31-35]. The direct method is consid-
ered the most rigorous approach for solving SSI problems for 
complex structural geometries and the nonlinearity of soil; in this 
approach, the structure and soil are modeled as a single system 
[36].  

While this strategy is highly effective for solving simple linear 
and difficult nonlinear problems, it is also complicated, inefficient, 
and expensive, making it an illogical way to design typical struc-
tures [37]. The substructure method is widely used in current SSI 
analysis practice due to its simplicity and computational efficiency 
[31, 35]; many researchers have adopted this approach for soil-
structure interaction analysis [32-34]. However, researchers have 
discussed the limitations of this approach. Therefore, Taha A. et al 
[31] suggest future research to develop this approach to enhance 
the accuracy of substructure approach simulation. 

We will use the substructure method. This method is based on 
the principle of the superposition of two substructures (soil and 
structure), such that the soil-structure interface is assumed to be 
rigid (see Fig. 1). 

The loads can be applied to the structure, or through the soil 
by seismic excitation which propagates vertically in the form of 
waves, applied to the soil structure interface [38]. 

The node at the center of the soil-structure interface 
 is designated by 0, and the other nodes of the structure are des-
ignated by S. 

 
Fig. 1.   The two substructures : soil and rigid structure with soil-structure    

interface [38] 

The equation of motion in the time domain expresses the sys-
tem equilibrium, which gives : 

[𝑀]{�̈�𝑡(𝑡)} + [𝐶]{�̇�𝑡(𝑡)} + [𝐾]{𝑋𝑡(𝑡)} = {𝑃(𝑡)}       (1) 

In the complex domain we have : 

{𝑋𝑡(𝑡)} = {𝑋𝑡(𝑤)} 𝑒𝑖𝑤𝑡       (2) 

{𝑃(𝑡)} = {𝑃(𝑤)} 𝑒𝑖𝑤𝑡       (3) 

Equation (1) in the complex domain becomes : 

{𝑃(𝑤)} = (−𝑤2[𝑀] + 𝑖𝑤[𝐶] + [𝐾]){𝑋𝑡(𝑤)}      (4) 

We can write equation (4) in the form : 

{𝑃(𝑤)} = [𝑆(𝑤)]{𝑋𝑡(𝑤)}       (5) 

The dynamic stiffness matrix [𝑆(𝑤)] is 

[𝑆(𝑤)] = −𝑤2[𝑀] + 𝑖𝑤[𝐶] + [𝐾]      (6) 

[𝑀], [𝐶] et [𝐾] : are the mass, damping and stiffness matrices of 
the complete system.  

{𝑋𝑡(𝑤)} : represents the total displacement.  

{𝑃(𝑤)} : The vector of the amplitudes of the loads acting on the 
structure. 

Equation (5) becomes : 

{𝑋𝑡(𝑤)} = [𝑆(𝑤)]−1{𝑃(𝑤)} = [𝐺(𝑤)]{𝑃(𝑤)}       (7) 

Such that [𝐺(𝑤)] is the dynamic flexibility matrix of the sys-
tem. 

The equation of motion (5) of the structure is formulated as 
follows [38] : 

[
[𝑆𝑆𝑆(𝑤)] [𝑆𝑆0(𝑤)]

[𝑆0𝑆(𝑤)] [𝑆00
𝑆 (𝑤)]

] {
{𝑥𝑆

𝑡(𝑤)}

{𝑥0
𝑡(𝑤)}

} = {
{𝑃𝑆(𝑤)}

−{𝑃0(𝑤)}
}       (8) 

{𝑥𝑠
𝑡(𝑤)} and {𝑥𝑠

𝑡(𝑤)} concern the structure. 

{𝑥0
𝑡(𝑤)} and {𝑃0(𝑤)} concern the soil-structure interface. 

The substructure of the unbounded ground system, with a rig-
id and massless ground-structure interface is discussed, to ex-
press  {𝑃0(𝑤)}, this system is illustrated in Fig. 2 [38]. 

 
Fig. 2.  Substructures: unbounded soil 

As [𝑆00
𝑔 (𝑤)] denotes the dynamic stiffness 

matrix, and {𝑥0
𝑔
(𝑤)}  represents the displacement 

amplitudes of the soil system mass caused by 
seismic excitation [38]. 

For P-waves to propagate vertically, the free-field 
displacement is also vertical, and the effective base input motion 
consists of a vertical component, which could result in free-field 
displacement in the fixed zone. Conversely, for S-waves, the free-
field displacement is horizontal, and the base input motion 
consists of a horizontal component, leading to an average free-
field displacement and rotation in the fixed zone. For the motion 

 {𝑥0
𝑔
(𝑤)}, the interaction forces acting on node 0 vanish, 
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because for this loading condition, the soil-structure interface is a 
free surface. This implies that the soil interaction forces depend 
on the position relative to the effective base input motion 

 {𝑥0
𝑔
(𝑤)}, and their amplitudes can be expressed as follows [38] 

: 

{𝑃0(𝑤)} = [𝑆00
𝑔 (𝑤)]({𝑥0

𝑡(𝑤)} − {𝑥0
𝑔
(𝑤)})       (9) 

Tel que : {𝑥0
𝑔
(𝑤)} : caractérise l’excitation sismique. 

Such as: {𝑥0
𝑔
(𝑤)}: characterizes the seismic excitation 

From equation (9), equation (8) can be reformulated as 
follows 

[
[𝑆𝑆𝑆(𝑤)] [𝑆𝑆0(𝑤)]

[𝑆0𝑆(𝑤)] [𝑆00
𝑆 (𝑤)] + [𝑆00

𝑔 (𝑤)]
] {
{𝑥𝑆

𝑡(𝑤)}

{𝑥0
𝑡(𝑤)}

} =

{
{𝑃𝑆(𝑤)}

[𝑆00
𝑔 (𝑤)]({𝑥0

𝑔(𝑤)}
}                                                                  

(10) 

Equation (10) represents the motion equation of the soil-
structure system with a rigid soil-structure interface expressed in 
terms of total displacement amplitudes [38]. 

4. EQUATION OF STATE OF A STRUCTURE OF TYPE 
BEAM-COLUMN WITH AND WITHOUT INTERACTION 
CONTROLLED BY AN ACTVE TENDON 

4.1. With SSI 

For the develpoment of th equation of mtion, one considers a 
structure beam-column in “NO” floors controlled actively by active 
tendons (Fig. 3). To takeaccount of the soil-structure interaction, it 
is supposed that the structure rests on a flexible foundation built-in 
a soil with several in depht layers whose characteristics can vary 
from a layer with another but ramain constant along the layer 
considered. In this case the effect of the soil will be repesented by 
forces of ineractions noted R0(t). 

[𝑀]{�̈�𝑡𝑔(𝑛)} + [𝐶]{�̇�𝑡𝑔(𝑛)} + [𝐾]{𝑋𝑡𝑔(𝑛)} =

{𝛿 }�̈�0
𝑔(𝑛) + [𝛾]{�⃗⃗� (𝑛)} + {

0
−𝑅0(𝑛)

}        (11) 

By separatng the degrees of freedom  from the structure and 
those of the foundation, the equation (11) will be written [39]: 

[
[𝑀𝑆𝑆]𝑁𝑂×𝑁𝑂 [𝑀𝑆0]𝑁𝑂×2
[𝑀0𝑆]2×𝑁𝑂 [𝑀00]2×2

] {
�̈�𝑠
𝑡𝑔(𝑛)

�̈�0
𝑡𝑔(𝑛)

} +

[
[𝐶𝑆𝑆]𝑁𝑂×𝑁𝑂 [𝐶𝑆0]𝑁𝑂×2
[𝐶0𝑆]2×𝑁𝑂 [𝐶00]2×2

] {
�̇�𝑠
𝑡𝑔(𝑛)

�̇�0
𝑡𝑔(𝑛)

} +

[
[𝐾𝑆𝑆]𝑁𝑂×𝑁𝑂 [𝐾𝑆0]𝑁𝑂×2
[𝐾0𝑆]2×𝑁𝑂 [𝐾00]2×2 + [�̃�00]2×2

] {
𝑥𝑠
𝑡𝑔(𝑛)

𝑥0
𝑡𝑔(𝑛)

}  =

{
𝛿𝑆
𝛿0
} �̈�0

𝑔(𝑛) + [
[𝛾𝑆]𝑁𝑂×𝑁𝐶𝑅
[𝛾0]2×𝑁𝐶𝑅

] {�⃗⃗� (𝑛)} + {
0

−𝑅0(𝑛)
}        (12) 

Where the matrices [MSS], [CSS] and [KSS] represent the re-
spective diagonal masses of the floors, the proportional damping 
matrix, and the stiffness of the symmetric columns of the struc-
ture. The matrices [MS0], [CS0] and [KS0], as well as the matri-
ces [M0S], [C0S] and [K0S], respectively, denote the mass, 
stiffness, and damping matrices associated with the superstruc-
ture and the rigid foundation. The matrices [M00], [C00] and 

[K00]  respectively represent the mass, stiffness, and damping 
associated with the rigid foundation. 

The vector {δS} represents the vector of horizontal accelera-
tion coefficients of the soil for the superstructure. The vector  {δ0} 
represents the vector of horizontal acceleration coefficients of the 
soil for the foundation. 

 
Fig. 3.  Model of a structure equipped with active tendons and with SSI 

The matrices [γS] and [γ0] represent the localization matri-
ces of the controllers for the superstructure and the foundation, 
where NCR is the number of active controllers. 

{Xs
tg
(n)}, with dimensions (NO×1), represents the vector of 

floor displacements (xNO
tg
xNO−1
tg

…  xi
tg
 …  x2

tg
 x1
tg

)T and 

{X0
tg
(n)}, with dimensions (2×1), is the vector of displacement 

and rotation of the foundation at point "O" (x0   
tg
, θ0

tg
)T. 

The vector {R0(n)}=[Rx(n) Rθ(n)]
T, with dimensions 

(2×1), where Rx(n)  is the horizontal interaction force and Rθ(t) 
is the interaction moment at point 0. 

To solve this system, it is assumed that the state vector 
Ztg(n), with dimensions (2(NO+2)×1) [1] : 

Ztg(n) =

{
 
 

 
 {xs

tg(n)}

{x0
tg(n)}

{ẋs
tg(n)}

{ẋ0
tg(n)}}

 
 

 
 

        (13) 

In replacing equation (13) into (12), we obtain the following 
state equation [39]: 

{Żtg(n)} = [A]{Ztg(n)} + [B]{U⃗⃗ (n)} + {E(n)}        (14) 

We can express equation (14) in the following form : 

{Żtg(n)} = [D]{Ztg(n)} + {E(n)}       (15) 

Where [D] is the time-independent 'plant' matrix, with 
dimensions of (2(NO+2) x 2(NO+2)): 

[D] = [A] + [B][GISS]        (16) 

With: [GISS] The control gain matrix, computed in this work 
using the Generalized Optimal Active Control (GOAC) algorithm 
(section 4.1.1) [40].  

[A] is the characteristic matrix of the controlled system, with 
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dimensions of (2(NO+2) ×2(NO+2)) : 

[A]  = [
[0] [I]

−[[M]−1[K]] −[[M]−1[C]]
]        (17) 

[B] is the actuator placement matrix, with dimensions of 
(2(NO+2) × NCR) 

[B] = [
[0]

[M]−1 [γ]
]         (18) 

{E} is the vector of external disturbances, with dimensions of 
(2(NO+2) × 1), {C} is the vector related to the base acceleration of 

the structure, with dimensions of (2(NO+2) × 1), {Ř0(n)} is the 

vector of accelerations, with dimensions of (2(NO+2) × 1), and 

{R̃0} is the dynamic vector of equivalent forces. 

The vectors {x0
tg
(t)} and {R0(t)}  at time t are related by the 

system's ground flexibility matrix through the following convolution 
integral [40] : 

{x0
tg
(t)} = ∫ [F00

g
(τ)]

∞

0
{R0(t − τ)} dτ        (19) 

With: [F00
g
(τ)] is the dynamic soil flexibility matrix. 

Where [F00
g
(w)] = [S00

g (w)]
−1

, where [S00
g (w)] is the 

dynamic soil stiffness matrix 

4.2. Generalized Optimal Active Control (GOAC) algorithm  

Research efforts in active structural control have focused on 
various control algorithms based on multiple control design crite-
ria. These active control algorithms are used to determine the 
control force of the measured structural response, providing a 
control law and a mathematical model of the controller for an 
active control system [39]. Some are considered classical as they 
are direct applications of modern control theory [41]. Examples 
include the Riccati Optimal Active Control (ROAC) based on 
integrated performance over the entire duration of seismic excita-
tion, and the classic pole placement algorithm, showing promising 
application in civil engineering smart structures [39]. These classi-
cal algorithms, however, are not truly optimal as they ignore the 
excitation term in their calculation [41]. Recognizing that at any 
particular time t, knowledge of the external excitation may be 
available, this knowledge can be used to develop improved con-
trol algorithms [41]. This led to the development of the Instantane-
ous Optimal Active Control (IOAC) algorithm, which differs from 
ROAC in that its performance index depends on time [39]. How-
ever, IOAC’s control force is proportional to the time increment, 
resulting in non-uniform control forces for structures subjected to 
different seismic loadings over time [39]. To address these limita-
tions, Japanese researchers Cheng and Tian developed the 
Generalized Optimal Active Control (GOAC) algorithm, which can 
adjust the feedback gain matrix to achieve better controllability 
[39-40]. 

The following equation is the simplest notation of equation  
(14) : 

{�̇�(𝑡)} = [𝐴]{𝑍(𝑡)} + [𝐵][�⃗⃗� (𝑡)] + {𝐸(𝑡)}        (20) 

All parameters in the following algorithms pertain to a building 
taking into account the effect of soil-structure interaction. In this 
section, we will examine in detail the GOAC algorithm for closed-
loop structural control [39]. 

− The transversality conditions: 

Let's consider a system governed by free-end boundary con-
ditions with equation (20) given by [40] : 

{

𝑡𝑖−1 = 𝑡0 + (𝑖 − 1)∆𝑡
{𝑍(𝑡𝑖−1)} = {𝑍𝑖−1}

𝑡𝑖 = 𝑡0 + (𝑖)∆𝑡
        (21) 

Such as : 

∆𝑡 =
1

𝑁
(𝑡𝑓 − 𝑡0) ;   𝑖 = 1,2,… ,𝑁 

{𝑍𝑖−1} : is the value of {𝑍(𝑡)} a  𝑡𝑖−1, vector of dimension 
(2(NO+2)×2(NO+2)) 

Equation (21) can be written in the following vector form : 

{𝛺} = {

𝛺1
{𝛺2}
𝛺3

} = {

(𝑡𝑖−1 − 𝑡0) − (𝑖 − 1)∆𝑡
{𝑍(𝑡𝑖−1)} − {𝑍𝑖−1}

(𝑡𝑖 − 𝑡0) − (𝑖)∆𝑡

} = {0}        (22) 

By introducing multipliers {𝜇}  and {λ(t)} and forming : 

𝐺 = 𝑔({𝑍(𝑡𝑖)}) + {𝜇}
𝑇{𝛺}        (23) 

𝐹 = 𝑓̅(𝑡) − {𝜆(𝑡)}𝑇{𝑓(𝑡)}        (24) 

Such as : 

𝑔({𝑍(𝑡𝑖)}) =
1

2
{𝑍(𝑡𝑖)}

𝑇[𝑆]{𝑍(𝑡𝑖)}        (25) 

𝑓̅(𝑡) = {𝑍(𝑡)}𝑇[𝑄]{𝑍(𝑡)} + {𝑈(𝑡)}𝑇[𝑅]{𝑈(𝑡)}        (26) 

{𝑓(𝑡)} =
1

2
([𝐴]{𝑍(𝑡)} + [𝐵]{𝑈(𝑡)} + {E(t)} − {�̇�(𝑡)})                                

                                                                                                   (27) 

Then the transversality condition can be expressed as follows 
: 

𝑑𝐺 − [({
𝜕𝐹

𝜕{�̇�(𝑡)}
}
𝑇

{�̇�(𝑡)} − 𝐹)𝑑𝑡]
𝑡𝑖−1

𝑡𝑖

+

[{
𝜕𝐹

𝜕{�̇�(𝑡)}
}
𝑇

𝑑{𝑍(𝑡)}]
𝑡𝑖−1

𝑡𝑖

= 0        (28) 

Applying equation (28) to equation (23) and (24), we obtain : 

[𝑆]{𝑍(𝑡𝑖)} − {𝜆(𝑡𝑖)} = {0}        (29) 

Where : 𝑔({𝑍(𝑡𝑖)}) is an optimization function of 
boundary conditions at each end time 𝑡𝑖. 

[𝑆] and [𝑄] are positive semi-definite matrices, both of di-
mension (2(NO+2) × 2(NO+2)). [𝑅] is a positive definite matrix of 
dimension (NCR × NCR).  

− Generalized performance index: 

In this algorithm, the control time interval  [𝑡0, 𝑡𝑓] is divided 

into N segments in the calculation of the performance index J, 
which is defined and minimized to obtain an optimal solution for 
the state vector {𝑍(𝑡)} and the control force vector {𝑈(𝑡)} [1].  

𝐽 = ∑
1

2

𝑛
𝑖=1 ∫ ({𝑍(𝑡)}𝑇[𝑄]{𝑍(𝑡)} + {𝑈(𝑡)}𝑇[𝑅]{𝑈(𝑡)})𝑑𝑡

𝑡𝑖
𝑡𝑖−1

     

   (30) 

The boundary conditions in the performance index 
equation in the Riccati algorithm are as follows : 

{
{𝑍(𝑡0)} = {𝑍(𝑡𝑓)} = {0}

{𝑈(𝑡0)} = {𝑈(𝑡𝑓)} = {0}
        (31) 

The performance index J will be integrated step by step. At 
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each integration step of [𝑡𝑖−1,  𝑡𝑖] such that (i =1, 2, ..., N), at 
least one of the two limit values of the state vector is unknown . 
The values of the state vector {𝑍(𝑡)} is specified at  𝑡𝑖−1, and 
unspecified and mobile at time  ti.  

We have already said that the state vector {𝑍(𝑡𝑖)} is un-
known, it must be reduced to a minimum to include it in the per-
formance index equation. By introducing the transverse conditions 
at time 𝑡𝑓, the performance index is expressed as follows: 

𝐽𝑖 = 𝑔({𝑍(𝑡𝑖)}) +
1

2
∫ ({𝑍(𝑡)}𝑇[𝑄]{𝑍(𝑡)} +
𝑡𝑖
𝑡𝑖−1

{𝑈(𝑡)}𝑇[𝑅]{𝑈(𝑡)})𝑑𝑡        (32) 

Thus : 

𝐽𝑖 = 𝑔({𝑍(𝑡𝑖)}) +
1

2
∫ 𝑓̅
𝑡𝑖
𝑡𝑖−1

(𝑡)𝑑𝑡        (33) 

− The feedback gain matrix and the control force.  
The Euler equations : 

{

𝜕𝐹(𝑡)

𝜕{𝑍(𝑡)}
−

𝑑

𝑑𝑡
(
𝜕𝐹(𝑡)

𝜕{�̇�(𝑡)}
) = {0}

𝜕𝐹(𝑡)

𝜕{𝑈(𝑡)}
−

𝑑

𝑑𝑡
(
𝜕𝐹(𝑡)

𝜕{�̇�(𝑡)}
) = {0}

       (34) 

Replacing equation (24) into equation (34), we will have : 

{
 
 
 
 

 
 
 
 

𝜕

𝜕{𝑍(𝑡)}
[
1

2
{𝑍(𝑡)}𝑇[𝑄]{𝑍(𝑡)}] = [𝑄]{𝑍(𝑡)}

𝜕

𝜕{𝑍(𝑡)}
[{𝜆(𝑡)}𝑇[𝐴]{𝑍(𝑡)}] = [𝐴]𝑇{𝑍(𝑡)}

𝑑

𝑑𝑡
[

𝜕

𝜕{�̇�(𝑡)}
(−{𝜆(𝑡)}𝑇{�̇�(𝑡)})] = −{�̇�(𝑡)}

𝜕

𝜕{𝑈(𝑡)}
({𝑈(𝑡)}𝑇[𝑅]{𝑈(𝑡)}) = [𝑅]{𝑈(𝑡)}

𝜕

𝜕{𝑈(𝑡)}
({𝜆(𝑡)}𝑇[𝐵]{𝑈(𝑡)}) = [𝐵]𝑇{𝜆(𝑡)}

        (35) 

So equation (34) becomes : 

{
[𝑄]{𝑍(𝑡)} + [𝐴]𝑇{𝜆(𝑡)} + {�̇�(𝑡)} = {0}

[𝑅]{𝑈(𝑡)} + [𝐵]𝑇{𝜆(𝑡)} = {0}
        (36) 

By replacing equations (25) and (22) into equation (23), we 
find the function 𝐺 : 

𝐺 =
1

2
{𝑍(𝑡𝑖)}

𝑇[𝑆]{𝑍(𝑡𝑖)} + 𝜇1[(𝑡𝑖−1 − 𝑡0) − (𝑖 − 1)∆𝑡] +

{𝜇2}
𝑇[{𝑍(𝑡𝑖−1)} − {𝑍𝑖−1}] + 𝜇3[(𝑡𝑖 − 𝑡0) − (𝑖)∆𝑡]        (37) 

Where G is the augmented function of the function g. 
As the multiplier {𝜇}𝑇 = [𝜇1 , {𝜇2}

𝑇 , 𝜇3] 
With:  

{
  
 

  
 

∂G

∂ti−1
= μ1

∂G

∂{Z(ti−1)}
= {μ2}

∂G

∂ti
= μ3

{
∂G

∂{Z(ti)}
} = [S]{Z(ti)}

        (38) 

From the second equation of equation (36), we have the 
equation of the control force : 

{𝑈(𝑡)} = −[𝑅]−1[𝐵]𝑇{𝜆(𝑡)}        (39) 

=⇒  

{𝑈(𝑡)} = −[𝑅]−1[𝐵]𝑇[𝑆]{𝑍(𝑡)}        (40) 

{𝑈(𝑡)} = [𝑮𝑰𝑺𝑺]{𝑍(𝑡)}        (41) 

So : 

[𝑮𝑰𝑺𝑺] = −[𝑅]−1[𝐵]𝑇[𝑆]        (42) 

So, where [𝑮] is the feedback gain matrix, this matrix 
represents an optimal control law. It is of dimension (NCR × 
2(NO+2)). It is independent of time t, where 𝑡 ∈ [𝑡𝑖−1,  𝑡𝑖] 
and of the time increment ∆t.  

From equation (42), we notice that if we choose the 
matrix [𝑆] = [𝑃], where [𝑃] is the Riccati matrix, we 
obtain the same equation for the feedback gain matrix 
found in the Riccati algorithm. This means that the Riccati 
algorithm is a case of the GOAC algorithm, which is why 
the algorithm is called the generalized GOAC algorithm. 

This gain matrix [𝑮𝑰𝑺𝑺] is obtained from the state equation 
(20), which can be solved using the diagram in the follow-
ing figure. 

 
Fig. 4.  Flowchart of solving the state equation with active control [18] 

In the case of SSI, the matrices [𝑆]  and [𝑄] are of di-
mension (2(NO+2) × 2(NO+2)). The matrix [R] is of dimen-
sion (NCR × NCR). They are defined as follows : 

[𝑄] =

[
 
 
 
 
[𝐾𝑆𝑆] [𝐾𝑆0]

[𝐾𝑆0]
𝑇 [�̌�00]

[0] [0]
[0] [0]

[0] [0]

[0] [0]

[𝑀𝑠𝑠] [0]

[0] [𝑀00]]
 
 
 
 

        (43) 

And  

[𝑅] = [
[𝛾𝑆]

[𝛾0]
]
𝑇

[
[𝐾𝑠𝑠] [𝐾𝑠0]

[𝐾𝑆0]
𝑇 [𝐾00]

]

−1

[
[𝛾𝑆]

[𝛾0]
]        (44) 

With: 

[�̌�00] = [
𝑘1 + 𝐾𝑥�̃� −ℎ𝑎1𝑘1 + 𝐾𝑥�̃�

−ℎ𝑎1𝑘1 + 𝐾𝜃�̃� ℎ𝑎1
2 𝑘1 +𝐾𝜃�̃�

]

−1

        (45) 

The matrix [𝑆] is chosen as an arbitrary row matrix : 

[𝑆] = [
[0] [0]
[𝑆𝐷] [𝑆𝑉]

]        (46) 

To ensure a semi-definite positive state of the matrix [𝑆], the 
symmetric matrix can be chosen as follows: 
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[𝑆] = 𝛾𝐷 [
𝛺𝑉
−1[�̌�] [�̌�]

[�̌�] 𝛺𝑉[�̌�]
]   (47) 

With : 

[�̌�] = [
[𝐾𝑠𝑠] [𝐾𝑠0]

[𝐾𝑆0]
𝑇 [�̌�00]

]   (48) 

Where 𝛾𝐷  is the stiffness scale factor, and 𝛺𝑉 is the damping 
scale factor.  

We can write equation (14) as follows: 

{�̇�𝑡𝑔(𝑡)} = [𝐷]{𝑍𝑡𝑔(𝑡)} + {𝐸(𝑡)}   (49) 

Where [𝐷] is the matrix of the horizontal component of the 
damping force, and it is of dimension (2(NO+2) x 2(NO+2)) : 

[𝐷] = [𝐴] + [𝐵][𝐺𝐼𝑆𝑆]   (50) 

{E} is the vector of external disturbances, it has dimension 
(2(NO+2) x 1) 

{𝐸(𝑡)} = {𝐶}ẍ0
g(𝑡) + {−�̌�0(𝑡 − ∆𝑡)}   (51) 

The influence of  𝑆𝐷 , 𝑆𝑉 , 𝛾𝐷  and 𝛺𝑉 on the overall system 
can be studied by substituting the equation for the gain matrix 
from equation (42) into the equation for the matrix of the horizontal 
component of the damping force (50), yielding: 

[𝐷] = [𝐴] −
1

𝑅
[𝐵][𝐵]𝑇[𝑆]   (52) 

The technical solution: 

[�⃗⃗� (𝑡)] = [𝐺𝑆𝑆𝐼]{𝑍𝑡(𝑡)}   (53) 

[𝑮𝑺𝑺𝑰] is the feedback gain matrix, it is time-independent, and 
it has dimensions of (NCR x 2(NO+2)). 
The simplification of equation (20) is as follows : 

{�̇�(𝑡)} = [𝐷]{𝑍(𝑡)} + {𝐸(𝑡)}   (54) 

[𝑇] = [{𝑎1}{𝑏1};… ; {𝑎𝑖}{𝑏𝑖};… ; {𝑎𝑁𝑂+2}{𝑏𝑁𝑂+2}]  (55)                                 

The transformation matrix [𝑇] is constructed from the eigen-
vectors of the matrix [𝐴]. It is necessary to transform the equation 
of state into canonical form. In which {𝑎𝑖} and {𝑏𝑖} are respec-
tively the real and imaginary parts of the eigenvector i of the ma-
trix [𝐴], and they have dimensions (2(NO+2) x 1). So the trans-
formation matrix [𝑇] has dimension (2(NO+2) x 2(NO+2)). 

[Λ] = [𝑇]−1[𝐷][𝑇]   (56) 

[Λ] is a real matrix, it has dimension (2(NO+2) x 2(NO+2)), 
and it has the following form : 

[Λ] =

[

 
[Λ1]  ⋯ [0] ⋯ [0]
⋮   ⋱ ⋯ ⋯ ⋯
[0]
⋮
[0]

 ⋮
 ⋮
 ⋮

[Λ𝑖] ⋯ [0]

⋮   ⋱ ⋯
[0]   ⋮ [Λ𝑁𝑂+2]]

 
 
 
 

  (57) 

With : 

[Λ𝑖] = [
𝜇𝑖 𝜈𝑖
−𝜈𝑖 𝜇𝑖

]   (58) 

The solution to equation (54) is expressed as follows: 

{𝑍(𝑡)} = [𝑇]{Φ(𝑡)}   (59) 

Substituting equations (56) and (59) into (54), we obtain: 

[𝑇]{Φ̇(𝑡)} = [𝐷][𝑇]{Φ(𝑡)} + {𝐸(𝑡)}        (60) 

{Φ̇(𝑡)} = [𝑇]−1[𝐷][𝑇]{Φ(𝑡)} + [𝑇]−1{𝐸(𝑡)}   (61) 

{Φ̇(𝑡)} = [Λ]{Φ(𝑡)} + {Γ(𝑡)}        (62) 

With : 

{Γ(𝑡)} = [𝑇]−1{𝐸(𝑡)}        (63) 

{𝑍(0)} = {0} ⟹ {Φ(0)} = 0   (64) 

�̈�0
𝑔(0) = 0 , {𝑅0(0)} = {0}   (65) 

{Γ(0)} = {0}   (66) 

{Φ̇(𝑡)} − [Λ]{Φ(𝑡)} = {Γ(𝑡)}   (67) 

{Φ(𝑡)} = [exp([Λ]𝑡)]{Φ(0)} +

[exp([Λ]𝑡)] ∫ [exp(−[Λ]𝜏)]
t

0
{Γ(𝜏)}dτ   (68) 

{Φ(𝑡)} = [exp([Λ]𝑡)]{Φ(0)} + ∫ [exp([Λ](𝑡 −
t

0

𝜏))] {Γ(𝜏)}dτ   (69) 

[exp([Λ]𝑡)] =

[

[exp([Λ1]𝑡)] [0] [0]

[0] [exp([Λ𝑖]𝑡)] [0]

[0] [0] [exp([Λ𝑁𝑂+2]𝑡)]
]   (70) 

With : 

[exp([Λ𝑖]𝑡)] = exp (𝜇𝑖𝑡) [
cos (𝜈𝑖𝑡) sin (𝜈𝑖𝑡)
−sin (𝜈𝑖𝑡) cos (𝜈𝑖𝑡)

]   (71) 

{Φ(𝑛∆𝑡)} = [exp([Λ]𝑛∆𝑡)]{Φ(0)} +
∆t

2
[exp([Λ]𝑛∆𝑡)]{Γ(0)} + ∆t∑ [exp([Λ](𝑛 −n−1

m=1

𝑚)∆𝑡)]{Γ(𝑚∆𝑡)} +
∆t

2
{Γ(𝑛∆𝑡)}   (72) 

{Φ(𝑛∆𝑡)} = ∆t∑ [exp([Λ](𝑛 − 𝑚)∆𝑡)]{Γ(𝑚∆𝑡)}n−1
m=1 +

∆t

2
{Γ(𝑛∆𝑡)}   (73) 

{Φ(𝑛∆𝑡)} = {Π((n − 1)∆t)} +
∆t

2
{Γ(𝑛∆𝑡)}        (74)

{Π((n − 1)∆t)} = ∆t∑ [exp([Λ](𝑛 − 𝑚)∆𝑡)]{Γ(𝑚∆𝑡)}n−1
m=1  

  (75) 

{Π((n − 1)∆t)} = [exp([Λ]∆𝑡)]{Π((n − 2)∆t)} +
∆𝑡 {Γ((𝑛 − 1)∆𝑡)}       (76) 

The solution of the state equation (20) is also used for the 
case without control by setting the control term [B] to zero, yield-
ing 

{�̇�𝑡𝑔(𝑡)} = [𝐴]{𝑍𝑡𝑔(𝑡)} + {𝐸(𝑡)}   (77) 

4.3. Without SSI 

The motion equation of a fixed-end post-beam type structure 
is [39] : 

[MSS]{Ẍ
tg(n)} + [CSS]{Ẋ

tg(n)} + [KSS]{X
tg(n)} =

{δs }ẍ0
g(n) + [γs]{U⃗⃗ (n)}   (78) 
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5. SIMULATION NUMERIQUE

This section aims to demonstrate the influence, importance, 
and position of control on the structure, taking into account the 
effect of SSI by comparing it with the case of embedding. For this 
purpose and for numerical application, the dynamic loading used 
for exciting structures (buildings) is the 1940 El Centro earthquake 
with North-South components (Fig. 5.) 

Fig. 5.  El-centro 1940 of the N-S Components 

The structure used for numerical applications is a three-story 
structure, and the data is as follows: 

Fig. 6.  The data of the studied model 

The obtained result for the stiffness matrix of the studied soil 

[�̃�00] = [
827261,766 −7243805,42
−7243805,42 144541041

] 

The Table 1 presents the natural frequencies of the first three 
modes for both cases, with and without SSI. It is noteworthy that 
the natural frequencies in the fixed case are higher than those in 
the SSI case. 

Tab. 1.  The natural frequencies of the studied model with and without 
SSI  (rad/s) 

Floor SSI Fixed 

1 14,514 17,236 

2 43,162 48,295 

3 68,091 69,789 

The following figure provides the displacement, velocity and 
acceleration history of the last floor of the model with SSI, which is 
compared to that of the fixed case. 

Now, let's assume that the model is controlled by an active 
tendon system placed on the first floor for the case with ISS, and 
on the last floor for the case without ISS. The algorithm used is 
the GOAC algorithm. We will employ various values of the S/R 
ratios to determine the optimal S/R ratio. The results are plotted in 
the following figure. 

a) 

b) 

c) 

Fig. 7.   The displacement, b) the velocity, and c) the acceleration of the 
final floor of the studied model, considering the effect of SSI, 
compared with the fixed case without control 

Fig. 8.   Variation of maximum displacement at the last floor and 
maximum control force as a function of S/R ratios 

According to Fig. 8, the chosen value is S/R=2E5 for the case 
with ISS, and S/R=2.7E5 for the case without SSI. 

According to Fig. 9, we observe that the displacement de-
creases in the presence of control for both cases, with and without 
SSI. Additionally, the controller position has an influence on the 
control effect. In this model, the optimal positions are at the last 
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floor for the case without SSI, and at the first floor for the case 
with SSI. 

  

  

  

            a) Without SSI                                                   b) with SSI       

Fig. 9.   Maximum displacements, velocities, and accelerations a) without 
and b) with ISS for the three controller positions compared to the 
case without control 

 

a) without SSI 

 

b) with SSI 

Fig. 10.  The control force-displacement relationship at the last floor of 
the studied model a) without SSI and b) with SSI for the three 
controller positions compared to the case without control 

6. CONCLUSION 

In civil engineering, modern structures are becoming increas-
ingly complex, necessitating advanced techniques for understand-
ing and controlling their behavior. When subjected to dynamic 
loads such as earthquakes or strong winds, these structures can 
experience significant vibrations, often leading to their failure. 
Despite numerous efforts to design structures capable of with-
standing such loads, as evidenced by the many codes developed 
in this field, these structures remain highly vulnerable, with limited 
capacity to resist and dissipate energy. This behavior becomes 
even more intricate when considering that structures are founded 
on soils through which applied loads are transmitted, taking into 
account the operation of the entire soil-structure system. This 
phenomenon is referred to as Soil-Structure Interaction (SSI). 

The most noteworthy conclusions drawn from the findings are 
as follows : 

− Based on the obtained results, it has been demonstrated that 
active control has a significant impact on the structural re-
sponse, whether with or without Soil-Structure Interaction 
(SSI). The displacement due to dynamic loads is generally 
greatly reduced. 

− In the presence of control, the S/R ratio has a significant 
influence on the effectiveness of the control. Both the maxi-
mum structural displacement and control force depend on it. 

− The phenomenon of SSI directly affects the maximum struc-
tural displacement and subsequently the control force. Dis-
placements generally increase compared to the case of per-
fect embedding. 

− The position of the tendon has a major influence on structural 
displacements. For a single tendon, positioning it closer to the 
top is much more beneficial for structures without SSI, where-
as positioning it lower is more advantageous in cases with 
SSI. 
Overall, the study underscores the critical importance of active 

control strategies in mitigating dynamic responses of complex 
structures. Additionally, it highlights the need for careful consider-
ation of Soil-Structure Interaction effects and optimal positioning 
of control elements for effective structural performance. 
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Abstract: For road safety reasons, agricultural vehicle braking systems must comply with the approval requirements of EU Delegated 
Regulation 2015/68, which are evaluated during stationary and road testing conditions. For the stationary tests, an algorithm and proce-
dures are developed to test the air braking systems of towed vehicles, including checking for tightness, pushrod strokes of brake chambers 
(adjustment), response times and the capacity of the compressed air reservoirs. Testing of a single-axle trailer braking system was carried 
out using a computer-controlled diagnostic device incorporating a simulator of the tractor's braking system developed by the authors. The 
trailer test results obtained confirmed the usefulness of the methodology developed and showed high accuracy and repeatability of meas-
urements. The results of this work can be used not only by type-approval bodies, but also by manufacturers of trailers and towed agricul-
tural machinery for quality control or product qualification tests. 

Key words: agricultural trailer, pneumatics, braking system, type-approval test, stationary test, simulator 

1. INTRODUCTION 

The braking system controlling the stopping function of a vehi-
cle is one of the most important structural components with a 
decisive impact on the level of active safety [1]. Therefore, newly 
manufactured agricultural vehicles are subject to various type-
approval tests [25], including braking and confirming the vehicle's 
ability to function on the road, in accordance with the regulations 
and technical requirements for the vehicle category in question. 
Vehicle braking systems are also subject to inspection on produc-
tion lines, as part of qualification testing and product quality con-
trol. The results of these tests may be used as the basis for the 
evaluation of the Conformity of Production (CoP), as a means of 
evidencing the ability to produce a series of products [29] that 
exactly match the specification, performance and marking re-
quirements outlined in the type approval documentation. The 
technical condition of the brakes of in-service vehicles is also 
checked periodically during mandatory periodic technical inspec-
tions [23], [27].  

In view of road safety, the braking systems of agricultural ve-
hicles must meet a number of requirements for, among other 
things, braking efficiency, the follow-up action during slow braking, 
and a high speed of action during sudden braking [11]. A com-
pletely new set of requirements for the braking systems of agricul-
tural vehicles (formulated in the Delegated Regulation (EU) 
2015/68 [6]) was set in 2015, based on the commercial truck and 
trailers requirements in UN/ECE Regulation 13 [24]. It sets the 
same level of performance for both pneumatic and hydraulic 
braking systems (minimum 50% braking efficiency for vehicles 
operating above 30 km/h). In addition, for agricultural trailers with 
a gross mass of more than 3,500 kg (categories R3 and R4) and 
travelling at a speed of more than 40 km/h, a specific distribution 
of braking forces between the vehicle axles is required, as well as 

ensuring synchronisation of tractor and trailer braking [6]. The last 
requirement is deemed to be met if the waveform of the braking 
rate as a function of control pressure at the coupling head falls 
within prescribed tolerance zones, referred to as ‘compliance 
bands’ or ‘compatibility corridors’, for the towing and towed vehicle 
in both the laden and unladen states. 

For the type-approval of any agricultural vehicle, the braking 
performance is measured during road tests [2], [13]. The perfor-
mance of service and emergency braking systems of trailers is 
expressed in terms of a braking rate calculated as the percentage 
of mean fully developed deceleration (MFDD) to the gravitational 
acceleration constant. MFDD means the average deceleration 
calculated on the basis of the measured distance recorded when 
decelerating a vehicle between two specified speeds (80% and 
10% of the start speed) [30]. The braking rate determined for a 
tractor-trailer unit is then converted to the braking rate of the trailer 
alone, taking into account the force in the coupling or the tractor 
and trailer masses (when only the trailer brakes), depending on 
the measurement method [6]. The performance of parking braking 
systems is based on the ability to hold the laden trailer stationary, 
facing up and down slopes. Road tests are costly and not always 
feasible, due to weather conditions, and so, for qualification tests, 
manufacturers check the braking performance of trailers on roller 
brake testers [19]. 

Despite the disadvantages of air braking systems, they are 
technologically refined [33] and implemented on newly manufac-
tured trailers and towed agricultural machinery in many EU coun-
tries. Before the dynamic testing of trailers equipped with air 
braking systems can be performed, stationary tests should be 
carried out. In the case of qualification tests, the brake pushrod 
stroke should be checked and adjustments made if necessary; the 
air system should be checked for leaks. In the case of the approv-
al and conformity of production tests, the response time of the 
braking system must also be measured and the capacity of the 
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trailer's compressed-air reservoir checked [32]. 
The response time for the service braking system of towed 

vehicles is determined while the vehicle is stationary (without the 
tractor), using a special simulator, to which the coupling heads of 
the supply and control line are connected. The conceptual 
scheme and guidelines for the design of a pneumatic simulator, 
providing a standard and repeatable build-up of air pressure in the 
control line, are described in the relevant regulations [6], [24]. 

Commercially available simulators are usually suitcase-type 
devices [32], [28] that allow response time measurement and 
checking of the air reservoir capacity. However, these devices are 
of little use for testing air brake systems under industrial condi-
tions on production lines. Therefore, the authors developed a 
device for the comprehensive diagnosis of both single and dual-
line air brake systems of towed agricultural vehicles [14], even 
before the introduction of the new regulations [6]. One prototype 
version of such a device was made in collaboration with Metal-
Fach, as part of an EU-funded project [15]. This paper presents a 
methodology for stationary testing of air brake systems using a 
device for dual-line brakes, as only such can be used on agricul-
tural vehicles after 2022. The device (tractor simulator) developed 
by the authors is computer-controlled, which enables automatic 
control of the diagnostic session and generation of a test report. 
The advantage of the device is that it can co-operate with roller 
dynamometers to check the braking efficiency and to produce the 
braking characteristics of the towed vehicle [26]. This can be done 
by successively applying the brakes of all axles of the towed 
vehicle at predetermined control pressures generated by the 
device [4]. 

The remainder of the paper is organised as follows. Section 2 
describes the programme of stationary approval and qualification 
testing of the air braking systems of trailers and towed agricultural 
machinery, as well as the requirements and conditions for the 
individual tests. Section 3 describes the construction and opera-
tion of the testing equipment. The results of example tests on an 
agricultural trailer are discussed in Section 4. Finally, a summary 
and the conclusions are presented in Section 5. 

The results of this work may be useful for institutions involved 
in vehicle type approval testing and, above all, for companies 
manufacturing trailers and towed agricultural machinery, the 
production of which requires components and parts from various 
domestic and foreign suppliers. Guaranteeing the desired quality 
of the final product requires the use of appropriate procedures and 
equipment on production lines for the diagnosis of individual 
systems and assemblies during product qualification tests. By 
applying the developed device to the production line of trailers and 
towed agricultural machinery, it is possible not only to achieve 
better product quality, but also to ensure the continuity of quality 
control processes, reduce errors and detect defects more quickly. 
Well-planned quality control ensures that the finished product 
meets strict quality standards and builds a positive brand image 
and customer confidence. Minimising the number of defective 
products also has a significant impact on reducing the cost of 
warranty service. The use of modern methods and diagnostic 
equipment enables the improvement of the achieved results of 
production activities, the effective use of the company's resources, 
as well as the involvement of all employees in the process of 
creating quality. 

 
 

2. TESTING PROGRAM, REQUIREMENTS AND CONDITIONS 

A testing programme was adopted on the basis of an analysis 
of the requirements, standards and regulations [6], [24], [3], [22] 
and included: 

− checking the tightness of the trailer's pneumatic braking 
system, 

− checking the working stroke of the brake, brake chambers or 
cylinders,  

− checking the response time of the braking system, and 

− checking the capacity of the compressed air reservoir.  
The first two tests for checking the quality of the installation 

and adjustment of important components of the pneumatic braking 
system (actuators, braking valves and force regulators) are used 
in basic qualification tests and in the preparation of vehicles for 
approval tests. The latter two tests are the basis for assessing the 
correctness of operation and component selection in approval 
tests, according to the requirements of Delegated Regulation 
2015/68 [6]. However, trailer manufacturers often conduct them as 
part of their qualification testing. 

2.1. Checking tightness of a braking system 

Requirements: According to the Polish standard PN-90/R-
36123 [22] and the industry standard BN-86/3611-03 [3], the 
tightness of an air-braking system should be such that, after dis-
connecting the supply line from the simulator (within 10 min), the 
pressure drop measured in the reservoir or the brake chamber is 
no greater than 2% of the initial pressure. 

Test conditions: 

− before disconnection, the pressure in the supply line should 
be 6.5+0.15 bar, 

− the supply line should be disconnected for automatic trailer 
braking, 

− the brake force regulator should be set to the position 
corresponding to the maximum load of the trailer, and 

− ambient temperature should be about 20°C. 
Due to the relatively long measurement times, faster and less 

restrictive tests are usually used in industrial settings. For exam-
ple, according to Wabco, a braking system is considered to have 
no leaks if the pressure does not drop by more than 0.2 bar within 
5 min [31]. 6.5 bar can be taken as the initial pressure. 

2.2. Checking the stroke of the brake actuator 

Requirements: According to Wabco [31], when the brakes are 
fully applied, the stroke of the brake actuators should be between 
1/2 and 2/3 of the rated stroke. In this regard, more precise regu-
lations are used in North America [21], where the brake adjust-
ment limit of the stroke is given for brake chambers of various 
types and sizes, including long stroke chambers [20]. These range 
from about 77-80% of the rated stroke.   

Test conditions [31]: 

− After applying the brakes, the stroke of the actuator should be 
measured (e.g. using a cable encoder) and the pressure 
measured in the brake chamber should be greater than 6 bar,  

− the initial pressure in the supply line should be between 7.0-
8.1 bar, and 
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− the initial pressure in the control line should be between 7.0-
8.0 bar. 
For the sake of simplicity, equal initial pressure settings can 

be assumed for both lines, e.g. 7+0.15 bar. 

2.3. Response time checking  

Requirements: During braking, the time elapsing between the 
moment when the pressure produced in the control line by the 
simulator reaches 0.65 bar (10% of 6.5 bar) and the moment 
when the pressure in the brake actuator of the towed vehicle 
reaches 75% of its asymptotic value, shall not exceed 0.4 s.  

The response time determined during testing is rounded to the 
nearest tenth of a second. If the number representing hundredths 
of a second is 5 or more, the reaction time is rounded to the next 
larger tenth. Thus, the allowed maximum value of reaction time is 
0.449 seconds. 

Test conditions: 

− During the test, the strokes of the brake actuators of all axles 
should be adjusted to correspond as closely as possible to the 
required values, 

− the pressure in the supply line before the test should be 
6.5+0.15 bar, 

− the brake force regulator should be set in a position 
corresponding to the maximum load capacity of the trailer, 

− the place of measuring the pressure in the trailer is the 
actuator furthest from the trailer emergency brake valve, 

− the control line is connected to a simulator that reproduces the 
reference pressure waveform during braking (the calibration of 
the simulator is described in the next section). 
In some countries, additional requirements are placed on the 

speed of air-braking systems. For example, in New Zealand, the 
trailer release time and the response time on the control line for 
braking of the next trailer are also checked [17]. The equipment 
developed by the authors also takes these options into account. 

2.4. Checking the capacity of the trailer tank  

Requirements: Air reservoirs (energy reservoirs) installed on 
towed vehicles should be such that, after eight full-stroke actua-
tions of the tractor's service braking system (simulator), the pres-
sure supplied to the actuators using it does not fall below a level 
equivalent to one-half of the figure obtained at the first brake 
application and without actuating either the automatic or the park-
ing braking system of the towed vehicle. 

Test conditions: 

− The pressure in the reservoirs at the beginning of the test 
should be 8.5 bar, 

− the supply line should be closed (preferably disconnected) so 
that the reservoirs shall not be replenished during the test; in 
addition, all energy storage devices for auxiliary equipment 
should be shut off,  

− at each brake application, the pressure in the control line shall 
be 7.5 bar, 

− brakes should be adjusted as accurately as possible during 
the test. 

 
 

3. DESIGN AND OPERATION OF THE DIAGNOSTIC DEVICE 

In developing the concept of the device, the following design 
assumptions and requirements were applied: 

− installation of a pneumatic system, electrical system, 
computer and measuring apparatus in the control cabinet, 

− supplying the simulator with compressed air from an external 
air preparation station with an operating pressure of more than 
9 bar, 

− the supply voltage of electrical and electronic components is 
24 V, 

− automatic control of parameters and the course of the 
diagnostic session of trailer braking systems, by opening or 
closing the appropriate solenoid valves in accordance with the 
algorithms in the computer program, 

− use of a measurement card for recording diagnostic 
parameters and actuation of electromagnetic valves by means 
of digital outputs (TTL) and voltage-current amplifiers, 

− the ability to generate and print the test report, 

− integration of the simulator software with other diagnostic 
equipment, including a roller dynamometer and also an 
instrument for testing the electrical system of a trailer.  
A block diagram of the device, which includes the pneumatic 

scheme of the simulator together with the dual-line braking system 
of the trailer under test, is shown in Fig. 1. The device’s design 
guidelines in Regulation 68/2015 [6] were used in its develop-
ment. 

The device consists of three basic modules: 
1. a tractor braking system simulator to supply and control the 

braking system of the trailer under test, 
2. a measurement and diagnostic system, including: 

− apparatus for measuring and recording the time waveforms of 
pressure in selected elements of the simulator and the trailer 
braking system, as well as measuring the displacement of the 
brake actuator piston (computer, control device with 
measurement card, PT pressure transducers, DL 
displacement transducer),  
and 

− a computer program for measurement acquisition, graphical 
presentation of results, system diagnosis and printing of test 
protocol, 

3. input-output adapter for powering the pressure transducers 
and converting voltage signals from the transducers to the 
measurement card. 
The simulator is supplied from the APS air preparation station 

through the SOV shut-off valve. A pressure reducing valve PRV is 
used to preset the pressure value in the simulator system (above 
9 bar). Accurately setting the pressure in compressed air reservoir 
R, with a capacity of 30 l, measured by sensor M and pressure 
transducer PT1, is achieved by opening the inlet or outlet of the 
reservoir via two-way two-position solenoid valves SV1 and SV2, 
which are normally closed (NZ). A two-way two-position solenoid 
valve, SV3, is normally closed (NZ) and is used to supply com-
pressed air to the trailer under test. A direct-acting, normally 
closed (NZ) three-way two-position solenoid valve, SV4, is used to 
apply the trailer's brakes during the response time test. The 
throughput of the O orifice determining the speed of the pressure 
signal from the simulator controlling the trailer brakes should be 
selected experimentally in the calibration process, using calibra-
tion reservoirs CR1 and CR2 with capacities of 385 ±5 cm3 and 
1155 ±15 cm3, respectively. During the diagnostic session, the CU 
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control device manages the actuation of the solenoid valves 
based on the signals generated from the digital outputs of the 
measurement card after amplification. 

 
Fig. 1. Diagram of the device for diagnosing two-line air brake systems of 

agricultural trailers and towed machines: APS - air preparation 
station; BA - brake actuator; CH – control coupling head; CR1 and 
CR2 - calibration reservoirs with volumes of 385± 5 cm3 and 1155 
±15 cm3, respectively (including its coupling head); CU – control 
unit; DT - displacement transducer (cable encoder); ERV – 
emergency relay valve; I/O Adapter - input-output adapter; L - line 
from orifice O up to and including its coupling head CH (having an 
inner volume of 385 ±5 cm3 under a pressure of 6.5 bar); M - 
manometer; O - calibrated orifice; PC – computer; PRN – printer; 
PRV - pressure reducing valve; PTi - ith pressure transducer; R - 
compressed air tank with a capacity of 30 litres; SH - supply 
coupling head; SOV - shut-off valve; SV1, SV2, and SV3 – 2/2 
electrovalves (NC); SV4 – direct-acting 3/2 electrovalve (NC); and 
TR - trailer reservoir 

Before measuring the response time, the device should be 
calibrated. The simulator should be adjusted by selecting nozzle 
O so that when a 385 ±5 cm3 CR1 reservoir is connected to it, the 
time required for the pressure to rise from 0.65 bar to 4.9 bar 
(10% and 75% of the rated pressure of 6.5 bar, respectively) is 
0.2 ±0.01 s. If a 1155 ±15 cm3 CR2 reservoir is inserted instead 
of the aforementioned tray, the time for the pressure to rise from 
0.65 bar to 4.9 bar without further adjustment should be 0.38 
±0.02 s. Between these two values, the pressure should increase 
approximately linearly. 

An integral part of the device's measurement and diagnostic 
system is the Windows-based computer programme ‘Simulator’. 
This programme allows the management of the diagnostic ses-
sion, the acquisition of measurement data and the printing of the 
test protocol. Either the mouse or the keyboard can be used to 
operate the programme's menus. The measurement system is 
based on voltage pressure and displacement transducers (0-10 V 
output voltage) and Advantech's PCI 1710L measurement card. 

The general algorithm of the program for the adopted test 
methodology is shown in Fig. 2. For each test, the control logic of 
individual solenoid valves in the simulator was analysed to 
achieve the required pressure in the air reservoir of the simulator 
and the braking system under test, as well as the control of the 
trailer braking system. Therefore, before the trailer braking system 
leakage test, valve SV1 and valve SV3 are opened, in order to fill 
the compressed air reservoirs (R of the simulator and TR of the 
trailer) to the required pressure level. The required value of the 
pressure in the R tank, measured by the PT1 transducer, is de-
termined by opening or closing valves SV1 and SV2. Valve SV3 is 

then closed and, after the trailer is disconnected from the simula-
tor, the pressure drop in the trailer tank (pressure transducer PT3) 
is recorded over the accepted time interval. The desired initial 
pressure level, the time of measurement, and the permissible 
value of the pressure drop, are then specified in the settings of the 
computer program, according to the adopted testing methodology. 

 
Fig. 2.   General algorithm of a computer programme for the diagnosis of   

braking systems of agricultural machinery and trailers 

The view of the ‘Measurement’ window of the ‘Simulator’ pro-
gram, for managing the course of the diagnostic session, is shown 
in Fig. 3. 

 
Fig. 3. ‘Measurement’ window of the ‘Simulator’ program when checking 

air tank capacity (in Polish) 

4. SAMPLE TEST RESULTS 

The tests were carried out under laboratory conditions at the 
Vehicle Pneumatic Systems Research Laboratory of the Faculty 
of Mechanical Engineering of Bialystok University of Technology. 
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A model of a dual-line braking system, built from components from 
a T-654 single-axle trailer from Pronar [12], was used for the tests. 
The pneumatic circuit and a view of the trailer's braking system 
connected to the diagnostic device are shown in Fig. 4. The tests 
included tightness checking, measuring response time and check-
ing the capacity of the trailer's air reservoir after adjusting the 
stroke of the brake actuator. A device on the laboratory equipment 
was used for the tests. In addition, comparative response time 
tests were carried out using a device operating on the production 
line of one of the domestic manufacturers of agricultural trailers. 
Their purpose was to evaluate the repeatability and comparability 
of response time measurements made on different devices but for 
the same braking system. 

 
Fig. 4. Diagram and view of the dual-line trailer pneumatic system: SH - 

supply coupling head; CH - control coupling head; LF - line filter; 
ERV - emergency relay valve combined with a manual brake force 
regulator; TR - 20 dm3 air reservoir; BA - type 20LS brake chamber 

The results of the tightness test are shown in Fig. 5. The rec-
orded pressure drop pt of 0.051 bar in the trailer reservoir over a 
period of 10 min is within the permissible limits (dashed lines), 
which proves that the tested braking system is sufficiently tight. 
Wabco's requirements are also met, as the drop over 5 minutes 
was 0.041 bar and did not exceed the permissible value of 0.2 bar 
[31] 

 
Fig. 5.   The course of the pressure pt in the trailer reservoir during the  

tightness test of the braking system 

Examples of the time waveforms of control pressure pc in the 
simulator, pressure ps in the simulator reservoir, pressure pt in the 
trailer reservoir, pressure pa in the brake chamber and the stroke 
L of the actuator rod during the checking of braking system speed 
operations are shown in Fig. 6. 

 
Fig. 6.  The course of measured quantities during the response time test: 

pc - pressure of the simulator control; ps - pressure in the 
simulator reservoir; pt - pressure in the trailer reservoir; pa - 
pressure in the brake chamber; L – stroke of the actuator 

The results of 15 test trailer response time measurements, de-
termined using two simulators, are summarised in Table 1. 

Tab. 1.  Results of response time tr [s] of the braking system of the tested 
trailer 

No. 
Bialystok University 

of Technology 
simulator 

Industrial 
simulator 

1 0.282 0.282 

2 0.281 0.280 

3 0.280 0.281 

4 0.281 0.280 

5 0.280 0.280 

6 0.279 0.280 

7 0.280 0.280 

8 0.279 0.280 

9 0.279 0.281 

10 0.282 0.281 

11 0.280 0.281 

12 0.279 0.280 

13 0.280 0.281 

14 0.280 0.282 

15 0.281 0.280 

Mean 0.2802±0.0008 0.2806±0.0006 

Test name Normality/p-value test results 

SDA 

DLM 

DH 

G 

H0/ 0.3756 

H0/0.5722/0.8409 

 H0/0.5855 

H0/0.7342 

 H0/0.1406  

H0/0.0650/0.2546 

 H0/0.1037 

H0/0.0648 

Result of the test 
Welch/p-value 

 

H0/0.2278 

 

Result of the test 
MWW/p-value 

 

H0/0.2065 

 

Response time [6]  0.3 0.3 

The normality of the distribution at the significance level 
α=0.01 was checked using tests applied to small sample sizes: 
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the D'Agostino SDA skewness test (n>8) [8], the Desgagné and 
Lafaye de Micheaux DLM test (n>9) [9], the Doornik-Hansen DH 
test (n>7) [10], and the Geary G test (n>11) [7]. The probability 
values p associated with the distributions of the individual test 
results are summarised in Table 1. All of the tests confirmed the 
assumption of a normal distribution for both measured response 
times (p>α).  

Both the Welch's t-test (for populations with a normal distribu-
tion and unknown variances) [34], [16] and the non-parametric 
Mann Whitney U-test, also known as the Mann-Whitney-Wilcoxon 
(MWW) test [16], [18], were used to test the statistical significance 
of the differences in the mean response time values measured on 
the two simulators. For both tests, the values of the test statistics 
(t and U), their critical values, and associated probability p-values 
were determined and then compared with a significance level of 
α=0.01. If p> α, it was assumed that there was no reason to reject 
the zero hypothesis H0 about the equality of means. If p≤ α, the 
alternative hypothesis H1 about the significance of differences 
between the means of the response times was accepted. Table 1 
shows the results of the p-values and test results. Statistical cal-
culations were performed in the Matlab programming environment 
and a ready-made m-file mwwtest [5] was used to calculate the 
MWW test. 

The difference between the mean response time values 
measured by the two different devices, built upon the same con-
cept, using the same critical components (valves),and was only 
0.0004 s. In practice, this means that the response time of the air 
braking system of a given trailer, as measured by these devices, 
can be considered to be almost identical. 

Examples of the time waveforms of the control pressure pc of 
the simulator, the pressure ps in the simulator reservoir, the pres-
sure pt in the trailer reservoir, and the stroke L of the actuator, 
when checking the capacity of the trailer reservoir, are shown in 
Fig. 7. 

 
Fig. 7.   The course of measured quantities during checking of the 

capacity of the air reservoir: pc - control pressure of the 
simulator; ps - pressures in the simulator reservoir; pt - 
pressures in the trailer reservoir; and L - stroke of the actuator 

Based on the recorded pressure pt in the trailer reservoir, the 
pressure pt1=7.76 bar after the first braking and pressure pt8=4.09 
bar after the eighth braking, were determined. The test results 
prove the correctness of the selection of the trailer’s compressed 
air reservoir capacity (pt8>0.5pt1). 

 
 

5. SUMMARY AND CONCLUSIONS 

The programme of stationary air brake system testing de-
scribed in this paper covers the most important aspects of diag-
nosing trailers and towed agricultural machinery for approval 
testing. The adopted procedures for individual diagnostic tests 
(requirements and test conditions) are in accordance with the 
requirements for testing the brakes of agricultural vehicles given in 
Delegated Regulation 2015/68 [6].  

The methodology presented for diagnosing the braking sys-
tem can be used, in whole or in part, for production conformity 
assessment, qualification testing and the quality control of trailers 
and other towed agricultural machinery on production lines.   

The device developed by the authors to perform stationary 
tests (leakage, response time and air reservoir capacity) has the 
ability to operate automatically and generate test reports. This 
reduces the number of errors resulting from manual testing and 
increases the efficiency of the testing process. Another advantage 
is the possibility of co-operating with the roller tester in order to 
check the braking efficiency and to draw up the braking character-
istics of a towed vehicle.  

Based on the testing of the braking system of a single-axle 
trailer, the following conclusions can be made: 

1) The measured pressure drop in the reservoir of 0.051 bar in 
10 min did not exceed 2% of the initial pressure value of 6.45 bar; 
the pressure drop of 0.041 bar in 5 min did not exceed the value 
of 0.2 bar allowed by Wabco [31], which indicates that the system 
is sufficiently tight. 

2) The response time of the trailer braking system of 0.3 s, af-
ter rounding, was less than the 0.4 s allowed. 

3) The drop in trailer reservoir pressure after the eighth brak-
ing of 4.09 bar was greater than half the pressure value after the 
first braking of 3.88 bar, indicating sufficient trailer reservoir ca-
pacity. 

4) The average response time of the braking system of the 
tested trailer, determined from 15 measurements using two simu-
lators, differed by only 0.0004 s. 

5) The results of Welch's t-test and the Mann-Whitney-
Wilcoxon test showed that there was no basis for rejecting the null 
hypothesis H0 for the equality of the mean reaction time values 
measured on the two simulators.   

Therefore, the tested trailer meets the requirements of Regu-
lation 2015/68 [6] and other regulations and recommendations. 
Positive test results help to build manufacturer and users confi-
dence in the safety and performance of the braking system, 
demonstrate high manufacturing standards, enhance the compa-
ny's image and reputation with contractors and users. 

The simulators used for the study, built according to the same 
concept and using the same key components (valves), are char-
acterized by high accuracy and repeatability of measurements. 
The test results confirmed the suitability of the developed meth-
odology for type approval testing and quality control of air brake 
systems of trailers and towed agricultural machinery. 
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Abstract: The article concerns the possibility of carrying out an optimization process of the extending the life of a brush tool which is use 
during the process of removing burrs and rounding edges. The work focused on the influence of selected parameters on the wear time of 
tools. A number of tests were carried out to optimize the selection of parameters in terms of tool life, while maintaining the proper quality of 
the manufactured products, which translates into their reliability. As part of the work carried out, an optimal set of parameters was prepared 
to extend the tool's operational time. These parameters are the rotational speed of 1400 rpm and the external diameter of the tool of 200 
mm. Thanks to the use of new parameters of the brushing process, the tool's operational time was extended by about 67%.The work car-
ried out, after verification as part of large-scale production, led to a reduction in the consumption of tools, which had a positive impact on 
the improvement of the company's financial result (reduction of cost per part) and also contributed to the reduction of the carbon footprint. 
The work indicates further areas for development. 

Key words: edge deburring, optimization, processing, measurement, operation, automation 

1. INTRODUCTION 

Manufacturing companies, especially those operating in the 
aviation industry, aim to ensure the proper quality of their prod-
ucts, which then translated into the reliability of the manufactured 
devices. These requirements have a direct impact on the perfor-
mance, safety and operational life of the aircraft. Due to the in-
creased performance of currently produced engines, compared to 
the designs from the last century, with simultaneous actions 
aimed at reducing the weight of all aircraft components, the re-
quirements related to guaranteeing appropriate material and 
drawing properties, were increased [1-5]. 

The second, equally important goal is to strive to maximize 
profits by reducing all types of costs related to the production of 
parts. Taking into account the economic situation and economic 
conditions ("Ready for 55"), companies operating in the aviation 
industry set one of their main goals to reduce unit costs to in-
crease competitiveness compared to other manufacturers operat-
ing in a similar production area. This goal is achieved by reducing 
the demand for electricity, reducing tools used in the production 
process, and reducing the number of man-hours devoted to the 
production of components. One of the possibilities to improve 
financial results by reducing production costs, as well as ensuring 
appropriate technological possibilities and repeatability, is the 
automation of individual production stages [6-14]. 

One of the possibilities to improve the economic results of the 
plant by reducing unit costs directly related to production, as well 
as ensuring appropriate technological capabilities and repeatabil-
ity, is the automation of individual stages of production processes. 

The introduction of robotization and automation of individual pro-
duction operations, further enables objective optimization of indi-
vidual production operations by eliminating the subjective feelings 
of individual operators from the optimization procedures. The 
introduction of automation and robotization also improves working 
conditions by eliminating the risk of injuries to employees as well 
as limiting the impact of harmful factors such as noise and dust on 
employees [15-19]. In a broader perspective, it also enables the 
impartial conduct of research plans aimed at establishing a set of 
technological parameters ensuring, on the one hand, minimization 
of costs (minimization of tool wear), as well as sustaining the level 
of quality of manufactured products necessary for the aviation 
industry. Therefore, before starting the work described in this 
publication, a fully automated workstation was introduced, ena-
bling the brushing process to be carried out in fully repeatable 
conditions. 

In line with the above trend, research work was undertaken to 
optimize the brushing process by modifying selected parameters 
of the production process in order to reduce tool wear (extend tool 
life). The above-mentioned works are of key importance due to 
the company's goals, because while maintaining the current quali-
ty standard, they will allow for reducing operating costs and, as a 
result, reduce the carbon footprint. In the work carried out so far 
[20] related to the brushing process, it was observed that chang-
ing the parameters of the technological process, such as rotation-
al speed or engagement depth, translates directly into the level of 
mutual interaction moments between the tool and the processed 
detail. Due to the complexity of the deburring process and the 
need to find an optimum guaranteeing the most effective use of 
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the tool, it was decided to carry out a number of experiments 
aimed at determining the local minimum in relation to the "con-
sumption" of the tool during the process. For this purpose, it was 
decided to carry out a number of experiments based on a two-
level static determined plan. This means that the selected process 
parameters will be set on two extreme positions corresponding to 
the minimum and maximum values of the selected parameter. The 
planned research aims to determine the impact of individual 
brushing parameters on the final thickness of the bristles from 
which the tool is made. The final result of the experiment will be 
an equation describing the degree of tool wear depending on the 
selected values of individual parameters, which will make it possi-
ble, using analytical methods, to determine the local minimum 
corresponding to the longest operating time of the brush used for 
deburring. Then, the set of technological parameters prepared in 
this way will be tested in large-scale production to confirm the 
correctness of the work carried out. 

2. DESCRIPTION OF THE PROBLEM 

The proper implementation of the brushing process of the de-
vice's components is directly related to the quality of the finished 
product and safety during assembly. The basic purpose of the 
brushing process is to remove all types of burrs created at earlier 
stages of the production process [21-24]. This will enable the 
proper assembly of individual engine components and will also 
contribute to reducing the risks faced by the employee during the 
assembly process. From the point of view of the reliability and 
durability of the components of a modern jet engine, the key factor 
is the requirement to ensure the desired value of the edge radius. 
This radius is directly related to the local stress level, which trans-
lates into the life of the parts and the entire device (engine, air-
craft). 

With reference to the work related to the introduction of indus-
trial robots to machining operations, many research works have 
been created [25-32]. These studies indicates to many ad-
vantages of introducing robotization in the form of increased 
repeatability and contributing to the reduction of product manufac-
turing costs. Industrial robots are successfully used for deburring, 
milling, deburring of thin-walled elements, grinding and polishing, 
and in measurement control of required places [33-39]. 

Thanks to the automation of the brushing process, the repeat-
ability of the process was increased, it was possible to control the 
mutual impact of the processed detail and the tool, and it also led 
to a significant improvement in working conditions by reducing 
exposure to noise, dust and other harmful factors [20, 40, 41]. 

3. PROPOSED SOLUTION 

In order to obtain unequivocal and objective optimization re-
sults, it was decided to carry out a number of tests. The purpose 
of the tests is to obtain a mathematical description of the rate of 
brush wear (bristle abrasion) depending on the selected process 
parameters. Such action will make it possible, using mathematical 
analysis methods, to find local minimums allowing for a reduction 
in the number of tools used and, consequently, will reduce the unit 
cost of manufactured components. Before carrying out the tests, it 
was decided to analyze possible process parameters that impact 
on the level of interaction between the tool (brush) and the detail. 

The influence of the rotational speed and the depth of penetration 
of the workpiece into the tool was examined in [20]. 
Performed research clearly shows that: 

− A double increase in the brush rotation speed translates into a 
linear increase in torque. The obtained results confirm that the 
above relationship is correct for various rotational speeds; 

− The increase in the depth of the detail in relation to the disc 
translates into a non-linear increase in torque. The observed 
effect is much smaller for higher rotational speeds. 
Therefore, it was decided that the rotational speed and the 

depth of engagement of the detail to the tool would be used in 
further work. 

 
Fig. 1.   Work station (1 - industrial manipulator, 2 - rotary table, 3 -  

workpiece gripper, 4 - workpiece magazine, 5 - tool holder) 

The workstation used for the edge deburring process is shown 
schematically (Fig. 1). The station includes an industrial manipula-
tor used to fasten processed details on a rotary table, after previ-
ously taking parts from the warehouse. In order to improve the 
operation of the station, it was equipped with a gripper ware-
house. The last components of the workstation are the columns 
serving as handles and drives for the brushes used in the pro-
cess. The entire area of the workstation is fenced with special 
barriers designed to ensure an appropriate level of safety for 
employees. Due to the assumed capacity of the workstation, it 
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was decided not to consider the possibility of modifying the oper-
ating time allocated to the deburring procedure. From the point of 
view of cost reduction, extending the operation time would not 
have a beneficial effect on reducing the overall process costs. On 
the other hand, the time allocated for the analyzed operation has 
been optimized in terms of production cycle and does not require 
any further modifications from the company point of view. 

One of the parameters of the technological process may also 
be the resistive moment of the tool generated during operation 
(due to the friction occurring between the rotating tool brought into 
contact with the workpiece). For the workstation presented (Fig. 
1), the resistive torque is determined based on the current con-
sumption of individual servo drives. It was considered to link the 
above-mentioned brush resistance torque with the bristle abrasion 
rate. In large-scale production conditions, a number of different 
parts are brushed at the workstation, which differ in size and thus 
affect the analyzed parameter. Therefore, it was decided to elimi-
nate this parameter in further considerations. Also, the variation 
associated with the different number of burrs to be removed on 
individual parts affects the variability of the resistive torque. As a 
consequence, this makes it impossible to optimize tool consump-
tion depending on the parameter in question. In order to illustrate 
the presented situation, the results of the registered resistance 
torque for individual production pieces are presented. 

 
Fig. 2. Tool torque in relations with numer of brushed parts 

In order to confirm the observations, it was decided to carry 
out four tests. Based on the graphical presentation of the results 
(Fig. 2), it was concluded that the resistive torque changes chaoti-
cally, regardless of tool wear.  

Based on experience related to large-scale production, it was 
decided to use a brush-type tool in all optimization works (Fig. 3). 

 
Fig. 3. A brush-type tool used in the production process 

The basic technical parameters of the tool (Fig. 3) include an 
external diameter of 200 mm, a bristle length of 35 mm (measured 
along the radius) and a bristle thickness of approximately 1.1 mm. 
The material from which the bristles are made is silicon carbide 
(SiC), known under the trade name ABRALON612. The brush 
disc is made of structural steel. 

In order to obtain an equation characterizing the tool wear 
process, it was decided to conduct an experiment based on a two-
level static determined plan (Fig. 4). 

 
Fig. 4.   Implementation scheme of experiment (3 input factors on 2 

levels) [42] 

A test plan was used without taking into account the effects of 
interactions between the analyzed parameters. To systematize 
the tests, a planning matrix was prepared in Table 1. Due to the 
complexity of the movements of the tool and the processed detail, 
it was impossible to present a single value defining the depth of 
penetration of the detail into the tool. Initially, this value was se-
lected empirically based on the obtained process results (the 
value of the edge radius and the quantity of burr removal, average 
depth of approximately 4 mm, maximum of approximately 10 mm).  

Therefore, it was decided to control the brush diameter pa-
rameter, which translated into shifting each point from the trajecto-
ry of mutual movements by a specific value. Therefore, the value 
of 198 mm from Table 1 should be interpreted as an increase in 
the engagement by 1 mm. 

Tab. 1. Test matrix, columns X1, X2, X3 define the top level ("+") and 
bottom level ("-") of selected process parameters 

Test 
number 

X1 X2 X3 
Rotationa

i speed 
rpm 

Engagement 
as brush 

diameter mm 

Number of 
brushed 

parts 

1 + + + 2000 200 60 

2 + + - 2000 200 30 

3 + - + 2000 198 60 

4 + - - 2000 198 30 

5 - + + 1400 200 60 

6 - + - 1400 200 30 

7 - - + 1400 198 60 

8 - - - 1400 198 30 

Planned test in the test matrix were performed randomly. The 
capacity of the test stand made it possible to conduct a test con-
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sisting of 12 repetitions at the same time to eliminate the influence 
of randomness. 

4. TEST RESULTS 

Analysis of the tool wear in large-scale production conditions, 
it was observed that the bristles wear out at a maximum distance 
of approximately 8 mm, measured from the outer edge of the 
brush (Fig. 5). It was observed that the bristles were worn – a 
reduction in thickness in the circumferential direction of the brush. 
No wear of the bristles was observed in the axial direction of the 
tool. 

 
Fig. 5. The depth to which the brush tool was wear 

It was decided to adopt the assumption of measuring the bris-
tle thickness at a distance of approximately 4 mm from the maxi-
mum diameter of the brush (Fig. 6). Measurements were taken 
using a caliper. 

 
Fig. 6. Place of measurement of bristle thickness after the test 

The results of the measured bristle thickness according to the 
presented schema are presented in Table 2. 

Tab. 2. Test results – measured bristle thickness 

Test 

number 
y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 �̅� 

1 0.64 0.55 0.55 0.63 0.73 0.64 0.59 0.51 0.41 0.41 0.55 0.56 0.56 

2 0.9 0.6 0.83 0.48 0.66 0.74 0.73 0.64 0.43 0.95 0.86 0.86 0.72 

3 0.6 0.52 0.62 0.53 0.53 0.54 0.53 0.58 0.55 0.55 0.6 0.54 0.56 

4 0.57 0.48 0.46 0.75 0.6 0.55 0.61 0.69 0.66 0.55 0.62 0.7 0.60 

5 0.4 0.54 0.42 0.64 0.64 0.69 0.76 0.8 0.7 0.82 0.74 0.85 0.67 

6 0.8 0.92 0.75 0.69 0.83 0.8 0.62 0.5 0.62 0.45 0.7 0.65 0.69 

7 0.47 0.67 0.3 0.45 0.46 0.4 0.36 0.4 0.38 0.35 0.56 0.5 0.44 

8 0.3 0.4 0.55 0.59 0.3 0.63 0.53 0.56 0.64 0.77 0.89 0.49 0.55 

where: 𝑦𝑛 – bristle thickness in the n-th measurement,  

�̅� – average value 

In order to obtain mathematical equation following calculations 
have to be made: 

Calculation of the unit of variability: 

− For rotational speed: 

∆𝑥1 =
𝑟𝑚𝑎𝑥−𝑟𝑚𝑖𝑛

2
=

2000−1400

2
= 300 𝑟𝑝𝑚    (1) 

− For brush diameter: 

∆𝑥2 =
𝑑𝑚𝑎𝑥−𝑑𝑚𝑖𝑛

2
=

200−198

2
= 1 𝑚𝑚     (2) 

− For number of brushed parts: 

∆𝑥3 =
𝑞𝑚𝑎𝑥−𝑞𝑚𝑖𝑛

2
=

60−30

2
= 15 𝑝𝑐𝑠     (3) 

Calculations of the central values for inputs: 

− For rotational speed: 

𝑥10 =
𝑟𝑚𝑎𝑥+𝑟𝑚𝑖𝑛

2
=

2000+1400

2
= 1700 𝑟𝑝𝑚   (4) 

− For brush diameter: 

𝑥20 =
𝑑𝑚𝑎𝑥+𝑑𝑚𝑖𝑛

2
=

200+198

2
= 199 𝑚𝑚     (5) 

− For number of brushed parts: 

𝑥30 =
𝑞𝑚𝑎𝑥+𝑞𝑚𝑖𝑛

2
=

60+30

2
= 45 𝑝𝑐𝑠     (6) 

Coding of inputs: 

− For rotational speed: 

𝑥1 =
�̂�1−�̂�10

∆�̂�1
=

𝑟−1700

300
     (7) 

− For brush diameter: 

𝑥2 =
�̂�2−�̂�20

∆�̂�2
=

𝑑−199

1
     (8) 

− For number of brushed parts: 

𝑥3 =
�̂�3−�̂�30

∆�̂�3
=

𝑞−45

15
    (9) 

Calculation of the coefficients of the regression equation: 
The variance of the measurement error was calculated based 

on the following formula: 

𝑆2(𝑦)𝑖 =
∑ (𝑦𝑢𝑖−�̅�𝑖)2𝑗

𝑖=1

𝑗−1
      (10) 

Values for performed tests are presented in Table 3. 

Tab. 3. Error variance for individual trials 

Test number S2 

1 0.0079 

2 0.0253 

3 0.0010 

4 0.0070 

5 0.0200 

6 0.0171 

7 0.0094 

8 0.0276 



DOI 10.2478/ama-2025-0008                                                                                                                                                          acta mechanica et automatica, vol.19 no.1 (2025) 
 

65 

The coefficients of the regression equation are as follows: 

𝑏0 =
1

𝑁
∑ 𝑥0𝑖𝑦𝑖

2 = 0.600
𝑗
𝑖=1     (11) 

𝑏1 =
1

𝑁
∑ 𝑥1𝑖𝑦𝑖

2 = 0.011
𝑗
𝑖=1       (12) 

𝑏2 =
1

𝑁
∑ 𝑥2𝑖𝑦𝑖

2 = 0.061
𝑗
𝑖=1    (13) 

𝑏3 =
1

𝑁
∑ 𝑥3𝑖𝑦𝑖

2 = −0.043
𝑗
𝑖=1    (14) 

Assessment of the repeatability of the experiment conditions: 

− Calculation of the G coefficient value: 

𝐺 =
𝑆2(𝑦)𝑖 𝑚𝑎𝑥

∑ 𝑆2(𝑦)𝑖 
𝑛
𝑖=1

= 0.151     (15) 

− Calculation of the number of degrees of freedom: 

𝑓1 = 𝑁 = 8      (16) 

𝑓2 = 𝑟 − 1 = 11    (17) 

− Determination of the critical value of the G coefficient of the 
Cochran statistic: 
Critical values of the Cochran G statistic (α=0.05). Values 

read from position [42]. 

𝐺𝑘𝑟 = 𝐺(𝛼;𝑓1;𝑓2) = 0.2364     (18) 

Because the following condition is met: 

𝐺 < 𝐺𝑘𝑟      (19) 

The experiments were conducted with satisfactory repeatabil-
ity. 

Checking the significance of regression coefficients: 

− Calculation of variations in measurement errors: 

𝑆2(𝑦) =
1

𝑁
∑ 𝑆2(𝑦)𝑖 = 0.014𝑁

𝑖=1       (20) 

− Determining the number of degrees of freedom: 

𝑓 = 𝑁(𝑟 − 1) = 88       (21) 

Determination of the critical value of the t coefficient. Value 
read from position [42]. 

𝑡𝑘𝑟 = 𝑡(𝛼;𝑓) = 1.99     (22) 

𝑏𝑘𝑟 = 𝑡(𝛼;𝑓)√
𝑆2(𝑦)

𝑁𝑟
= 0.024    (23) 

Hence: 

|𝑏0| > 𝑏𝑘𝑟 so the coefficient is considered as significant   (24) 

|𝑏1| < 𝑏𝑘𝑟 so the coefficient is considered as not significant 
   (25) 

|𝑏2| > 𝑏𝑘𝑟 so the coefficient is considered as significant    (26) 

|𝑏3| > 𝑏𝑘𝑟 so the coefficient is considered as significant   (27) 

After eliminating the insignificant term, the regression equation 
takes the following form: 

𝑦 = 0.600 + 0.061𝑥2 − 0.043𝑥3      (28) 

Assessment of the adequacy of the regression equation: 

− Calculation of adequacy variance: 

𝑆𝑎𝑑
2 (𝑦) =  

𝑟 ∑ (�̂�𝑖−�̅�𝑖)2𝑁
𝑖=1

𝑁−𝑘−1
= 0.033        (29) 

− Determination of calculation value for F coefficient: 

 𝐹 =
𝑆𝑎𝑑

2 (𝑦)

𝑆2(𝑦)
= 2.278    (30) 

− Calulation of numer of degrees of freedmon for numerator: 

𝑓1 = 𝑁 − 𝑘 − 1 = 5    (31) 

− Calulation of numer of degrees of freedmon for denominator: 

𝑓𝑚 = 𝑓2 = 𝑁(𝑟 − 1) = 88    (32) 

Critical values of F test Fischera-Snedecora (α=0.05). Values 
read from position [42]. 

− Calculation of critical value of F test coefficient: 

𝐹𝑘𝑟 = 𝐹(𝛼,𝑓1,𝑓𝑚) = 2.33     (33) 

Since the relationship 𝐹 < 𝐹𝑘𝑟 is met, the obtained regres-
sion equation is considered adequate. 

Decoding the regression equation by substituting equations 
(8) and (9) into formula (28): 

𝑦 = 0.061458 𝑑 − 0.00288 𝑞 − 11.5       (34) 

where: y – bristle thickness, d – brush outer diameter, q – quanti-
ty of brushed parts. 

In order to maintain the appropriate quality of the manufac-
tured products, it was decided to control the results of the brush-
ing process both visually (visual inspection of the absence of burrs 
after brushing). The results, such as the removal of all burrs, 
prove that the process was carried out correctly. The condition of 
the parts before and after the brushing process is shown in Fig. 7. 

 
Fig. 7.   Typical parts condition before (left side) and after (right side) of 

brushing process 

The second control parameter analyzed to determine the cor-
rectness of the brushing process is the edge radius. A profilo-
graph is used to measure the mentioned radius. For all tests with 
different process parameters, selected edges were measured (the 
measurement points were selected based on experience). The 
location of measurement points in the area of the blade lock is 
shown schematically in Fig. 8. 
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Fig. 8.  Location of control points – blade lock 

The values of the edge break radius, measured for all tests, 
are in Table 4. 

Tab. 4.  Results of the tests - the radius of edge break in chosen 
locations of the detail 

Test number Measured value of Edge break, mm 

- A B C D E F 

1 0.16 0.11 0.17 0.16 0.31 0.29 

2 0.15 0.10 0.13 0.15 0.34 0.36 

3 0.18 0.19 0.17 0.14 0.25 0.27 

4 0.27 0.16 0.19 0.19 0.33 0.3 

5 0.17 0.12 0.18 0.14 0.24 0.27 

6 0.13 0.11 0.13 0.13 0.29 0.25 

7 0.13 0.12 0.15 0.13 0.30 0.30 

8 0.14 0.10 0.20 0.13 0.32 0.35 

The test results are presented in Fig. 9 in the form of a histo-
gram. 

 
Fig. 9. Results of test- histogram 

The break radius values obtained in the tests, ranging from 
0.10 to 0.40 mm, are considered as satisfactory from the point of 
view of the operational requirements of brushed details. In order 
to confirm the obtained mathematical model, it was decided to 

carry out large-series tests. The tests used process parameters 
prepared based on the obtained mathematical model of the tool 
wear rate. 

5. DISCUSSION OF THE RESULTS 

The carried out optimization procedure made it possible to 
mathematically describe the nature of brush wear depending on 
the selected parameters of the brushing process. As a result of 
the mathematical operations performed, information was obtained 
about which of the selected process parameters significantly 
affect the wear time of the tools life (outer diameter of the brush, 
number of processed details), and which of them can be neglect-
ed (rotational speed). Importantly, from the point of view of the 
quality of the manufactured parts, in the entire analyzed range of 
selected process parameters, i.e. for brush diameters in the range 
of 198 to 200 mm, rotational speeds of 1,400 to 2,000 rpm, the 
brushing process fully guaranteed the correct removal of burrs 
and proper edge break radius. 

In order to visualize the data collected during all test trials, it 
was decided to prepare a chart (Fig. 10) illustrating the rate of tool 
wear depending on the rotational speed and feed (brush diame-
ter). 

 
Fig. 10.  Bristle thickness depending on selected parameters after 

deburring operation for 30 and 60 pieces 

The graph clearly shows that the bristles were worn out the 
least, both after 30 and 60 pieces, in the case of the following 
combination of parameters: rotational speed of 1400 rpm and 
brush diameter of 200 mm. From the other hand, the worst values 
were achieved for the following combination of analyzed parame-
ters: rotational speed 1400 rpm, brush diameter 198 mm. 

In turn, the graphical representation in Fig. 11 of the obtained 
equation is as follows: 

𝑡 = 0.061458 𝑥 𝑑 − 0.00288 𝑥 𝑞 − 11.5    (35) 

Based on the prepared charts and analysis of data collected 
during experiments, it was decided to recommend the following 
combination of process parameters for further testing: 

− tool rotation speed 1400 rpm; 

− external diameter of the tool 200 mm. 
The estimated life of the brush has been extended, from the 

initial value of approximately 60 pieces to a value of 120 pieces 
(an increase of 100%). 
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Fig. 11. Graphical presentation of equation (35) (t – bristle thickness mm, 

d – brush diameter mm, q – number of processed parts) 

Based on the test results in large-scale production, it was con-
firmed that the prepared set of parameters allowed for a signifi-
cant extension of the tool's use time. It turned out that after tests 
lasting several days, the actual life of the brush is not 120, as the 
analysis might suggest, but 100 pieces. The difference between 
the theoretical and actual life expectancy of the brush (expressed 
in the number of pieces successfully processed) can be explained 
by the different amount of burr to be removed between individual 
pieces (natural variation in the production process), as well as the 
difference in the component on which the tests were carried out 
(tests used for developing a mathematical description of the brush 
wear rate was carried out using one type of part, while tests con-
firming the effectiveness of the introduced changes were carried 
out in production conditions, where individual components differed 
in size). The increase in the life expectancy of the brush from the 
initial value of 60 pieces to 100 pieces per tool should be consid-
ered a satisfactory value. 

There are a number of studies in which the authors dealt with 
the selection of optimal parameters of the technological process 
for the simultaneous extension of the tool operating time and the 
quality of the obtained details. The authors of the study [43] 
worked on extending the tool operating time depending on the 
input parameters. Modification of a number of parameters had a 
different impact on the length of tool use. Some of the parameters 
were characterized by a linear translation, and some by a non-
linear translation on the length of tool use. The result itself in the 
form of the number of minutes varied from about 90 to over 670 
minutes, depending on the selected set of parameters. In turn, in 
the study [44], the author selects the parameters of the technolog-
ical process in order to both extend the tool life and reduce the 
consumption of electric energy. Similarly to the authors of the 
study [43], he obtains both linear and non-linear relationships 
between the parameters of the technological process and the tool 
life. The final set of proposed parameters translates into an exten-
sion of the tool life by about 20%. As can be seen in the cited 
studies, different researchers dealt with similar topics and ob-
tained similar results, i.e. their nature and results do not differ 
significantly from the observed regularities for the case under 
consideration. 

6. CONCLUSIONS 

Based on the experiments carried out to define the mathemat-
ical description of the tool wear rate, the following conclusions can 
be drawn: 

− the rotational speed of the brush is a parameter irrelevant 
from the point of view of the abrasion rate of the brush bris-
tles; 

− the values of the tool diameter and the number of processed 
pieces have a significant impact on the rate of bristle abrasion; 

− for the analyzed process and the associated pair of materials 
(both the tool and the workpiece), the brush wear process can 
be described by the following equation (35); 

− all configurations of modified parameters enabled the debur-
ring process to be carried out correctly, i.e. by removing all the 
burr present on the parts and guaranteeing the edge debur-
ring radius in the range from 0.10 to 0.36 mm, which should 
be considered a correct value from the point of view of 
strength; 

− modification of technological process parameters made it 
possible to extend the tool life by approximately 67%, which 
allowed to reduce the unit cost of manufactured details by 
PLN 0.75/piece in large-scale production conditions; 

− the work carried out to optimize the parameters of the debur-
ring process, thanks to reducing the number of tools used, al-
so led to a reduction of the carbon footprint left by the produc-
tion plant. 
The work carried out on the optimization of the brushing pro-

cess sheds new light on the approach to cost optimization, espe-
cially in large-scale production. It turns out that a small change in 
the parameters of the technological process leads to significant 
savings and has a positive impact on the natural environment. 
Optimization of production processes not only through robotization 
and automation, but also in the form of selecting technological 
parameters leading to the extension of the operational time of 
tools (while maintaining an appropriate level of quality) should be 
a natural stage in the maturation of production processes. 

As part of further work aimed at optimizing the brushing pro-
cess, attention can be paid to verifying the selected brush materi-
al. So far, this area has not been verified empirically. Also, exper-
iments related to bristle thickness may lead to a reduction in unit 
costs. 
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Abstract: Spacer fabrics are 3D technical textiles, consisting of two parallel textile layers, which are connected by a series of monof ils.  
In many industrial applications, such as the deployment as a distance holder, the compression properties of spacer fabrics play a crucial 
role. The article experimentally investigates the potential of influencing these compression properties by the incorporation of parallel seams 
into the fabric. Moreover, an efficient simulation-based finite-element approach is presented, that allows the a-priori estimation of effective 
compression resistance. For this purpose, a dimension reduction approach is employed, that reduces the arising highly complex  
multi-contact problems to simulations on the yarn and monofil centerlines. Input for the simulation are known mechanical properties   
of the yarns and the general lapping plan of the spacer fabric. The proposed model is applicable to the linear compression regime, i.e.,  
before buckling and large bending arises. As a proof-of-concept, the compression experiment for a plane, circular punch on the spacer  
fabric with and without added seams is simulated and afterwards validated by experiments. The good agreement of the attained  
compression curves demonstrates the applicability of the numerical approach 

Key words: spacer fabrics, seams, contact problems, dimension reduction 

1. INTRODUCTION 

Spacer fabrics offer a unique combination of properties suita-
ble for various applications. They are typically composed of three 
layers (Figure 1a): the front layer and back layer (Fig. 1, b) and 
the spacer area (Fig 1, c). The top and bottom layers are warp 
knitted (refer to [18-20]). The spacer area comprises a series of 
monofilaments, which can be integrated in different ways, allowing 
for a shift between the meshes of the top and bottom layers. Due 
to their versatility, there is a high interest in experimental research 
concerning the mechanical properties of spacer fabrics, see e.g. 
[2], [9]-[11]. 

In particular, the compression resistance of spacer fabrics 
finds utility in diverse applications such as in shoes, car seats, 
furniture, and others [1]. In recent years, researchers have delved 
into producing weft knitted spacer fabrics and into investigating 
their properties, as discussed in [2], showcasing potential for 
shaping in three dimensions. 

 
Fig. 1.   Principal construction of spacer fabrics – a) 3D-structure, b) front  

and back side, c) spacer area 

This paper first experimentally and numerically investigates 
the compression resistance of spacer fabrics. In a second step, 
parallel seams are added perpendicular to the front and back 
layer. This leads to local sections in the spacer fabric and the 
fabric becomes with the variable thickness. A range of sewing 
parameters, such as the seam placement, stitch length, distances 
in-between adjacent stitches and the stich-yarn pre-stress are 
investigated. A numerical simulation approach is proposed to 
investigate the influence of these parameters on the compres-
sional behavior. Related numerical investigations for the com-
pressional behavior of warp knitted fabrics can be found  
in [3]-[12]. 

The numerical computations in this paper are based on the 
following input: the spacer fabrics scheme, also used by the pro-
ducing machine (see [1]) and the yarn’s elastic and contact prop-
erties. Due to the employment of an efficient one-dimensional 
model based on asymptotic methods (see [13]-[17], [21]-[27]]), the 
computations can be performed fast. The resulting meso-scale 
model represents an idealized textile structure, neglecting sto-
chastic effects in manufacturing such as variations in the yarn 
cross sections along the yarn length. A potential remedy is the 
structure generation based on CT-scans, which leads to a high 
accuracy in the textile representation as demonstrated in [7], at 
the cost of an expensive data acquisition method. 

First, the effective compression behavior of a spacer fabric 
without seams is modeled on the yarn level and homogenized and 
then the influence of seams is modeled. Such multi-scale models 
simplify the optimization procedure of the design of seam-placing, 
e.g., to reach desired compressional fabric properties. The inves-
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tigations provide a fundamental basis for engineering designs of 
such products in the future. This is the novelty of the approach for 
the application. 

− Another novelty of the paper is the numerical approach for the 
evolutional contact search for yarn-made materials, presented 
in Section 3 and Appendix, which is a research novelty in the 
field of the applied- problem simulation. The simulations allow 
to reduce the number of time-expensive experiments for 
spacer fabrics with and without seams. 

− The next novelty of the paper is a discussion of a possible 
multi-linear behavior of the spacer fabric under the compres-
sion and the explanation of bounds and the phenomenology of 
its behavior from the structural large rotation, or buckling ef-
fects on the yarn level, as well as due to the changing number 
of the contact points between monofils on the large compres-
sion strains. 
For the experimental investigation, calibration and validation 

of the numerical models, compression tests according to the test 
standard DIN EN ISO 3386-1 are performed. The compression 
forces dependent on the compression distance are measured. 
The experimental results are analyzed and investigated in terms 
of the influence of the variation of the seam distance. 

The simulation of the spacer fabric on the yarn level with 
TexMath, [16], requires all structural details about the composition 
of the spacer fabric, as well as the force-strain measurements of 
each yarn’s properties and the frictional coefficients between the 
yarn pairs. 

First, a model of the spacer fabric without seams is devel-
oped. The experimental compression test is recreated in the 
simulation. With this, the friction coefficients between yarns can 
be calibrated. The size of the specimen (height) is the same as in 
the experimental part. After the material model is calibrated, the 
same material model is used for the following simulation models 
of the spacer fabrics with seams. All contacts with the seam yarns 
will be found, the seam yarn will be pre-stressed and the whole 
fabric relaxed, which leads to its local and particularly global 
compression. In the last step, the compression test with a rigid 
punch and this fabric is repeated. Dynamical contacts, see Ap-
pendix, will be found. 

2. DESCRIPTION OF THE COMPRESSION TEST  
WITH A RIGID PUNCH ON THE SPACER FABRIC  
AND THEN ON A ROUGH FABRIC LAYER WITH SEAMS 

2.1. Material  

Four different spacer fabric variation have been produced, 
tested and modelled. All spacer fabrics are manufactured by 
Essedea GmbH/D. All specimens’ initial state is the spacer fabric 
without seams, seen in Fig.2 a – bottom/ Fig. 2, b – top/left.  

To the three other specimen seams in various distances have 
been inserted. The seams have been inserted with a Dürkopp 
Adler sewing machine Delta “M-Type”. The seam distances are 
constant for each specimen and have average seam distances of 
18 mm, 24 mm and 43 mm. Within the sections between the 
seams a cushion area occurs, whose overall shape significantly 
differs between the considered seam distances. The measure-
ment of the seam distance and cushion height can be seen  
in Fig. 2. A summary of the material data is listed in Tab. 1.  

 

 
Fig. 2     Spacer fabric variations for experimental testing: (a) cross view, 

(b) top view; h cushion heigt, d seam distance 

Tab. 1. Technical data of the spacer fabric specimen  

Spacer fabric 
variation 

Parameter Value 

Initial spacer  

fabric 

Manufacturer Essedea GmbH/D 

Density 2.349 g/mm³ 

Material (knitting 
threads) 

Top/Back side: PES- 
multifilament 

Space: PES monofiles 

All sewn  

specimen 

Sewing machine 
Delta Machine “M-Type 

(Dürkopp Adler, D) 

Stitch Douple lock stitch 301 

Stitch length 4 mm 

Tension needle thread 40 % 

Foot strocke 9 mm 

Sewing foot pressure 
1 (intern machine parameter 

without unit) 

Sewing threads 
Amann Rasant Nm75 (PES) 
/D 

Spacer fabric 18 

Seam distance d 

18 mm 

Spacer fabric 24 24 mm 

Spacer fabric 43 43 mm 

Without seams 

Cushion height h 

20 mm (overall 
height/thickness) 

Spacer fabric 18 8 mm 

Spacer fabric 24 15 mm 

Spacer fabric 43 20 mm 

2.2. Experimental test set up to test the compression 
behaviour of spacer fabrics 

To test the compression behaviour of various spacer fabrics, 
each specimen is tested according to DIN standard 3386. The 
specimen properties can be seen in Table 1.  

The compression tests were performed at a Zwick Z 2,5 
(Zwick GmbH, D). A force sensor of 500 N and pressing plates 
with an area of 121 cm² (perforated) were used. The speed was 
100 mm/min. In Fig. 3 the experimental compression test of the 
spacer fabric without seams (a), with seams (b) and of the edge-
force-test (c) can be seen. 

Mathematical formulas should be type written in mathematical 
style, aligned to left and numbered irrespective of chapter num-
bering. 
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Fig. 3.   Test setup for various compression tests (a) spacer fabric without   

seams, (b) spacer fabric with seams, (c) Edge-force-test to a 
spacer fabric without seams 

2.3. Experimental test set up to test the compression 
behaviour of spacer fabrics 

In Fig. 4 experimental results of the compression tests with 
sectioned spacer fabrics with seams are presented. Because the 
initial heights of all tested specimens are different due to the seam 
placement, the curves are visualised as if the compression plates 
start at the same plate distance of 20 mm. This means, that for 
the specimen with a seam distance of 18 mm and an average 
cushion height of 12 mm, the force measurement starts between 8 
- 12 mm.  

It can be observed that all curves can be sectioned into three 
main areas. A first section, where the force increases slightly over 
the compression distance. A second section, where except for the 
spacer fabric without seams, a higher, nearly constant increase of 
the force over the distance can be seen. And a third section, 
where the material is stiffened up even more compared to section 
two. 

In the first section it can be seen that the more seams are in-
serted, the longer the section of the low force/compression magni-
tude exists. The result is to be expected, since the more seams 
are inserted, the more the spacer threads are bent, reducing their 
capability to absorb forces. Another reason is that the heights of 
the sectioned areas of the spacer fabric differ more. This can be 
seen in Fig.4. The deviation from the average height of the speci-
men with a higher seam number is higher. Thus, not all sections 
absorb forces at the same time. The compression plate is getting 
in contact with one cushion after another and not with all cushions 
at the same time. This leads to a lower compression force in-
crease. This assumption is supported by investigating the com-
pression force – compression distance – curve of the spacer 
fabric without seams (Fig.4., red curve), which has a nearly con-
stant height and thus the contact with the compression plate is at 
the same time at every point of the spacer fabrics surface. This 
results in a direct increase in force. 
In the next graph section, the fabrics are stiffened up by the re-
duced thickness and the increased fibre density. 

 
 Fig. 4    Experimental results of compression tests of spacer fabrics with 

a               various seam distances 

In conclusion a spacer fabric with more seams can absorb 
less compression forces due it previously inserted compression 
force through the seams. But the more seams are inserted, the 
stiffer the spacer fabric gets due to its structural change and 
locking of movements of the pile threads. 

3. DESCRIPTION OF THE COMPRESSION TEST WITH  
A RIGID PUNCH ON THE SPACER FABRIC AND THEN  
ON A ROUGH FABRIC LAYER WITH SEAMS 

This section is devoted to the simulation of the described 
above experiment with the chosen spacer fabric on the yarn level. 
First, the effective behavior in the elastic deformation range (be-
fore the monofil buckling) is computed. Afterwards, seams are 
virtually placed and the evolutional contact of a punch with the 
spacer fabric with and without seams is simulated. 

In the first simulation setup, the spacer fabric is resolved on 
the yarn level in the software package TexMath [16]. The virtual 
yarn structures are created based on the available pattern data 
and in visual comparison to the physical samples. The analyzed 
virtual structures are assumed to be deterministic and of periodic 
nature which minimizes computational effort. These assumptions 
are not too restrictive, since deviations from the deterministic 
structure are small in the machine produced fabrics. 

For the simulations, an elastic frame-description of the struc-
ture is chosen: In our model, each yarn is individually parametriz-
able by its cross-sectional shape as well as its linear material 
properties, i.e., its Young’s modulus as well as its Poisson’s ratio. 
In accordance with the physical sample, we differentiate between 
three different sets of yarns for the spacer fabric itself, see Fig. 5, 
as well as an additional yarn type for the seam. Their respective 
material parameters are determined experimentally by standard 
tensile tests, see Fig. 6, but one might alternatively consider 
literature values if the material itself is known a priori. 

 
Fig. 5.   (a) Individual yarn types highlighted in purple, (b) + (c) the virtual 

spacer fabric sample on the right, compared to the physical 
sample in the middle 

For simulations of elasticity problems such as the compres-
sion of the spacer fabric as well as the seaming process, a beam 
FE formulation with additional contact conditions in-between yarns 
as well as in-between textile structure and pressing plates is 
considered, see e.g. [14] for further details. The presented models 
were already successfully employed for the simulative prediction 
of the effective mechanical properties of spacer fabrics as well as 
their air- permeability in [15]. 

After creation of the virtual spacer fabric sample, an optional 
additional simulative step is performed in which the seams are 
added. A schematic illustration of the employed double lock stitch 
is shown in Fig. 6. The double lock stitches are included in the 
structure as highlighted in purple for a cross section in Fig. 7 
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based on the chosen seam distance as well as the stitch distance. 
As can be seen, the stitch yarn is initially perpendicular to the 
knitted layers of the fabric but modelled with an effective pre-
stress resulting from the machine’s needle tension, which causes 
local compression as depicted in Fig. 8. In order to achieve the 
experimentally attained compression profile along the fabric, it is 
vital to resolve all contact points between the yarns in the spacer 
fabric and the stitch yarn. 

 
Fig. 6.   (a) Schematic representation of the double lock stitch,  

(b) measured force-strain curve for the yarn material 

 
Fig. 7.   Axial stresses in the pre-stressed seams and yarns of the spacer 

fabric simulated with (a) + (b) TexMath- tool and (c) Abaqus - 
Colours indicate local stresses. 

The simulatively attained compression profile for the sewing 
distance of 43 mm is presented in Fig. 8 on the left. In order to 
ensure efficient computations, periodicity in the viewing direction 
was exploited with corresponding boundary conditions. The cush-
ion height of the physical sample is closely met with 20.3 mm. For 
the other sewing distances, the model predicts the values 10.23 
mm and 14.33 mm. Their profiles are shown on the right of Figure 
8. For better visualization of the contracted lock stitch, we only 
visualize pillar and inlay yarns. 

 
Fig. 8.   Visual comparison of the spacer fabric with 43 mm seam 

distance (a) simulated and (b) experimental manufactured and 
simulated spacer fabrics with (c) 24 mm seam distance and (d) 
18 mm seam distance 

An intuitive model parameter that can be analyzed and opti-
mized is the stitch yarn’s pre-stress. Fig. 9 shows the simulation 
result for the seam distance of 43 mm but with only a 15 % rela-
tive strain. As can be seen, this value is not large enough to over-
come the rigidity of connector yarns, leading to a drastically differ-
ing compression profile. 

Finally, the compression experiments described in the previ-
ous section are performed on the virtual samples. For the simula-
tions, dynamic contact conditions are prescribed in-between the 
compression plates and the fabric. The applied load is assumed to 
be uniformly distributed across the top plate, while the bottom 
plate is assumed to be stationary. The simulation predicts the 
state in which the compressive stiffness of the analyzed sample 

and the applied compressive stresses are balanced. A qualitative 
demonstration of the predicted compression profiles for the un-
stitched spacer fabric sample are demonstrated in Fig. 10 for an 
increasing value of applied compressive force. The details of the 
algorithm can be found in Appendix. For better visualization, only 
the pillar and inlay yarns are shown. 

 
Fig. 9.   Spacer fabric with seam distance of 43 mm before and after  

applying the pre-stress to the stich yarn 

 
Fig. 10.    Qualitative comparison of compression profiles at increasing 

compression levels for unstitched spacer fabric sample 

The simulatively attained compression values for the un-
stitched sample as well as for the sample with stitch distance of 
24 mm are presented in Fig. 11. By comparison with the experi-
mental values, a good agreement of the model prediction till 30% 
compression can be observed. For larger compression values, it 
should be accounted for further changing parameters. First, the 
large deformations should be accounted for, i.e., the inextensible 
monofils preserve their length, whose curve would be arcs, parts 
of circles under compression, if they were not in a contact with 
each other. Furthermore, large bending leads to the increment of 
the contact point number between monofils, which changes the 
linear compression behavior of the fabric. It is possible to account 
for this, but it is out of the scope in this work. 

 
Fig. 11. Simulative and experimentally attained compression values for 

unstitched spacer fabric and sample with seam distance of 24 
mm. Visualization of compressed samples below  
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Fig. 11 demonstrates that in case of the seams, the non-
linearity occurs due to the evolutionary contact, involving different 
and increasing sets of contact points with the plane punch in each 
evolutionary step. 

4. CONCLUSION AND DISCUSSION 

This paper presents an experimental and numerical analysis 
of the compressive behaviour of spacer fabrics and modified 
spacer fabrics with seams. Four different specimen have been 
tested and modelled. Three specimens have been local sectioned 
by seams. One specimen was a spacer fabric without seams and 
functioned as a reference. A two-step simulation has been per-
formed. Firstly the spacer fabric structures with seams have been 
recreated virtually and then the compression test as in the exper-
imental set up has been performed. The shape deformation and 
compression force – compression distance curve of the experi-
mental and modelling results have been analyzed and compared. 

The model limitations are large rotations on the yarn level 
(starting after 25-30% of the compression for the non- stitched 
fabric), leading to the non-linear effective compression behavior 
and changing number of the contact points. Increased number of 
monofil contacts leads to a “solidification” of the spacer fabric. 

We conclude that spacer fabrics with a higher number of 
seams become stiffer for the compression because of their in-
creasing density. Additionally, many new contacts lead to a stabi-
lization of the fabric for the compression, what leads to almost 
linear stiffened behaviour at the last part of the curve in the me-
chanical experiments. 

The attained shape of the sectioned areas in the virtual spacer 
fabrics and the height match with the manufactured samples. 
Additionally, the virtually performed compression tests show a 
satisfactory alliance of numerical and experimental compression 
curves. 

Numerical simulations are cheap in the sense of the computa-
tion time. Each contact iteration is in the range of seconds. This is 
possible thanks to one-dimensional models, obtained in advance 
by an asymptotic dimension reduction for contact problems be-
tween continuous fibres or long and thin cylinders. A contact 
search approach was suggested in this paper and is presented in 
the Annex. 

Appendix. Numerical algorithm for the contact search 

The used computational tool in this section is TexMath, which 
is based on the finite element method for frames of beams, ex-
tended to contact conditions between one dimensional objects, 
[21]-[27]. The dimension reduction of the contact conditions be-
tween yarns is based on asymptotic analysis and dimension 
reduction [22]-[24], [26]. Detecting contacts in-between individual 
yarns requires a delicate contact search. Moreover, during the 
compression process new contacts between textile and compres-
sion plates have to be resolved, depending on the compressive 
state. In [28]-[32], comparable contact problems with rough sur-
faces and layers are considered and problems related to topologi-
cal and scaling issues are addressed. The search of the contact 
node sets should be automatized here. 

We start with shifting down the punch or the plate, which 
meets parts of the upper layer of the spacer fabric, see Fig. 12. 

The process is performed iteratively. After each computational 
step, we need the total displacement vector 𝑢, global contact 
stiffness matrix 𝐺𝑆𝑀𝑐𝑜𝑛𝑡𝑎𝑐𝑡 and the right-hand side vector given 
by contacts 𝑅𝐻𝑆𝑐𝑜𝑛𝑡𝑎𝑐𝑡. 

 

Fig. 12. Critical area of contact search for the compression of stitched  
spacer fabric samples 

Initially, we set the contact conditions on all the surface nodes. 
In the model, a contact induces a right-hand side force on nodes 
in the finite element mesh according to the formulas presented on 
the bottom. The absolute value of this force is controlled by a 
contact parameter 𝛾, which penalizes deviations of the current 
node distance from the smallest possible distance given by the 
sum of involved yarn radii. Due to the linear nature of these forc-
es, a contact between two nodes can either act attracting or re-
pulsing, see Fig. 13. An attracting contact is generally undesired, 
as it potentially increases the amount of computed compression. 
The repulsing contacts on the other hand are vital, as they stop 
the unphysical penetration of the two involved yarns. The two 
types can be differentiated by the respective sign or direction of 
the contact force. 

 

Fig. 13. Visualization of attracting (top) and repulsing (bottom) contacts. 
The simulation setup is the same, apart from an additional right-
hand side force applied on the crossing centre at the bottom, 
indicated by the blue arrow 

In more detail, let 𝑅𝐻𝑆𝑐𝑜𝑛𝑡𝑎𝑐𝑡 be the right-hand side vector 
whose node entries are zero for non-contact nodes and for each 
contact node pair (𝑛1, 𝑛2) let 

 

The total discrete right-hand side force acting on the textile 
can be decomposed into an external force 𝑓𝑒𝑥𝑡, containing e.g., 
the discrete compressive forces, and the forces arising due to the 
set contacts 𝑓𝑐𝑜𝑛𝑡𝑎𝑐𝑡 with  

fcontact = GSMcontact ∗ u + 𝑅𝐻𝑆𝑐𝑜𝑛𝑡𝑎𝑐𝑡. 
 

Here, 𝑢 is the prediction of the discrete total displacement 
field in steady state for the currently set contacts. 
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An iterative approach can be employed, which first predicts 
the equilibrium state of the compressed fabric by solving the 
underlying elasticity equations for a given set of contacts. After-
wards, the discrete right-hand side force that was exerted from 
each contact is computed and contacts which show attracting 
behavior are removed. The number of contacts that are removed 
in one iteration can be chosen smaller than the total number of 
found attracting contacts. This is to relax the iterative approach 
and evades and under-prediction of the compression by removing 
too many contacts. Removing 25% of found contacts in one itera-
tion generally led to satisfactory results in the considered simula-
tion settings. Starting with a finite (but potentially large) number of 
initial contacts, the algorithm is guaranteed to converge to a 
steady state, since it will stop at latest when the entirety of all 
initially set contacts was removed. 

As an example, Fig. 14 demonstrates the found contacts in 
the final iteration of the algorithm for an applied compressive 
stress of 10 kPa. They are displayed as blue elements in-between 
nodes and are located at sensible positions. 

 

Fig. 14. Found contacts after the final iteration of the removal algorithm  
and stitched fabric under different compressive loads 
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Abstract: Our article is devoted to the development of a small robot prototype using 3D printing technology. Particular attention is paid  
to its use in conditions associated with the destruction of reinforced concrete panel buildings, which becomes especially relevant  
in connection with man-made destruction as a result of military operations in Ukraine. The robot is an innovative technology solution  
designed to improve rescue, recovery and safety operations in environments where traditional methods may not be effective. In this article, 
we will look at the development process and functional features of this mobile robot, and also discuss the prospects for its use in complex 
and emergency situations. 

Key words: 3D Printing, mobile robot, small-sized robot, prototype, assembly 

1. INTRODUCTION 

In modern conditions of destructive man-made disasters and 
military events that can cover various regions of the world, issues 
of safety and efficiency of restoration are becoming increasingly 
relevant. One of the important accents when studying damaged 
buildings built on the principle of reinforced concrete panel struc-
tures is its fragility, unpredictability of behavior, as well as minimal 
working spaces inside or between the slabs. This complicates 
search and rescue operations and structural analysis of the 
strength of damaged buildings. An example of such destroyed 
buildings in the city of Kharkov, Ukraine, as a result of the military 
aggression of the Russian Federation is shown in Fig. 1. 

 
Fig. 1. Example of destroyed panel houses in Kharkov due to the war 

Taking into account the peculiarities of structural damage to 
reinforced concrete panel buildings when hit by a shell or missile, 
they can be as follows: 

− punching and penetration. A projectile or missile can cause 
penetration through the surface layers of reinforced concrete. 
This can create holes, cause panel deformation and lead to 

structural collapse in the form of panels collapsing or partial 
destruction; 

− formation of cracks and shedding. A projectile hit can cause 
cracks in the concrete structure. This can lead to shedding of 
surface layers and, possibly, further destruction of the struc-
ture; 

− compression and deformation. Impact impacts can cause 
compression and deformation of reinforced concrete panels. 
This can lead to a loss of strength and a change in the shape 
of the structure, partial collapse of the building’s structural el-
ements; 

− general destruction and collapse. Once hit by a projectile, 
general destruction and even collapse of parts or the entire 
building may occur, especially if structural elements are signif-
icantly damaged. 
It can be seen that the use of classical mobile robots for con-

ducting research in damaged buildings is not advisable due to the 
minimally limited working space. Such conditions arise when 
building panel structures are assembled. Due to the large dimen-
sions of such robots, the likelihood of a mobile robot falling into 
rubble increases. It becomes possible to lose it completely. This 
can lead to high costs due to the high cost of the robot itself, 
which can reach ~$5,000-15,000 or more. Examples of such 
mobile robots are shown in Fig. 2. 

Therefore, the development of small-sized robots is relevant. 
Of particular interest is the use of additive 3D printing technolo-
gies to produce most of the parts of these robots. Plenty of au-
thors use such a technology for soft robotics [4]-[6], but we pro-
pose to use it for our small robots. They will be able to quickly and 
effectively interact inside destroyed reinforced concrete panel 
structures in a limited working space. This represents an im-
portant step in ensuring safety and rapid investigation of damage 
sites to make appropriate decisions regarding the condition of the 
building. It should be noted separately here that such a solution is 

 cheap. 
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a) 

 
b) 

 
c) 

Fig. 2.  Classic mobile robots for conducting research in damaged 
buildings 

2. DESIGN OF A MOBILE ROBOT 

Robots for working in man-made disaster zones, especially in 
areas with limited work space, must be designed taking into ac-
count the specifics of their operation. As part of these studies, we 
will introduce the following requirements for the mobile robot 
design being developed: 

− compact size and maneuverability: the robot must be compact 
in order to easily penetrate limited and hard-to-reach places, 
such as between reinforced concrete structures; 

− intelligent navigation system: development of intelligent navi-
gation algorithms that allow robot to avoid obstacles and cor-
rectly route in difficult conditions; 

− cameras and sensors: using cameras, laser sensors and other 
sensors to navigate and search for problem areas in struc-
tures; 

− stability and distance control: robots must be stable and able 
to withstand uneven surfaces and be capable of distance con-
trol to avoid risks to the operator; 

− protection from external factors: the design must be protected 
from dust to ensure reliable operation in contaminated envi-
ronments. 

− safety: the use of safe materials and additional safety 
measures to avoid emergency situations, especially in condi-
tions of collapses or hazardous areas. 

− range and duration of operation: Ensuring sufficient range and 
duration of operation in one cycle to effectively perform tasks 
in limited access conditions. 
Based on the requirements stated above, there was devel-

oped a design concept for a small-sized mobile robot, a sketch of 
which is presented in Fig. 3. 

 
Fig. 3. A small-sized mobile robot design sketch 

Let us describe the designation of the main elements that are 
indicated on a small-sized mobile robot design sketch (Fig. 3). 1,5 
– caterpillars; 2 – ultrasonic sensor HC-SR04; 3 – camera 
OV2640; 4 – a mobile robot housing obtained using 3D printing; 6 
– hardware for fastening housing elements. 

The next stage is the development of a small-sized mobile ro-
bot detailed 3D model. The choice of the SolidWorks CAD system 
for developing a mobile robot 3D model was justified by its wide 
capabilities in the field of mechanical design and many years of 
success in the engineering field. SolidWorks provides an intuitive 
interface and powerful tools, allowing you to create complex me-
chanical designs with high precision. Its integration with CAM 
systems provides efficient preparation for 3D printing, making 
SolidWorks the optimal choice for developing innovative and 
technically complex projects, such as mobile robots. Based on the 
SolidWorks CAD system, a detailed assembly of a small-sized 
mobile robot was designed; the “explosive” model is shown in 
Figure 4. 

To print the designed parts, we will use an Anet 8a Plus 3D 
printer with the following printing parameters: plastic – PLA; print-
ing characteristics: extruder temperature 200 0C, table 56 0C; 
extruder diameter – 0.2 mm; layer height – 0.2 mm; line width – 
0.3 mm. To prepare stl files for printing, the Ultimaker Cura 5.2.2 
slicer was used. The obtained 3D printing results are presented in 
Table 1. 

To print the designed parts, we will use an Anet 8a Plus 3D 
printer with the following printing parameters: plastic – PLA; print-
ing characteristics: extruder temperature 200°C, table 56°C; 
extruder diameter – 0.2 mm; layer height – 0.2 mm; line width – 
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0.3 mm. To prepare stl files for printing, the Ultimaker Cura 5.2.2 
slicer was used. The obtained 3D printing results are presented in 
Table 1. 

 
 

Fig. 4.  Classic mobile robots for conducting research in damaged 
buildings 

Tab. 1. Obtained 3D printing results 

3D model in 

SolidWorks 
Physical design in assembly 

 

 
 

 
 

  

 
 

The assembled housing design of a small-sized mobile robot 
for research in the zone of man-made disasters, obtained on the 
basis of 3D printing, is shown in Fig. 5. 

 
a) 

 
b) 

 

Fig. 5.  Assembled housing design of a small-sized mobile robot  
a) side view; b) front view 

3. A MOBILE ROBOT CONTROL SYSTEM DEVELOPMENT 

Considering the small overall dimensions of a compact mobile 
robot, to develop a control system it is necessary to select micro-
controller modules that provide the following requirements: small 
overall dimensions, support for wireless information networks (Wi-
Fi), the ability to create an access point with support for the HTTP 
protocol (HTTPS) and connection support cameras for computer 
vision system. Based on these requirements, the following micro-
controller modules were analyzed, which are presented in Fig. 6. 

 
a) 

 
b) 

 
c) 

Fig. 6.   Microcontroller modules a) ESP32-CAM [7], b) OpenMV Cam H7 
R2 [8], c) Raspberry Pi Zero W [9] 
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Each analyzed module supports hardware connections of dif-
ferent video cameras models with the ability to support transmitted 
image quality UXGA 1600x1200 (15 fps) / SVGA 800x600 (30 
fps). But at the same time they have fundamental differences, for 
example, Raspberry Pi Zero W+Cam allows you to deploy Rasp-
berry OS/OS Android on it with support for C++ and Python lan-
guages, OpenMV Cam H7 R2 is designed for programming in the 
MicroPython language. At the same time, the basic operating 
principle is similar to the ESP32-CAM, which is programmed 
through the Arduino IDE (in a C-like language). Considering that 
the main task assigned to the mobile robot control system is to 
control movement and transmit the video stream to the operator, 
the main selection criteria will be the following parameters: power 
supply features, overall dimensions of the hardware module, 
weight and price. 

 
Fig. 7. A small-sized mobile robot control block diagram 

 
Fig. 8. Generalized control algorithm for a small-sized mobile robot 

Based on own experience [7, 10, 11] with these hardware mod-
ules, the authors consider it inappropriate to use the Raspberry Pi 
Zero W, since for its stable operation it is necessary to provide it 
with 5V 2.5A power. If these recommendations are not followed, the 
Raspberry Pi Zero W may freeze and reboot. This module also has 
large overall dimensions. The ESP32-CAM module and OpenMV 
Cam H7 R2 operate stably with a power supply of 5V 1A. At the 
same time, they have approximately the same overall dimensions. 
They also have different price criteria, ESP32-CAM is about 6 times 
cheaper than OpenMV Cam H7 R2. As a result, to develop an 
experimental mobile robot prototype on omnidirectional wheels, 

ESP32-CAM will be used for a control system. Based on the se-
lected microcontroller module, we will develop a control block dia-
gram (Fig. 7). 

A general algorithm for controlling a small-sized mobile robot 
using wireless data transmission technologies is presented in 
Fig. 8. 

4. EXPERIMENTAL RESEARCH AND ANALYSIS  
OF THE RESULTS OBTAINED 

To conduct research, an experimental small-sized mobile robot 
prototype was assembled to work in areas of man-made disasters 
such as destruction or partial destruction of reinforced concrete 
panel houses and buildings. A general view of the assembled proto-
type during field testing is shown in Fig. 9. 
 

 
Fig. 9. Assembled small-sized mobile robot prototype general view 

The purpose of the first experiment was to test the operating 
time of a mobile robot and find the distance of a stable control 
signal with the streaming video transmission. To conduct the 
experiment, a location was chosen that contained small fragments 
of concrete and graphite, as well as complex terrain. The results 
obtained are presented in Table 2. 

Tab. 1. Results of testing the operating time of a mobile robot and finding 
the distance of a stable control signal with streaming video 
transmission 

Parameters Value 

Test results (without additional antenna) 

Continuous operation time ~ 15 hours 

Video stream transmission 

(open area) 
~ 50-70 meters 

Video stream transmission 

(reinforced concrete structure) 
~ 35-55 meters  

Test results (with additional antenna) 

Continuous operation time ~ 15 hours 

Video stream transmission 

(open area) 
~ 170-200 meters 

Video stream transmission 

(reinforced concrete structure) 
~ 100-150 meters 
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As can be seen from the obtained experimental values, the 
developed mobile robot for working in areas of man-made disasters 
makes it possible to confidently receive a video stream about the 
surrounding space, as a result of which to conduct research and 
analysis of the degree of damage to reinforced concrete structures 
at distances of 100-150 meters using an additional antenna that is 
installed to the ESP32-Cam module. The cost of the developed 
mobile robot housing was less than $10 At the same time, the total 
price of the developed mobile robot does not exceed $300-350, 
taking into account the cost of PLA plastic, and the printing time 
with the above slicer parameters was ~ 72 hours. 

5. CONCLUSIONS 

The article proposes the development of a small-sized mobile 
robot, the body of which is created using 3D printing technology. 
Currently, in conditions of war, destruction of panel buildings has 
become extremely common. It is advisable to use mobile robots to 
study them. Moreover, such robots had to be small to provide 
access to the cracks formed by the folded panels. Moreover, the 
risk of loss or destruction of such robots is high, so the cost should 
be as low as possible. 

The development of just such a robot is proposed in this article. 
Studies have shown that the developed robot can work without 
recharging the batteries for up to 15 hours. Without an antenna, 
Video stream transmission (open area) ranged from 50 to 70 
meters depending on the direction of signal transmission, Video 
stream transmission (reinforced concrete structure) ranged from 35 
to 55 meters depending on the thickness and number of reinforced 
concrete structures. With an antenna, ideo stream transmission 
(open area) was from 170 to 200 meters, and Video stream 
transmission (reinforced concrete structure) was from 100 to 150 
meters. Remote control will be possible from any mobile device: 
phone, tablet, etc. This robot is under development. In the future, it 
is planned to improve the model for greater impact resistance. 
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Abstract: Designing 3D models of drying chambers, especially of a new type, is a long and complex process. Nevertheless, the availabili ty 
of 3D models of drying chambers allows for the necessary research before their actual design. In this paper, a software for the automated 
design of a 3D model of a drying chamber was developed to save time and material resources. To simulate the drying process  
of hygroscopic materials in this 3D model, an asynchronous cellular automaton model was developed. The software is the result   
of the programming implementation of several algorithms, including: an algorithm for automated design of a 3D model of a drying chamber 
using SolidWorks API tools; an algorithm for representing the 3D model under study as a cellular automaton field; an algorithm  
for calculating input data for simulation; an algorithm that uses transition rules for the asynchronous cellular automaton model; an algorithm 
for saving and displaying simulation results; and an algorithm for comparing simulation results. The software was verified and the  
mathematical models were validated using experimental data. The input data for the simulation were obtained from real technological  
conditions implemented in real drying chambers. The modeling results were used to obtain graphical dependencies of the desired material 
and drying agent parameters over time. The analysis of the results included their comparison with the data obtained by sensors in a real 
drying chamber. The relative error was determined, the average values of which did not exceed 13%, which confirms the accuracy of the 
results. In the long-term, the developed software has the potential to become a valuable tool in the design of new and more efficient drying  
chambers, offering opportunities for designing, modeling, and analyzing research results.  

Key words: software, hygroscopic materials, cellular automaton field, SolidWorks API, modeling process 

1. INTRODUCTION 

In the rapidly advancing world of technology, it is essential not 
only to keep pace with changes but also to actively leverage 
cutting-edge information technologies to enhance traditional in-
dustries. This is particularly relevant to the modeling of the drying 
process of hygroscopic materials, such as wood, which has 
played a crucial role in the production of high-quality wooden 
products and materials for decades. This process also affects 
sectors such as construction, furniture manufacturing, and the 
packaging industry. In particular, the development of software for 
the computer-aided design of 3D models of drying chambers and 
the simulation of drying processes in them offers significant poten-
tial for increasing efficiency in these sectors. 

Over the past decades, many efforts have been made to im-
prove the design of drying chambers and increase their efficiency. 
Researches such as [1] and [2] emphasize the advantages of 
automating the design of drying chambers using modern software 
interfaces, in particular the SolidWorks API. In turn, research [2] 
focuses on the creation of simplified, operator-usable 3D models 
of drying chambers, while in [3], complex mathematical models 
developed to simulate heat and moisture exchange processes in 
such chambers. In addition, studies such as [4] address the prob-
lems of high-temperature drying, propose advanced mathematical 

approaches, including the Navier-Stokes equation, to model the 
related heat, and mass transfer processes.  

Despite these advances, traditional modeling methods remain 
computationally intensive, requiring significant time and computing 
resources. Nevertheless, recent studies [5] and [6] show that the 
cellular automata method can serve as a promising alternative, 
offering faster modeling without compromising accuracy. For 
example, in [5], finite element methods are compared with cellular 
automata for modeling wood drying, demonstrating comparable 
accuracy in a two-dimensional scenario, but with reduced compu-
tational expense. Similarly, in [6], asynchronous cellular automata 
were successfully applied to heat conduction problems, emphasiz-
ing their potential for high-speed computing in complex systems. 

Even though cellular automata demonstrate high efficiency in 
modeling, the possibility of integrating them with 3D models of 
drying chambers is still insufficiently studied. This unsolved prob-
lem emphasizes the need for further research to develop innova-
tive solutions. These solutions can improve the efficiency and 
accuracy of not only the computer-aided design of 3D models of 
new and potentially more efficient drying chambers, but also the 
simulation of the drying process in them. 

The object of research in this work is the process of drying 
hygroscopic materials in drying chambers. 

The subject of the study is a cellular automata model for simu-
lating the drying process of hygroscopic materials in drying cham-

https://orcid.org/0000-0003-4866-2575
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bers, for example wood. 
The purpose of the research is the development and software 

implementation of a cellular automata model for simulating the 
drying process of hygroscopic materials, which includes a cellular 
automata field and corresponding rules of transitions. To achieve 
the set goal, the following main tasks are defined: 

− Automated design of a 3D model of a drying chamber in the 
SolidWorks environment by using the SolidWorks API; 

− Development and software implementation of algorithms for 
presenting this 3D model in the form of a cellular automata 
field; 

− Analysis of mathematical models of heat and moisture transfer 
processes in drying chambers; 

− Based on the conducted analysis, development of transition 
rules for the cellular automata model; 

− Development of a database for saving input data, intermediate 
data, as well as results for each of the cells on the field; 

− Modeling of drying processes of hygroscopic materials in a 
drying chamber by using a cellular automata model; 

− Analysis and verification of obtained simulation results with 
real experimental data. 

− The scientific novelty is as follows: 

− A new model of cellular automata was developed to determine 
changes in the main parameters of hygroscopic material and 
its drying agent; 

− The structure of the cellular automaton field was improved, 
which, in contrast to the existing ones, allows taking into ac-
count the physical and geometric characteristics of the 3D 
model of the drying chamber; 

− algorithms for parameterization and CAD design of the 3D 
model of the drying chamber and its main components were 
developed, which makes it possible to effectively change their 
characteristics to specific process conditions. 
The practical significance of the research is as follows: 

− Saving time and material resources due to the rapid change 
of geometric characteristics of the 3D model of the drying 
chamber or its components, without the need to recreate 
them; 

− Minimal user intervention in the process of creating a field of 
cellular automata with different types of cells, by developing 
and programmatically implementing the appropriate algorithm; 

− Increasing the speed of modeling compared to the finite dif-
ference method by developing a scheme of relationships be-
tween adjacent and tangential cells and using it in conjunction 
with transition rules. 
In this work, the 3D design method was used to create a 3D 

model of the drying chamber, the cellular automata method was 
used for modeling, and the method for determining the relative 
error was used to compare the simulation results. 

2. AUTOMATED DESIGN OF THE 3D MODEL  
OF THE DRYING CHAMBER 

A drying chamber comprises numerous components, and design-
ing each of them can be a time-consuming and resource-intensive 
task. Especially when these components are not always considered in 
the modeling of various physical processes, notably the drying pro-
cess. To streamline the design process, it is practical to simplify by 
focusing on the main components, such as walls, doors, ceilings, 
roofs, stacks of drying material, heaters, nozzles, and fans. Each of 

these components serves crucial functions, including delineating the 
study area (doors, walls, roof, ceiling), defining the study area (stacks 
of drying materials), heating the drying agent (heaters), humidifying 
the drying agent (nozzles), and ensuring circulation of the drying 
agent (fans). The majority of these components can be easily coded 
for automated design. However, for components like material stacks, 
heaters, humidifying nozzles, and fans, the process becomes more 
intricate and involves multiple automated design steps. At each 
phase, relevant 2D sketches (refer to Fig. 1) are created, serving as 
the foundation for the development of their corresponding 3D models. 
Subsequently, these 3D models are amalgamated into completed 
assemblies, the number of which may vary depending on the design 
of the drying chamber and the technological process requirements [8]. 

    
Fig. 1.   View of 2D sketches of the water heater (a), axial fan (b),  

humidifying nozzle (c), and ceiling (d)  
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For the computer-aided design of the 3D model of the drying 
chamber, the following dimensions of the body were taken into 

account: height 2.25 m, width 5.703 m, length 7.291 m, with a wall 
thickness of 5 cm, and parameterized dimensions (refer to Tab. 1).  

Tab.1. Parameterized dimensions of the main components of the 3D model of the drying chamber 

Component of the 3D 
model 

A, mm B, mm C, mm D, mm E, mm F, mm G, mm H, mm I, mm J, mm K, mm L, mm 

Water heater 555 402 730 808 38 477 19 12.5 - - 8 - 

Axial fan 47.74 740.83 54.43 638.53 743.94 843 766.8 - - - - - 

Humidifying nozzle 55 25 15 30 14 - - - - - - - 

Ceiling 4848 477 5703 5058 7291 242.5 1003 2365.5 347.5 547.5 3438.5 238.5 

 
Hence, during automated design, it is essential to utilize the 

primary window of the software, as depicted in Figure 2. Within 
this window, users can specify the nominal dimensions of the 
hygroscopic material, its species, and the quantity per stack. In 
this case, 16 stacks are designed, each containing 36 pine lumber 
with a thickness of 32 mm, a width of 75 mm and a length of 2.5 
m. The height of the spacer between rows in the stack is automat-
ically determined based on the height of the hygroscopic material.  

 
Fig. 2. View of the main window of the developed software 

Upon selecting all the requisite parameters and clicking the 
"Add a record" button, a new stack identifier is appended to the 
database. Its ID is constructed in the following manner: the initial 
two letters denote the wood species code, such as "BR" for birch, 
"CD" for cedar, "RT" for mahogany, "MP" for maple, "OK" for oak, 
and so forth. The subsequent numbers correspond to the length, 
height, and width of an individual material, along with their quanti-
ties. This comprehensive information is crucial for the automated 
design of the specified stack.  

 
Fig. 3. Tab of the automated design of the 3D model of the drying chamber 

However, real drying chambers commonly incorporate multiple 
stacks. In light of this, the software's first tab (refer to Fig. 3) was 
developed. This tab enabling users to specify the number of stacks 
and choose their type from the list created in the main program 
window (as described earlier). In essence, the user has the option 
to facilitate the automated design of either a 3D model of individual 
stacks or an entire assembly of the drying chamber. When opting 
for the entire assembly, it is necessary to define its name. All creat-

ed 3D models are stored in the program directory by default, though 
users can easily customize this location in the software settings. 

Through automated design, a 3D model of the drying chamber 
in SolidWorks can be obtained, as illustrated in Figure 4. The use 
of the SolidWorks API significantly saves time on this task. 

 
Fig. 4. General view of the drying chamber assembly in SolidWorks 

3. CREATION OF A CELLULAR AUTOMATA FIELD 

To create a cellular-automata field, the initial step involves 
creating a specific graphic scheme (refer to Fig. 5), that illustrating 
the systematic process of transforming the 3D model of stacks. 
Similarly, the process of converting the 3D model of the drying 
chamber will take place. 

 
Fig. 5.   Scheme of transformation of a 3D model of stacks into a three- 

dimensional array of cells 
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The creation of a cellular automata field [9] involves the follow-
ing steps: 
1. The program retrieves the dimensions of the dried materials in 

stacks, including "L" for length, "H" for height and "W" for 
width. 

2. The program retrieves the maximum allowable division density 
of the 3D model (dm), calculated across the greatest common 
divisor among its dimensions. 

3. The program retrieves the desired level of division (di), indicat-
ing the precision of the calculations. Higher levels of division 
result in increased time and resource expenditure. 

4. The program determines the final division density (d), which 

defines the cell sizes. All cells possess identical face dimen-
sions. 

5. The program reads the number of drying materials in one 
stack (Slmb) and determines the number of materials in one 
row (lx) and the number of rows (ly) in one stack. Additionally, 
the program reads the number of stacks (Sstk). 

6. The program retrieves the total number of cells on the cellular 
automata field for each of the three coordinates (Sx, Sy, Sz). 

7. The program creates a three-dimensional array (a), where the 
elements represent cells. 

8. The program determines the type of each cell on the cellular 
automata field according to the algorithm (refer to Fig. 6). 

 
Fig. 6. Algorithm for creating a cellular automata field within stacks 

When considering the cellular automata field within the arrange-
ment of the stacks, the cells can have different types, with the main 
ones being: "A" for the drying agent, "B" for the border of lumber, and 
"M" for their internal drying zone. To create a cellular automata field by 
using the software, it is necessary to open the second tab of the main 
program window (refer to Fig. 7). On this tab, users can inspect the 
structure of this cellular automata field. To do so, they need to specify 
one of the coordinates and click the "Check" button. The two-
dimensional view of this field will be display in the window below. 

 
Fig. 7. Tab of the cellular automata field creation 

The structure of each cell contains information about its 
moisture content, temperature, coordinates (location), and time. The 
inclusion of time allows for the observation of changes in all cell 
parameters over time, a crucial aspect when generating graphic 
dependencies for a specific cell. Simultaneously, the upper-left 
vertex of the selected cell determines the coordinates of its location. 

Considering the cellular automata field for the entire 3D model 
of the drying chamber, the cells have the following designations: 
"G" for the area of humidifying nozzles, "N" for the area of supply-
exhaust channels, "V" for the area of axial fans, "H" for the 
location of water heaters, and "W" for the walls, ceiling, and 
chamber ceiling. These new designations enable the application 
of additional transition rules, particularly when the drying agent 
interacts with various components of the 3D model of the drying 
chamber. Such a cellular automata field is finite and constitutes 
one of the two parts of the cellular automata model. However, it's 
crucial to consider the computational capabilities of computer 
equipment during its creation. Although fewer resources are 
utilized compared to the finite difference method (one cell replaces 
four points), the required resources for its creation remain 
substantial. Consequently, the constructed cellular automata field 
accurately replicates the assembly structure of the designed 3D 
model of the drying chamber (refer to Fig. 8). 
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Fig. 8. View of the created cellular automata field 

4. ANALYSIS OF MATHEMATICAL MODELS OF HEAT AND 
MASS TRANSFER PROCESSES IN DRYING CHAMBERS 

To create transition rules, it is imperative to initially analyze 
the pertinent mathematical models describing the heat and mass 
transfer processes during the drying of hygroscopic materials [10-
14]. Those mathematical models must consider the impact of 
various components of the drying chamber on alterations in the 
parameters of the drying agent, as well as its influence on the 
dried material. Additionally, it is advisable to incorporate the influ-
ence of the temperature of the walls of the drying chamber and 
the heater on the temperature of the drying agent. Furthermore, it 
is crucial to consider the impact of humidifying nozzles on the 
relative humidity content of the drying agent. Another important 
task is involves determining the initial speed of movement of the 
drying agent, a parameter influenced by the characteristics of the 
axial fans and their quantity. 

To modeling the drying process of hygroscopic materials, it is 
essential to consider the heat transfer among various components 
within the system. In this context, hygroscopic materials act as the 
heating object, with water heaters performing as the heat source. 
The drying agent enables the transfer of heat between them. 
Unfortunately, the walls, roof, and ceiling absorb a portion of the 
heat from the drying agent that has traversed from the heaters to 
the hygroscopic materials. Consequently, it is possible to make 
certain simplifications by treating all components contributing to 
heat loss as a unified entity, denoted by a general temperature, 
Tw. In essence, the heat exchange, as described above, incorpo-
rates the heat balance equation [15] for the heater, drying agent, 
and other components of the drying chamber, and taking the 
following form: 

𝐶ℎ𝑁ℎ𝑚ℎ
𝜕𝑇ℎ(𝑥,𝑦,𝐹𝑜)

𝜕𝐹𝑜
+𝑁𝑔𝐺𝑝𝐼𝑝 + 𝐿𝑖𝑛(𝐶𝑛 + 𝐶𝑝𝜑𝑛)𝑇𝑛 − 

−𝐺0
𝜕𝑈𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝐹𝑜
−

𝑁𝑢𝑞𝜆𝑎

𝑟𝑙
(𝑇𝑎(𝑥, 𝑦, 𝐹𝑜) − 𝑇𝑚(𝑥, 𝑦, 𝐹𝑜)) −

−𝐶𝑤𝑚𝑤
𝜕𝑇𝑤(𝑥,𝑦,𝐹𝑜)

𝜕𝐹𝑜
− 𝐿𝑜𝑢𝑡(𝐶𝑛 + 𝐶𝑝𝜑𝑎(𝑥, 𝑦, 𝐹𝑜)) ∙

∙ 𝑇𝑎(𝑥, 𝑦, 𝐹𝑜) = (
0.622𝑉𝑎𝑃𝑏𝑎𝑟(𝑥,𝑦,𝐹𝑜)(1+𝜑𝑎(𝑥,𝑦,𝐹𝑜))𝐶𝑎

𝑅(273+𝑇𝑎(𝑥,𝑦,𝐹𝑜))(0.622+𝜑𝑎(𝑥,𝑦,𝐹𝑜))
+

+𝑚𝑤𝐶𝑤)
𝜕𝑇𝑎(𝑥,𝑦,𝐹𝑜)

𝜕𝐹𝑜
,

 (1) 

where: 𝑃𝑏𝑎𝑟  – barometric pressure, 𝑉𝑎  – volume of the drying agent, 
𝜑𝑎  – relative humidity of the drying agent, 𝐿𝑜𝑢𝑡  –  the quantity of moist 
air leaving the chamber through inlet-exhaust channels, 𝑚𝑤 – mass 
of all components of the drying chamber that absorbing heat from 
the drying agent, except for the hygroscopic material, 𝑇𝑤 – 
temperature on the surface of these components, 𝐶𝑤 – average 
specific heat capacity of materials for all of those components, 𝑇𝑚  –  

temperature of the hygroscopic material, 𝑇𝑎  – temperature of the drying 
agent, 𝑙 – size of the hygroscopic material along the movement of the 
drying agent, 𝑟 – specific heat of vaporization, 𝜆𝑎 – coefficient of 
thermal conductivity of air, 𝑁𝑢𝑞 – Nusselt heat transfer criterion, 𝑈𝑚  – 

moisture content of the hygroscopic material, 𝐺0  – mass of absolutely 
dry hygroscopic material, 𝑇𝑛 – temperature of fresh air, 𝜑𝑛  – relative 
humidity of fresh air, 𝐶𝑝 – specific isobaric heat capacity of water vapor, 

𝐶𝑛 – specific isobaric heat capacity of incoming fresh air, 𝐿𝑖𝑛  – quantity 
of fresh air entering through inlet-exhaust channels, 𝐼𝑝 – enthalpy of 1 

kg of water vapor, 𝐺𝑝 – quantity of water vapor entering the system 

through the humidifying nozzle, 𝑁𝑔 – number of humidifying nozzles, 

𝐹𝑜 – Fourier number, 𝑇ℎ  –  temperature of the surface of the water 
heaters, 𝑚ℎ  – mass of one water heater, 𝑁ℎ – number of water 
heaters, 𝐶ℎ – specific heat capacity of the metal of the water heaters, 𝑅 
– the universal gas constant, 𝐶𝑎 – the specific isobaric heat capacity of 
the drying agent.  

𝐶1𝛼𝑡𝑆𝑡(𝑇𝑡 − 𝑇ℎ(𝑥, 𝑦, 𝐹𝑜)) − 𝐶2𝛼ℎ𝑆ℎ(𝑇ℎ(𝑥, 𝑦, 𝐹𝑜) −

−𝑇𝑎(𝑥, 𝑦, 𝐹𝑜)) = 𝐶ℎ𝑚ℎ
𝜕𝑇ℎ(𝑥,𝑦,𝐹𝑜)

𝜕𝐹𝑜
,

  (2) 

where: 𝑆ℎ  – heating surface area of the water heaters, 𝛼ℎ  – coefficient 
of heat transfer of the cylindrical surface of the heaters, 𝐶2 –  coefficient 
of the thermal release surface state of the heaters, 𝑇𝑡  –  temperature of 
the heat carrier (hot water) in the heaters, 𝑆𝑡  – surface area of heat 
transfer of the hygroscopic material, 𝛼𝑡 – coefficient of heat transfer 
from condensing water vapor to the internal surface of the heaters, 𝐶1 – 
coefficient of thermal losses of the heaters.  

𝛼𝑤(𝑇𝑎(𝑥, 𝑦, 𝐹𝑜) − 𝑇𝑤(𝑥, 𝑦, 𝐹𝑜)) − 𝛼𝑠(𝑇𝑤(𝑥, 𝑦, 𝐹𝑜) − 

−𝑇𝑛) = 𝐶𝑤𝜌𝑤𝑙𝑤
𝜕𝑇𝑤(𝑥,𝑦,𝐹𝑜)

𝜕𝐹𝑜
,

  (3) 

where: 𝑙𝑤  – dimension of the wall along the movement of the drying 
agent, 𝜌𝑤 – average density of wall materials, considering heat 
insulation layers, 𝛼𝑠 – coefficient of heat transfer from the external 
surface of the walls to the external environment, 𝛼𝑤 – coefficient of 
heat transfer of the drying agent with components of the drying chamber 
absorbing heat from it, except for the hygroscopic material.  

𝑁𝑢𝑞 = 0.0641𝑅𝑒
0.8𝐺𝑢2𝑃𝑟0.333,   (4) 

where: 𝑃𝑟 – Prandtl criterion, 𝐺𝑢 – Guhman criterion, 𝑅𝑒 – Reynolds 
criterion. 

In turn, the moisture balance equation in the drying chamber 
[14, 15] can accommodate changes in the relative humidity of the 
drying agent, which changes with its temperature. Essentially, this 
equation can be formulated as follows: 

𝑁𝑔𝐺𝑝 + 𝐿𝑖𝑛𝜑𝑛 −
𝑁𝑢𝑚𝜆𝑎

𝑟𝑙
(𝑇𝑎(𝑥, 𝑦, 𝐹𝑜) − 𝑇𝑚(𝑥, 𝑦, 𝐹𝑜)) −

−𝐿𝑜𝑢𝑡𝛽𝑎𝜑𝑎(𝑥, 𝑦, 𝐹𝑜) =
𝜕𝜑𝑎(𝑥,𝑦,𝐹𝑜)

𝜕𝐹𝑜
∙

0.622𝑉𝑎

𝑅(273+𝑇𝑎(𝑥,𝑦,𝐹𝑜))
∙ 

∙
𝑃𝑏𝑎𝑟(𝑥,𝑦,𝐹𝑜)

𝜑𝑎(𝑥,𝑦,𝐹𝑜)
2+1.622𝜑𝑎(𝑥,𝑦,𝐹𝑜)+0.622

,

  (5)  

where: 𝛽𝑎  – coefficient of moisture transfer, 𝑁𝑢𝑚 – Nusselt's mass 
transfer criterion, determined according to A.V. Nesterenko [16].   

𝑁𝑢𝑚 = 0.027𝑅𝑒
0.9𝐺𝑢0.175𝑃𝑟0.333,   (6) 

According to the law of conservation of energy, the quantity of 
heat expended on heating and evaporating moisture from the 
hygroscopic material will always be equivalent to the amount of 
heat entering it [17]. For this, the heat balance equation within the 
hygroscopic material being dried can be employed, witch having 
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the following form: 

𝜕𝑇𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝐹𝑜
= (1 + 𝜀𝐾𝑜𝑃𝑛𝐿𝑢) (

𝜕2𝑇𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝑥2
+  

+
𝜕2𝑇𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝑦2
) − 𝜀𝐾𝑜𝐿𝑢 (

𝜕2𝑈𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝑥2
+

𝜕2𝑈𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝑦2
),       (7) 

At the same time, the moisture content of the hygroscopic ma-
terial being dried is determined as follows: 

𝜕𝑈𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝐹𝑜
= 𝐿𝑢 (

𝜕2𝑈𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝑥2
+

𝜕2𝑈𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝑦2
) −

−𝐿𝑢𝑃𝑛 (
𝜕2𝑇𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝑥2
+

𝜕2𝑇𝑚(𝑥,𝑦,𝐹𝑜)

𝜕𝑦2
)                                      (8) 

where: 𝐿𝑢 – Luykov criterion, which reflects the ratio of the convective 
diffusion coefficient (𝑎𝑚) to the heat diffusion coefficient (𝑎𝑞), 𝑃𝑛 – 

Posnov criterion, which reflects the relationship between the intensity 

of thermodiffusion (𝛿∆𝑇𝑚) to moisture diffusion transport (∆𝑈𝑚), 
𝐾𝑜 – Kosovych criterion, which represents the dependence between 
the amount of heat expended on evaporating liquid from the 
hygroscopic material (𝑟𝛥𝑈𝑚) to the amount spent on its heating 
𝐶𝛥𝑇𝑚, 𝜀 – phase transition coefficient. 

Thus, the aforementioned equations constitute a mathematical 
model of the heat and mass transfer process within the drying 
chamber. This model allows the determination of the relative 
humidity and temperature of the drying agent, along with the 
moisture content and temperature of the hygroscopic material. 
Similar to any mathematical model, it must incorporate boundary 
conditions. Given its intricacy, a dedicated diagram (refer to Fig. 9) 
was devised to illustrate the coordinates of all its borders. 
 

 
Fig. 9. The diagram illustrating the coordinates for the boundary conditions in the mathematical model 

This diagram outlines the overall boundaries of the 3D model of 
the drying chamber. The X coordinate ranges from [0] to [Xm], and the 
Y coordinate ranges from [0] to [Ym]. The position of the supply and 
exhaust channels is determined by the Y coordinate [Ym], and X 
coordinates within [P3; P4] and [P5; P6]. The point [Ys] defines the 
location of the overlap along the Y coordinate. The diagram also 
illustrates the placement of side passages containing humidifying 
nozzles (on the right) and water heaters (on the left). These passages 
have fixed values, with the Y coordinate [Ys] and X coordinates within 
[P1; P2] and [P7; P8], respectively. 

It is crucial to specify the coordinates of the stack locations, which 
can change, and their precise [Xn] and [Yp] coordinates can be 
determined when their quantity is known. The initial coordinates of the 
stack location always begin at [X1], and the end point of the X 
coordinate will be one step more [+1] than the starting point, for 
instance, [X2]. The height of one stack corresponds to the distance 
between points [Y1] and [Y2], while the distance between stacks is 
equivalent to the distance between points [X2] and [X3]. Similarly, the 
width of one stack is equivalent to the length of the interval [X1; X2]. 

The coordinates of the location points of hygroscopic materials 
within a specific stack can be determined using a similar principle. For 

instance, the starting coordinate of the material location always begins 
with "S," and the ending one with "E." The subsequent letter indicates 
the selected coordinate. Thus, one material has a height equivalent to 
the interval [Sy1; Ey1], and the width is equivalent to the interval [Sx1; 
Ex1]. Simultaneously, the height of one gasket between rows of 
hygroscopic materials is equivalent to the distance from point [Ey1] to 
[Sy2]. Therefore, to initiate the drying process (𝜏 = 0), the following 
initial conditions, that characterizing the system's initial state, are 
introduced and have the following form:  

𝑇𝑚(𝑥, 𝑦, 0) = 20°𝐶, 𝑇𝑎(𝑥, 𝑦, 0) = 30°𝐶, 𝑇𝑤(𝑥, 𝑦, 0) =
18°𝐶, 

𝑇ℎ(𝑥, 𝑦, 0) = 70°𝐶,     𝑇𝑡 = 80°𝐶 = 𝑐𝑜𝑛𝑠𝑡,     𝑇𝑛 = 10°𝐶 =
𝑐𝑜𝑛𝑠𝑡,  

𝑈𝑚(𝑥, 𝑦, 0) = 0.4𝑘𝑔/𝑘𝑔,     𝜑𝑛 = 0.6𝑘𝑔/𝑘𝑔 = 𝑐𝑜𝑛𝑠𝑡, 

𝜑𝑎(𝑥, 𝑦, 0) = 0.6𝑘𝑔/𝑘𝑔,     𝜌𝑠(𝑥, 𝑦, 0) = 0.0173𝑘𝑔/𝑚
3  

Due to the multitude of coordinates defining the locations of 
various boundaries, the 3D model segmented into three distinct 
zones, each with its specific set of boundary conditions. The first 
zone directly related to hygroscopic materials. It allows the deter-
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mination of moisture content and temperature on the surface of a 
single hygroscopic material undergoing the drying process [12, 
15, 16]. In this way, boundary conditions of this zone have the 
following form: 

{
  
 

  
 
𝜕𝑇𝑚(𝑥𝑏1,𝑦𝑏1 ,𝐹𝑜)

𝜕𝑥
= (1 − 𝜀)𝐿𝑢𝐾𝑜𝐾𝑖𝑚(𝐹𝑜) − 𝐾𝑖𝑞(𝐹𝑜),

𝜕𝑇𝑚(𝑥𝑏2,𝑦𝑏2 ,𝐹𝑜)

𝜕𝑦
= (1 − 𝜀)𝐿𝑢𝐾𝑜𝐾𝑖𝑚(𝐹𝑜) − 𝐾𝑖𝑞(𝐹𝑜),

𝜕𝑈𝑚(𝑥𝑏3,𝑦𝑏3 ,𝐹𝑜)

𝜕𝑥
= 𝑃𝑛

𝜕𝑇𝑚(𝑥𝑏3,𝑦𝑏3 ,𝐹𝑜)

𝜕𝑥
+ 𝐾𝑖𝑚(𝐹𝑜),

𝜕𝑈𝑚(𝑥𝑏3,𝑦𝑏3 ,𝐹𝑜)

𝜕𝑥
= 𝑃𝑛

𝜕𝑇𝑚(𝑥𝑏3,𝑦𝑏3 ,𝐹𝑜)

𝜕𝑥
+ 𝐾𝑖𝑚(𝐹𝑜),

   (9) 

where: 𝐾𝑖𝑚  – Kirpichov's mass transfer criterion, reflecting the 
relationship between the liquid flow per length (𝑗(𝜏)𝑙) to the 
density on the diffusion coefficient and the difference between the 
final and initial moisture content (𝜌𝐷𝛥𝑈𝑚), 𝐾𝑖𝑞 – Kirpichov's 

heat transfer criterion, representing the dependence of the heat 
flow per length (𝑞(𝜏)𝑙) to the thermal conductivity and the 
difference between the final and initial temperatures (𝜆𝛥𝑇𝑚). In 
this case, the coordinates of the boundaries of this zone should be 
within the following limits: 

((𝑥𝑏1 ∈ [𝑆𝑥 , 𝐸𝑥], 𝑦𝑏1 = 𝐸𝑦 , 𝑦𝑐1 = 𝐸𝑦+1) ∪ (𝑥𝑏1 ∈
[𝑆𝑥 , 𝐸𝑥], 𝑦𝑏1 = 𝑆𝑦 , 𝑦𝑐1 = 𝑆𝑦−1)) ∩ ((𝑥𝑏2 = 𝑆𝑥 , 𝑦𝑏2 ∈

[𝑆𝑦 , 𝐸𝑦], 𝑥𝑐2 = 𝑆𝑥−1) ∪ (𝑥𝑏2 = 𝐸𝑥 , 𝑦𝑏2 ∈ [𝑆𝑦 , 𝐸𝑦], 𝑥𝑐2 =

𝐸𝑥+1)) ∩ (𝑥𝑏3 ∈ [𝑆𝑥 , 𝐸𝑥], 𝑦𝑏3 = 𝑆𝑦 ∪ 𝐸𝑦) ∩ (𝑥𝑏4 = 𝑆𝑥 ∪

𝐸𝑥 , 𝑦𝑏4 ∈ [𝑆𝑦 , 𝐸𝑦])  

The second zone pertains to the positioning of the stacks, 
where the hygroscopic material undergoing drying exposed to its 
drying agent. Alterations in the relative humidity and temperature 
of the drying agent can be assessed within this zone [13-15]. So, 
the boundary conditions for this zone have the following form: 

{
 
 
 
 
 

 
 
 
 
 
𝜕𝑇𝑎(𝑥𝑏5,𝑦𝑏5 ,𝐹𝑜)

𝜕𝑥
=

𝛼𝑚(𝑥)(𝑇𝑚(𝑥𝑏5,𝑦𝑐5 ,𝐹𝑜)−𝑇𝑎(𝑥𝑏5 ,𝑦𝑏5,𝐹𝑜))

𝑅𝑣𝜌𝑎𝐶𝑎
,

𝜕𝑇𝑎(𝑥𝑏6 ,𝑦𝑏6,𝐹𝑜)

𝜕𝑦
=

𝛼𝑚(𝑦)(𝑇𝑚(𝑥𝑐6 ,𝑦𝑏6,𝐹𝑜)−𝑇𝑎(𝑥𝑏6,𝑦𝑏6 ,𝐹𝑜))

𝑅𝑣𝜌𝑎𝐶𝑎
,

𝜕𝜑𝑎(𝑥𝑏7,𝑦𝑏7 ,𝐹𝑜)

𝜕𝑥
=

𝑎𝑚(𝑥)𝜌0(𝑈𝑚(𝑥𝑏7 ,𝑦𝑐7,𝐹𝑜)−𝑈𝑝)

𝑅𝑣𝜌𝑠(𝑥𝑏7,𝑦𝑏7 ,𝐹𝑜)
−

−
𝜕𝜌𝑠(𝑥𝑏7,𝑦𝑏7 ,𝐹𝑜)

𝜕𝑥

𝜑𝑎(𝑋𝑏7,𝑦𝑏7 ,𝐹𝑜)

𝜌𝑠(𝑥𝑏7 ,𝑦𝑏7,𝐹𝑜)
,

𝜕𝜑𝑎(𝑥𝑏8 ,𝑦𝑏8,𝐹𝑜)

𝜕𝑦
=

𝑎𝑚(𝑦)𝜌0(𝑈𝑚(𝑥𝑐8 ,𝑦𝑏8 ,𝐹𝑜)−𝑈𝑝)

𝑅𝑣𝜌𝑠(𝑥𝑏8,𝑦𝑏8 ,𝐹𝑜)
−

−
𝜕𝜌𝑠(𝑥𝑏8,𝑦𝑏8 ,𝐹𝑜)

𝜕𝑦

𝜑𝑎(𝑋𝑏8,𝑦𝑏8 ,𝐹𝑜)

𝜌𝑠(𝑥𝑏8 ,𝑦𝑏8,𝐹𝑜)
,

       (10) 

where: 𝜌𝑠 –  density of saturated vapor, 𝑈𝑝 – equilibrium moisture 

content, 𝜌0 – base density of materials, 𝑎𝑚(𝑥), 𝑎𝑚(𝑦) – moisture 

diffusion coefficients of materials, 𝜌𝑎  – density of the drying agent, 
𝑣 – velocity of the drying agent flow, 𝛼𝑚(𝑥), 𝛼𝑚(𝑦) – heat transfer 

coefficients. In this case, the coordinates of the boundaries of this 
zone should be within the following limits:   

((𝑥𝑏5 ∈ [𝑆𝑥 , 𝐸𝑥], 𝑦𝑏5 = 𝐸𝑦+1, 𝑦𝑐5 = 𝐸𝑦) ∪ (𝑥𝑏5 ∈
[𝑆𝑥 , 𝐸𝑥], 𝑦𝑏5 = 𝑆𝑦−1, 𝑦𝑐5 = 𝑆𝑦)) ∩ ((𝑥𝑏6 = 𝑆𝑥−1, 𝑦𝑏6 ∈

[𝑆𝑦 , 𝐸𝑦], 𝑥𝑐6 = 𝑆𝑥) ∪ (𝑥𝑏6 = 𝐸𝑥+1, 𝑦𝑏6 ∈ [𝑆𝑦 , 𝐸𝑦], 𝑥𝑐6 =

𝐸𝑥)) ∩ ((𝑥𝑏7 ∈ [𝑆𝑥 , 𝐸𝑥], 𝑦𝑏7 = 𝐸𝑦+1, 𝑦𝑐7 = 𝐸𝑦) ∪ (𝑥𝑏7 ∈
[𝑆𝑥 , 𝐸𝑥], 𝑦𝑏7 = 𝑆𝑦−1, 𝑦𝑐7 = 𝑆𝑦)) ∩ ((𝑥𝑏8 = 𝐸𝑥+1, 𝑦𝑏8 ∈

[𝑆𝑦 , 𝐸𝑦], 𝑥𝑐8 = 𝐸𝑥) ∪ (𝑥𝑏8 = 𝑆𝑥−1, 𝑦𝑏8 ∈ [𝑆𝑦 , 𝐸𝑦], 𝑥𝑐8 = 𝑆𝑥))  

The last third zone encompasses the interaction of the drying 
agent with other components of the drying chamber. Within this 

zone, it is possible to determine the relative humidity and tem-
perature of the drying agent at its various boundaries, such as 
those in contact with walls, heaters, supply and exhaust ducts, 
etc. Consequently, the boundary conditions for this zone take on 
the following form: 

{
 
 
 
 

 
 
 
 

𝑇𝑎(𝑥𝑏9, 𝑦𝑏9, 𝐹𝑜) = 𝑇𝑛 ,

𝑇𝑎(𝑥𝑏10, 𝑦𝑏10, 𝐹𝑜) = 𝑇ℎ(𝑥, 𝑦, 𝐹𝑜),

𝜑𝑎(𝑥𝑏11, 𝑦𝑏11, 𝐹𝑜) = 𝜑𝑛 ,
𝜕𝑇𝑎(𝑥𝑏12 ,𝑦𝑏12,𝐹𝑜)

𝜕𝑥
= −𝐵𝑖𝑞(𝑇𝑤(𝑥𝑏12, 𝑦𝑐12, 𝐹𝑜) −

−𝑇𝑎(𝑥𝑏12, 𝑦𝑏12, 𝐹𝑜)),
𝜕𝑇𝑎(𝑥𝑏13 ,𝑦𝑏13,𝐹𝑜)

𝜕𝑦
= −𝐵𝑖𝑞(𝑇𝑤(𝑥𝑐13, 𝑦𝑏13, 𝐹𝑜) −

−𝑇𝑎(𝑥𝑏13, 𝑦𝑏13, 𝐹𝑜)),

        (11) 

where: 𝐵𝑖𝑞 – the Bio heat transfer criterion reflects the ratio of the 

heat transfer coefficient from the body surface to the surrounding 
environment (𝑎𝑚𝑙) to the thermal conductivity coefficient of the 
body material (𝜆𝑚). In this case, the coordinates of the bounda-
ries of this zone should be within the following limits: 

(𝑥𝑏9 ∈ [𝑃3 , 𝑃4] ∪ [𝑃5, 𝑃6], 𝑦𝑏9 = 𝑌𝑚−1) ∩  

∩ (𝑥𝑏10 ∈ [𝑃1, 𝑃2], 𝑦𝑏10 = 𝑌𝑠+1 ∪ 𝑌𝑠−1) ∩  

∩ (𝑥𝑏11 ∈ [𝑃3, 𝑃4] ∪ [𝑃5, 𝑃6], 𝑦𝑏11 = 𝑌𝑚−1) ∩  

∩ ((𝑥𝑏12 ∈ (0, 𝑋1) ∪ (𝑋2, 𝑋3) ∪ …∪ (𝑋𝑛 , 𝑋𝑚), 𝑦𝑏12 = 𝑌1,  

𝑦𝑐12 = 0) ∪ (𝑥𝑏12 ∈ (0, 𝑃3) ∪ (𝑃4, 𝑃5) ∪ (𝑃6, 𝑋𝑚),  

𝑦𝑏12 = 𝑌𝑚−1, 𝑦𝑐12 = 𝑌𝑚)) ∩ ((𝑥𝑏13 = 1, 𝑦𝑏13 ∈ (0, 𝑌𝑚),  

𝑥𝑐13 = 0) ∪ (𝑥𝑏13 = 𝑋𝑚−1, 𝑦𝑏13 ∈ (0, 𝑌𝑚), 𝑥𝑐13 = 𝑋𝑛))  

It is worth separately noting the influence of the number of axial 
fans and their power on the initial velocity of the drying agent. In 
this regard, it is important to consider the resistance of the stacks, 
which affects the initial velocity, and can be determined as follows: 

𝑣0 =
𝑁𝑣𝑃𝑣(1−𝑒𝑐)

(1−
ℎ𝑤

ℎ𝑤−ℎ𝑔
)𝑙𝑠𝑡ℎ𝑠𝑡𝑁𝑠𝑡

           (12) 

where: 𝑁𝑠𝑡 – total number of stacks, ℎ𝑠𝑡  – height of one stack, 𝑙𝑠𝑡  – 
length of one stack, ℎ𝑔 – height of the spacer between rows of 

materials in a stack, ℎ𝑤 – height of one hygroscopic material, 𝑒𝑐 – 
coefficient of expenditure during the operation of fans, 𝑃𝑣 – power of 
fan, 𝑁𝑣 – number of axial fans, 𝑣0 – initial velocity of the drying agent.  

5. DEVELOPMENT OF TRANSITION RULES  
FOR THE CELLULAR AUTOMATA MODEL 

 
Fig. 10. Cell marking scheme used for transition rules 
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After analyzing the mathematical model, including its bounda-
ry and initial conditions, it becomes possible to formulate transition 
rules for the cellular automata model [17, 18]. The developed 
scheme (refer to Fig. 10) utilized to illustrate the conditional desig-
nations employed in these transition rules. It provides an example 
of the interaction among adjacent cells, where the interaction 
direction "W" corresponds to the Y coordinate. 

In general, utilizing the cellular automata model involves the 
following steps:  

− Establishing the direction of interaction "W" according to the 
normal distribution law; 

− Start the iteration, equivalent to a time interval of ∆t seconds; 

− Choosing the target cell (mc) following the uniform distribution 
law; 

− Verifying the type of neighboring cell (nc) and applying the 
relevant transition rules; 

− Repeating steps 2-4 until all cells are selected; 

− Finalizing the execution of the current iteration and assessing 
termination conditions; 

− Concluding the simulation if the test is successfully completed; 

− Advancing the simulation time and returning to step one if the 
test not met. 
A satisfactory condition to finish modeling is reaching the 

specified simulation time or the desired moisture content of the 
hygroscopic material undergoing drying. The main transition rules 
have the following form: 

IF   ‘mc’ = «М»    

AND   ‘nc’ = «М»   AND     𝑃𝑚
𝑇 ≠ 𝑃𝑚+1

𝑇    AND   𝑃𝑚
𝑈 ≠ 𝑃𝑚+1

𝑈  

THEN     𝑃𝑚(𝑛𝑒𝑤)
𝑈 = 𝑃𝑚

𝑈 − 𝐶1(𝑃𝑚+1
𝑈 − 2𝑃𝑚

𝑈 + 𝑃𝑚−1
𝑈 + 

+𝛿(𝑃𝑚+1
𝑇 − 2𝑃𝑚

𝑇 + 𝑃𝑚−1
𝑇 ))     AND     𝑃𝑚(𝑛𝑒𝑤)

𝑇 = 𝑃𝑚
𝑇 +  

+𝐶2(𝑃𝑚+1
𝑇 − 2𝑃𝑚

𝑇 + 𝑃𝑚−1
𝑇 ) + 𝐶3(𝑃𝑚(𝑛𝑒𝑤)

𝑈 − 𝑃𝑚
𝑈)  

IF   ‘mc’ = «М»    

AND   ‘nc’ = «B»   AND   𝑃𝑚
𝑇 ≠ 𝑃𝑏

𝑇    AND    𝑃𝑚
𝑈 ≠ 𝑃𝑏

𝑈  

THEN    𝑃𝑚(𝑛𝑒𝑤)
𝑈 = 𝑃𝑚

𝑈 − 𝐶1(𝑃𝑏
𝑈 − 2𝑃𝑚

𝑈 + 𝑃𝑚−1
𝑈 + 

+𝛿(𝑃𝑏
𝑇 − 2𝑃𝑚

𝑇 + 𝑃𝑚−1
𝑇 ))   AND   𝑃𝑚(𝑛𝑒𝑤)

𝑇 = 𝑃𝑚
𝑇 + 

𝐶2(𝑃𝑏
𝑇 − 2𝑃𝑚

𝑇 + 𝑃𝑚−1
𝑇 ) + 𝐶3(𝑃𝑚(𝑛𝑒𝑤)

𝑈 − 𝑃𝑚
𝑈)  

IF   ‘mc’ = «B»   THEN   𝑃𝑏(𝑛𝑒𝑤)
𝑈 = (𝐶9(𝑃𝑚

𝑇 − 𝑃𝑏
𝑇) + 

+𝑎𝑗𝑃𝑚
𝑈 + 𝐶10𝑃𝑎

𝑈)/(𝑎𝑗 + 𝐶10)    AND   𝑃𝑏(𝑛𝑒𝑤)
𝑇 =  

= (𝑃𝑎
𝑇(𝐶5 − 𝐶6 − 𝐶4𝛿) + 𝑃𝑚

𝑇(𝐶8 − 𝐶7) −  

−𝐶1(𝑃𝑚
𝑈 − 𝑃𝑎

𝑈))/(𝐶5 + 𝐶8 − 𝐶6 − 𝐶7 − 𝐶4𝛿)  

IF   ‘mc’ = «A»   AND   ‘nc’ = «B»   THEN    𝑃𝑎(𝑛𝑒𝑤)
𝑇 = 𝑃𝑎

𝑇 +    

+(𝐶11(𝑃𝑏
𝑇 − 𝑃𝑎

𝑇))/𝐶12    AND    𝑃𝑎(𝑛𝑒𝑤)
𝑈 = 𝑃𝑎

𝑈 + 

+
𝐶13(𝑃𝑏

𝑈−𝑈𝑝)

𝐶14
−

𝑃𝑎
𝑈(𝑃𝑛−𝑃𝑠)

𝐶15𝑃𝑎
𝑇 +

𝑃𝑎
𝑈𝑃𝑠𝑃𝑎(𝑛𝑒𝑤)

𝑇

𝐶15(𝑃𝑎
𝑇)2

−
𝑃𝑎
𝑈𝑃𝑠

𝐶15𝑃𝑎
𝑇  

IF   ‘mc’ = «A»  AND  ‘nc’ = «A»  THEN      

𝑃𝑎(𝑛𝑒𝑤)
𝑇 =

(𝑃𝑎
𝑇+𝑃𝑎+1

𝑇 )

2
    AND    𝑃𝑎(𝑛𝑒𝑤)

𝑈 =
(𝑃𝑎

𝑈+𝑃𝑎+1
𝑈 )

2
  

IF   ‘mc’ = «A»   AND   ‘nc’ = «W»   OR   ‘nc’ = «V»    

THEN   𝑇𝑤 = 𝑃𝑎
𝑇       

IF   ‘mc’ = «A»   AND   ‘nc’ = «H»   THEN   𝑃𝑎(𝑛𝑒𝑤)
𝑇 = 𝑇ℎ     

IF   ‘mc’ = «A»   AND   ‘nc’ = «N»   THEN   𝑃𝑎(𝑛𝑒𝑤)
𝑇 = 𝑇𝑛 

IF   ‘mc’ = «A»   AND   ‘nc’ = «G»   THEN   𝑃𝑎(𝑛𝑒𝑤)
𝑈 =

𝑃𝑎
𝑈+𝑃𝑎+1

𝑈

2
    

Where the value of coefficients C1-C15 can be calculated as 

follows: 

𝐶1 =
𝑎𝑗∆𝑡

ℎ𝑗
2 , 𝐶2 =

𝜆𝑗∆𝑡

𝑐𝑚𝜌𝑚ℎ𝑗
2 , 𝐶3 =

𝜀𝜌0𝑟

𝑐𝑚𝜌𝑚
,  

𝐶4 = 𝑎𝑗𝜌0(1 − 𝜀)𝛽, 𝐶5 = 𝛽𝜆𝑗 , 𝐶6 =
𝑎𝑗𝜆𝑗

ℎ𝑗
,                               (13) 

𝐶7 = 𝛼𝑚𝑎𝑗,

𝐶10 = 𝛽ℎ𝑗 ,

𝐶13 = 𝑎𝑗𝜌0ℎ𝑗,

  𝐶8 = 𝛼𝑚𝛽ℎ𝑗 ,

𝐶11 = 𝛼ℎ𝑗,

    𝐶14 = 𝑣𝜌𝑠ℎ𝑠,

𝐶9 = 𝑎𝑗𝛿,

   𝐶12 = 𝑣𝑐𝑐𝜌𝑐ℎ𝑠,
𝐶15 = ℎ𝑠𝜌𝑠,

 

where: ℎ𝑠  – distance between hygroscopic materials in a stack 
and the gap between two stacks, 𝑐𝑐  – specific heat capacity of the 
condensate, 𝜌𝑐 – density of the condensate, 𝛿 –  thermal gradient 
coefficient, 𝜌𝑚 – density of materials, 𝑐𝑚  – specific heat capacity of 
materials, 𝜆𝑗 – thermal conductivity coefficient of the material in the 

specified direction, ℎ𝑗  –  size of one cell, ∆𝑡 –  time for one 

iteration. The value of j can be “1” for “x” and “2” for “y”.  

6. DEVELOPMENT OF THE DATABASE  
AND DISTRIBUTION OF ACCESS RIGHTS 

To enter the input data of the simulation, it is necessary to 
open the third tab of the software (refer to Fig. 11). 

 
Fig. 11. Tab of the input data of the simulation and its launch 

On this tab, the user enters the initial values of some 
parameters, in particular: temperature and moisture content of 
lumber; temperature and relative humidity of the drying agent; 
specific heat capacity; density and basic density of the material; 
specific heat of vaporization; simulation time and time step. At the 
same time, the rest of the parameters, most of which are 
represented by different coefficients, will be determined 
automatically. Having all the parameters for the simulation, user 
can start its execution using the same tab. 

To carry out modeling, it is absolutely necessary to have a 
database in which the results will be stored. To create it, it was 
decided to use the MySQL Workbench Community Edition 
environment. The created database is named "dissertation" and 
consists of several interconnected tables, namely: "lumber", 
"stack", "chamber", "ca_field", "coefficients" and "results". The 
"lumber" table contains a unique lumber code that is generated 
automatically and has the following structure: "ХХ.LL.HH.WW", 
where "ХХ" is the type of wood (birch - "BR", cedar - "CD", Beech 
- "RT", maple - "MP", oak - "OK" , pine - "PN", teak - "TK" and 
other), "LL" - length, "HH" - height, "WW" - width of lumber in mm. 
Also in this table there is information about the density of the 
material. The "stack" table contains a unique stack code that is 
generated automatically and has the following structure: "XX x 
LL", where "XX" is the number of lumber in the stack, and "LL" is 
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the unique lumber code. Also, this table contains data on the 
number of lumber in the stack, their location, and information on 
the size and number of spacers between rows of lumber. The 
"chamber" table contains the unique code of the drying chamber, 
which is generated automatically and has the following structure: 
"ХХ→SS", where "ХХ" is the number of stacks in the drying 
chamber, and "SS" is the unique code of the stack. Also, this table 
contains information about the number of stacks in the chamber 
and the scheme of their arrangement along it. The "ca_field" table 
contains information about the cell autofield, including the number 
and sizes of cells. The "coefficients" table contains information 
about all modeling parameters, both initial, which are constant, 
and current, which change with the passage of model time. The 
last table "results" contains information about the results of the 
simulation and is the largest among all of them. To display the 
entities, attributes and relationships between them, an Entity-
Relationship (ER) diagram (refer to Fig. 12) was created. It 
provides an opportunity to better understand how the data will 
interact with each other in the developed software. 

 
Fig. 12. View of the Entity-Relationship diagram for developed software 

To visualize the functionality of the system from the 
perspective of users and other system agents, a UML use case 
diagram was created (refer to Fig. 13). It is used to describe how 
a system interacts with its environment, including users and 
various processes. By its structure, this diagram has actors that 
interact with the system. These actors are divided into 4 types, 
namely "Users", "SolidWorks experts", "Cellular automata experts" 
and "System administrators". Each of them has its own access 
rights and certain usage options. Each of these use cases 
represents a specific scenario that the system supports and can 
implement. At the same time, each scenario details the sequence 
of actions and interaction between actors and the system. 

To visualize the interaction between system components 
within a specific usage scenario, a sequence diagram was created 
(refer to Fig. 14). It helps to understand the sequence of actions 
and the exchange of messages between different elements of the 
system involved in a specific process. In turn, this diagram shows 
three actors and their sequence of actions in the system. 

 

 

Fig. 13. View of the UML use case diagram 

 
Fig. 14. View of the UML sequence diagram 

7. SIMULATION OF THE DRYING PROCESS  
OF HYGROSCOPIC MATERIALS  
USING THE CELLULAR AUTOMATA MODEL 

After initiating the simulation, an iterative cycle begins, exe-
cuting transition rules among closely located cells. Through 
these interactions, the key parameters of both the drying agent 
and the hygroscopic material undergo changes. As illustrated in 
Fig. 15, influencing a single cell leads to subsequent alterations 
in 27 cells after several iterations. This approach effectively 
illustrates the cellular automata principle [18], where modifying 
values in specific cells, such as on material surfaces, directly 
influences internal cell values. To conveniently monitor tempera-
ture and moisture content changes in the drying material, users 
can utilize the "View values" window located in the "Format" 
section of the software's main menu. 

This window helps user to view the changes of parameters in 
two-dimensional space on the cellular automata field, but for this, 
they need to specify the starting point of the tracking according to 
the coordinates (lower left corner of the field). After that, user can 
see cells that display a given parameter to choose from (tempera-
ture or moisture content). For the convenience of obtaining graph-
ical dependencies, the values of the main parameters displayed in 
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the right part of the window. At the same time, user can select a 
specific area on the cellular automata field, thus obtaining the value 
of the desired parameter in space and time. 

 
Fig. 15. Start of the iteration cycle 

8. ANALYSIS OF THE OBTAINED SIMULATION RESULTS 

As a result of the simulation [19], graphical dependences of the 
main parameters of the hygroscopic material to be dried and the 
drying agent over time were obtained (refer to Fig. 16 and 17). The 
main parameters include: the average relative humidity of the drying 
agent (𝑃𝑎

𝑈), the average temperature of the drying agent (𝑃𝑎
𝑇), the 

average moisture content of the hygroscopic material being dried in 
the stacks (𝑃𝑚

𝑈) and its average temperature (𝑃𝑚
𝑇). 

 

 

Fig. 16. A chart depicting the variation of the key parameters over 
time for the first study 

To verify the obtained results, they compared with experimental 
data that obtained using the "LK-ZDR-100" wood drying chamber, 
located at "Rodors" LLC (Khmelnytskyi region, Ukraine). Data for 
compared the first study collected using sensors between 29/10/18 
and 06/11/18 for 30 mm thick pine material with an initial moisture 
content of 55%. Data for compared the second study collected 
between 18/03/23 and 01/04/23 for 45 mm thick pine material with 
an initial moisture content of 65%. 

 

 
Fig. 17. A chart depicting the variation of the key parameters over 

time for the second study 

The input parameters for comparing the results are as follows: 
initial relative humidity of the drying agent is 77% / 74%, the tem-
perature of the heat carrier (hot water in the heaters) is 70 °C (for 
both data sets), the initial temperature of the drying agent is 15 °C 
/ 19 °C, the initial temperature on the surface of the hygroscopic 



Yaroslav Sokolovskyy, Oleksiy Sinkevych                                                                                                                                                                      DOI 10.2478/ama-2025-0011 
System for Automated Design by Physical Processes of 3d Models in a Drying Chamber for Hygroscopic Materials 

92 

material is 13 °C / 18 °C, the simulation time is 166 h / 291 h, and 
the iteration step is 300 s (for both data sets). 

Visual evaluation of the results is important, but it doesn't 
provide a way to determine the accuracy of the modeling. In 
general, there are many ways to determine accuracy, each of 
which depends on the context and specifics of the comparative 
data [20]. In this case, two of the most common methods chosen 
to assess the accuracy, namely, the mean absolute error (MAE) 
and the mean absolute percentage error (MAPE). As a result of 
the calculations, the values of these errors were determined for 
the temperature and humidity parameters of the drying agent 
and hygroscopic material for both data sets. 

It was established that the average value of MAPE is 13%. The 
largest values amounting to approximately 24%. This result may 
indicate that a limited number of cells of cellular automata field and 
limited transition rules between them were used in the initial phase 
of the simulation. Over time, the number of cells increases and the 
accuracy of the results improves significantly. Therefore, MAPE at 
the end of the simulation doesn't exceed 9%. This analysis confirms 
the accuracy and correspondence of the obtained results to real 
drying conditions. In addition, simulation results can be used to 
determine optimal input parameters for simulation in computational 
fluid dynamics programs, including SolidWorks Flow Simulation.  

In general, the topic of this research is new. In this regard, the re-
search results can be compared with related works of other authors, 
in particular, in work [3]. In this work, a three-dimensional mathemati-
cal model of heat and moisture transfer during drying of wood in 
drying chambers was developed. This model was successfully verified 
using numerical simulations and experiments, including the analysis 
of air movement and moisture. In turn, in [4] heat and mass transfer in 
the process of high-temperature processing of wood were analyzed. It 
allows to evaluate the relationship between changes in temperature 
and moisture content in wood in its drying agent. In addition, some 
authors [21, 22] also use the capabilities of automated design when 
performing a related class of tasks. To conduct similar research, some 
authors also resort to the use of cellular automata models [7]. 

9. CONCLUSIONS 

To summarize, this study makes a significant contribution to 
the field of CAD design of 3D models of drying chambers by using 
tools for parameterizing its geometric characteristics. At the same 
time, the proposed model of cellular automata provides an effec-
tive tool for modeling the drying process of hygroscopic materials 
in such designed 3D models of drying chambers. 

The key achievement of this work is the integration of the al-
gorithms for automated 3D design and the cellular automata 
model. Therefore, the developed software not only simplifies the 
design process, saving precious time and material resources, but 
also provides a powerful platform for modeling and studying the 
dynamics of heat and moisture transfer during the drying of hy-
groscopic materials. 

The validation of the developed cellular automata model was 
carried out by comparing the obtained results with experimental 
data, with the average MAPE value not exceeding 13%. This level 
of error is acceptable, since the processes of heat and mass trans-
fer during the drying of hygroscopic materials characterized by 
complexity, multifactoriality, and nonlinearity. This makes modeling 
with absolute accuracy impossible, even with the most advanced 
approaches. Under such conditions, an error of 15% considered 
typical for most models in this field, since achieving perfect accuracy 

is extremely resource-intensive. At the same time, the proposed 
cellular automata model demonstrates accuracy comparable to 
existing models, but characterized by higher computational speed, 
which makes it practically valuable for real-world applications. 

It is also worth noting the possibility of determining changes in 
the parameters of the hygroscopic material and its drying agent 
during the modeling process. This was realized due to the improved 
structure of the cellular automaton field, which takes into account 
the physical and geometric characteristics of the whole 3D model of 
the drying chamber. This field structure makes it possible to use 
different types of cells and the relationships between them, which 
are realized by the corresponding transition rules. 
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Abstract: Rigid drawbar agricultural trailers with laden weight of up to 13 tonnes have a single axle, up to 19 tonnes tandem axles. Carried 
out analysis of a tractor semi-mounted trailer combination showed that under ideal braking, the adhesion utilised by all axles and  
a coupling device are equal. By adopting the concept of treating the coupling device as a conventional front axle, the requirements of EU 
Directive 2015/68 for multi-axle trailers have been used to develop a new method for selecting the brake force distribution of semi-trailers 
with different suspensions. First, the forces acting on a single and tandem semi-trailer were analysed during braking.  
An algorithm based on the quasi-Monte Carlo method was then proposed to solve the constrained optimisation of the linear brake force 
distribution of semi-trailers equipped with ALB or MLB regulators. Finally, examples of MATLAB calculations were given for a 5 tonne  
single axle trailer and a 16-tonne trailer with 5 different tandem suspensions: bogie, two leaf spring, two leaf spring and rods, two leaf spring 
with dynamic equalisation and air spring. The results of the work are expected to provide a reference for the design and evaluation of the 
braking system of agricultural semi-trailers, especially with different types of tandem axles, to improve braking performance and reduce 
coupling forces. 

Key words: agriculture tractor/semi-trailer combination, tandem axle, air braking system, braking force distribution, optimization 

1. INTRODUCTION 

The design of the running gear of agricultural trailers with rigid 
(unbalanced) drawbar depends on their load capacity. Semi-
mounted trailers with laden weight of up to 13 tonnes have a single 
axle, up to 19 tonnes tandem axles and up to 22.5 tonnes triaxle 
[1]. A multiple-axle unit consists of axles spaced closely together, 
usually between 1.2 m and 1.85 m [2, 3]. Tandem and triple axles 
are used to increase the vehicle's load capacity and load distribu-
tion between the axles, regardless of road surface irregularities [4]. 
Generally, two basic tandem suspension arrangements have been 
developed: a central pivoting single vertical semi-elliptic or para-
bolic spring which has an axle clamped to it at either end and a 
pivoting reactive or non-reactive balance beam which interconnects 
adjacent first and second semi-elliptic springs via their shackle 
plates [5-7]. 

During a brake application, all the vehicles of a combination 
tractor-trailer should be braked with similar intensity to enable effi-
cient deceleration without the risk of the combination losing its di-
rectional stability. From 2016, EU legislation on agricultural vehicles 
[8] has required agricultural trailers travelling at speeds above 30 
km/h to comply with the same braking efficiency of 50% as com-
mercial trailers [9]. Furthermore, agricultural balanced trailers with 
a total mass exceeding 3500 kg (categories R3 and R4) require a 
specific brake force distribution among the axles. As in the case of 
commercial vehicles [9], the individual parts of the combination are 
treated as individual vehicles, so that the coupling interactions be-
tween them are not taken into account. No recommendations are 
made in this respect for semi-trailers. To share the brake force 

distribution between a tractor and a towed vehicle, permissible 
compatibility corridors for the braking rate of the tractor and the 
towed vehicle refer to the pressure values of the control line be-
tween these vehicles that have been introduced. The compliance 
with compatibility requirements, as well as requirements regarding 
high-speed operation (response time of less than 0.6 s [8]), contrib-
ute to the shortening of stopping distance of tractor-trailer combina-
tions and the reduction of forces in the coupling during emergency 
braking [10]. The implementation of the new European legislation 
in the field of agricultural vehicles places high demands on the man-
ufacturers of agricultural trailers, tractors and machines concerning 
braking systems [11]. 

Most of the works on agricultural trailer braking deal with vari-
ous aspects of the braking process of tractor-trailer combinations, 
mainly with two-axle trailers [12-14]. Papers [15, 16], describe the 
braking mechanics of a tractor with a single-axle trailer while mov-
ing up and down a slope under various operating conditions. The 
dynamic behaviour during braking of tractor-semitrailer combina-
tions in terms of stability and road safety has been analysed in [17] 
and [18]. Paper [19], on the other hand, describes the braking of a 
semitrailer endowed with an inertial braking system, working in ag-
gregate with the tractor. Both the theoretical and practical aspects 
of the braking performance of tractor-semitrailer combinations were 
examined in [20] and [21]. To simplify the theoretical considerations 
in [20], the tandem bogie suspension was replaced by a single axle 
and the forces from the wheels were applied to the bogie joint with-
out considering the interaction between the tandem axles. From the 
designer's (manufacturer's) point of view, any analysis of the brak-
ing mechanics of a tractor-trailer combination seems to be of little 
use for the design of semi-trailer braking systems, as it requires 
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specific assumptions to be made about the geometric and mass 
parameters of a farm tractor. Moreover, these considerations usu-
ally apply to single-axle semi-trailers but not to semi-trailers with 
tandem suspension. And as is well known [3, 4, 22], when a braking 
force is applied on a tandem axle, there is often a load transfer 
among the axles, and the lighter loaded axle tends to lock up before 
the other. This phenomenon, which is dependent on the tandem 
suspension type used, harms braking performance and directional 
stability. If the lock-up occurs on the trailing axle, it can lead to a 
complete loss of directional stability [3]. Therefore, in this study, the 
influence of inter-axle load transfer in semitrailers with different tan-
dem suspensions has been considered in the development of the 
brake force distribution methodology for use by designers and man-
ufacturers of agricultural machinery, thus filling a gap in the litera-
ture. 

The design process of a new brake system starts with the se-
lection of the distribution of brake forces [23]. The axle load transfer 
and braking force distribution play an important role in the safety 
and dynamic stability of road vehicles [24, 25]. In general, for the 
correct design of a vehicle braking system, it is essential to know 
the ideal brake force distribution between the axles for laden and 
unladen vehicles [26]. With the braking distribution at the ideal level, 
the braking performance is maximized, and the brake stability is 
then also guaranteed [27]. The optimum braking condition is 
achieved when each axle has the same utilised adhesion, i.e. the 
ratio between the braking force on each axle and its vertical load is 
the same [28, 29]. Under such conditions, the ratio of the longitudi-
nal force and vertical force on the coupling device is also the same 
[30]. 

 This latter condition became an inspiration to use the brake 
force distribution strategy for two-axle trailers, according to the EU 
regulations [8], to determine the braking force distribution in semi-
trailers between the axle unit (single or tandem) and the coupling 
device that attaches the towed vehicle to the farm tractor. With this 
approach, a semi-trailer can be considered as if it were an individ-
ual braked vehicle with braking forces at the axle wheels and the 
coupling device. 

To calculate the brake distribution of a single-axle semi-trailer, 
the analytical method can be used as for two-axle trailers [31, 32]. 
However, for tandem semitrailers, the analysis is more complicated 
because the leading and trailing axle loads are functions of the 
trailer load and the type and geometry of the tandem axle unit [4]. 
Therefore, even for vehicles with the simplest of tandem suspen-
sions, such as a walking beam and bogie [31, 33] or a double elliptic 
leaf spring suspension [34], optimisation methods are used to cal-
culate and select the brake force distribution. To find an optimal 
linear force distribution, which is mostly used in trailer air brake sys-
tems due to the linear characteristics of the brake force regulators, 
the quasi-Monte Carlo method was used in this paper. 

The remainder of the paper is structured as follows: in section 
2,  the equations of forces acting during braking on a tractor single-
axle semi-trailer and a tractor tandem-axle semi-trailer combination 
are developed to find the condition of ideal braking force distribu-
tion; in section 3, the analysis of the forces acting during braking on 
a semi-trailer with different types of tandem suspension is pre-
sented; in section 4, the UE regulations for the brake force distribu-
tion adapted to semi-trailers are described; in section 5, the quasi 
Monte Carlo method and the algorithm of linear brake force distri-
bution are described. The results of optimising the different tandem 
axles are analysed and discussed in section 6. Finally, a summary 
and conclusions are drawn in Section 7. 

The findings of the work are expected to provide a reference for 

the design and evaluation of the air braking system of agricultural 
semi-trailers, especially with different types of tandem axles, to im-
prove braking performance and reduce coupling forces. 

2. IDEAL BRAKING OF TRACTOR AND SEMI-TRAILER 

Tractor-semitrailer combination is modelled as two rigid body 
hinges to each other, and suspension deflection is ignored. The 
forces acting on a braking farm tractor with single and tandem axle 
semi-trailers are shown in Figures 1-3. For simplicity, it is assumed 
that aerodynamic and rolling drag is neglected. 

 
Fig. 1. Forces acting on a farm tractor (ISO coordinate system [35]) 

Using the notation from Fig. 1, the equations of forces and mo-
ments exerted on the decelerating tractor are of the form:    

∑𝑋 = 𝑧 ∙ 𝐺𝑡 + 𝑇1−𝑇𝑓 − 𝑇𝑟 = 0                         (1) 

∑𝑍 = 𝑅𝑓 + 𝑅𝑟 − 𝐺𝑡 − 𝑅1 = 0                                        (2) 

∑𝑀1 = −𝑅𝑓(𝐿𝑡 + 𝐿ℎ) − 𝑅𝑟𝐿ℎ + 𝐺𝑡(𝐿ℎ + 𝑏𝑡) 

+𝑧 ∙ 𝐺𝑡(ℎ𝑡 − ℎℎ) + (𝑇𝑓 + 𝑇𝑟)ℎℎ = 0   (3) 

where: Tf, Tr – front and rear axle braking forces, Rf, Rr –  axle loads, 
T1, R1 – horizontal and vertical force on the coupling, Lt – inter-axle 
spacing, bt – distance between centre of gravity and rear axle, ht – 
height of the centre of gravity, Lh – distance from coupling device to 
the rear axle,  Gt – trailer weight, z – braking rate. 

The equilibrium equations of forces and moments exerted on 
the single-axle semi-trailer shown in Fig. 2 are as follows: 

∑𝑋 = 𝑧 ∙ 𝐺−𝑇1 − 𝑇21 = 0                          (4) 

∑𝑍 = 𝑅1 + 𝑅21 − 𝐺 = 0            (5) 

∑𝑀1 = 𝑅21𝐿1 − 𝐺 ∙ 𝑎 + 𝑧 ∙ 𝐺(ℎ − ℎℎ) + 𝑇21ℎℎ = 0         (6) 

where: T2 – axle brake force, R21 – axle load, L1 – distance between 
coupling device and semi-trailer's axle, a – distance from the cou-
pling to the centre of gravity, h – height of the centre of gravity, G – 
trailer weight. 

From the equations (2) and (5) of vertical forces (after elimina-
tion of the reaction R1) and the equation of moments for the tractor 
(3) and the trailer (6) concerning the coupling, the vertical reactions 
are obtained: 

𝑅𝑓 =
𝐺𝑡

𝐿𝑡
[𝑏𝑡 + 𝑧(ℎ𝑡 − ℎℎ)] + (𝑇𝑓 + 𝑇𝑟)

ℎℎ

𝐿𝑡
− 𝑅1

𝐿ℎ

𝐿𝑡
         (7) 
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𝑅𝑟 =
𝐺𝑡

𝐿𝑡
[𝐿𝑡 − 𝑏𝑡 − 𝑧(ℎ𝑡 − ℎℎ)] − (𝑇𝑓 + 𝑇𝑟)

ℎℎ

𝐿𝑡
+ 𝑅1

𝐿ℎ+𝐿𝑡

𝐿𝑡
        

                                                                                                     (8) 

𝑅1 =
𝐺

𝐿1
[𝐿1 − 𝑎 + 𝑧(ℎ − ℎℎ)] + 𝑇21

ℎℎ

𝐿1
           (9) 

𝑅21 =
𝐺

𝐿1
[𝑎 − 𝑧(ℎ − ℎℎ)] − 𝑇21

ℎℎ

𝐿1
                       (10) 

 

 
Fig. 2. Forces acting on a single-axle semi-trailer 

In the case of ideal braking of a tractor with a single-axle semi-
trailer, the adhesion utilisation of each axle is the same and equal 
to the braking rate of the combination, i.e. ff=fr=f21=z. Hence 
Tf+Tr=z(Rf+Rr) and T21=z∙R21. Then the ground reactions to the axle 
wheels are as follows: 

𝑅𝑓 =
𝐺𝑡(𝑏𝑡+𝑧∙ℎ𝑡)−𝐺(𝐿ℎ−𝑧∙ℎℎ)

𝐿𝑡
+

𝐺[𝑎−𝑧(ℎ−ℎℎ)](𝐿ℎ−𝑧∙ℎℎ)

𝐿𝑡(𝐿1+𝑧∙ℎℎ)
       (11) 

𝑅𝑟 = 𝐺𝑡 + 𝑅1 − 𝑅𝑓                                                                 (12)                                            

𝑅1 =
𝐺[𝐿1−𝑎+𝑧∙ℎ]

𝐿1+𝑧∙ℎℎ
                          (13) 

𝑅21 =
𝐺[𝑎−𝑧(ℎ−ℎℎ)]

𝐿1+𝑧∙ℎℎ
                                                     (14) 

So that during ideal braking, the ratio of the tangential force to 
the vertical force acting on the coupling: 

𝑓1 =
𝑇1

𝑅1
=

𝑧∙𝐺−𝑇21

𝐺−𝑅21
= 𝑧                        (15) 

is the same as the braking rate of the vehicle combination. 
The system of equilibrium equations for a braked single-axle 

semi-trailer with walking beam tandem suspension (Fig. 3) is given 
as: 

∑𝑋 = 𝑧 ∙ 𝐺−𝑇1 − 𝑇21 − 𝑇22 = 0                       (16) 

∑𝑍 = 𝑅1 + 𝑅21 + 𝑅22 − 𝐺 = 0             (17) 

∑𝑀1 = 𝑅21𝐿1 + 𝑅22(𝐿1 + 𝐿2) − 𝐺 ∙ 𝑎 + 𝑧 ∙ 𝐺(ℎ − ℎℎ) +
(𝑇21 + 𝑇22)ℎℎ = 0                                       (18)                   

where: L2 – tandem axle spread. 
From the equations (2), (17) of vertical forces (after elimination 

of the reaction R1) and the equation of moments for the tractor (3) 
and the trailer (18) with respect to the coupling and the relationship 
between the reactions in the tandem suspension: 

∑𝑀2 = 𝑅22𝑑2 − 𝑅21𝑑1 + (𝑇21 + 𝑇22)ℎ𝑠 = 0        (19)                  

 
 

vertical reactions are obtained: 

𝑅𝑓 =
𝐺𝑡

𝐿𝑡
[𝑏𝑡 + 𝑧(ℎ𝑡 − ℎℎ)] + (𝑇𝑓 + 𝑇𝑟)

ℎℎ

𝐿𝑡
− 𝑅1

𝐿ℎ

𝐿𝑡
        (20) 

𝑅𝑟 =
𝐺𝑡

𝐿𝑡
[𝐿𝑡 − 𝑏𝑡 − 𝑧(ℎ𝑡 − ℎℎ)] − (𝑇𝑓 + 𝑇𝑟)

ℎℎ

𝐿𝑡
+ 𝑅1

𝐿ℎ+𝐿𝑡

𝐿𝑡
     

                                                                                                   (21) 

𝑅1 =
𝐺

𝐿
[𝐿 − 𝑎 + 𝑧(ℎ − ℎℎ)] − (𝑇21 + 𝑇22)

(ℎ𝑠−ℎℎ)

𝐿
       (22) 

𝑅21 = 𝐺[𝑎 − 𝑧(ℎ − ℎℎ)]
𝑑2

𝐿2𝐿
+

𝑇21+𝑇22

𝐿2𝐿
[(𝐿1 + 𝐿2)ℎ𝑠 −

𝑑2ℎℎ]                                         (23) 

𝑅22 = 𝐺[𝑎 − 𝑧(ℎ − ℎℎ)]
𝑑1

𝐿2𝐿
−

𝑇21+𝑇22

𝐿2𝐿
[𝐿1ℎ𝑠 + 𝑑1ℎℎ]      (24) 

where: d1 and d2 – beam length, hs – height of support position,  
𝐿2 = 𝑑1 + 𝑑2   and 𝐿 = 𝐿1 + 𝑑1. 

 
Fig. 3. Forces acting on a tandem-axle semi-trailer 

During ideal braking of the combination of tractor-semitrailer 
with tandem suspension, the adhesion utilisation of each axle is the 
same and equal to the braking rate: ff=fr=f21=f22=z, which means 
Tf+Tr=z(Rf+Rr) and T21+T22=z(R21+R22). Then, the vertical reactions 
at the coupling and the wheels of the trailer are as follows: 

𝑅1 =
𝐺[𝐿−𝑎+𝑧(ℎ−ℎ𝑠)]

𝐿−𝑧(ℎ𝑠−ℎℎ)
                        (25)  

𝑅21 =
𝐺[𝑎−𝑧(ℎ−ℎℎ)](𝑑2+𝑧∙ℎ𝑠)

𝐿2[𝐿−𝑧(ℎ𝑠−ℎℎ)]
                       (26) 

𝑅22 =
𝐺[𝑎−𝑧(ℎ−ℎℎ)](𝑑1−𝑧∙ℎ𝑠)

𝐿2[𝐿−𝑧(ℎ𝑠−ℎℎ)]
                                       (27) 

The quotient of the tangential force to the vertical force on the 
coupling: 

𝑓1 =
𝑇1

𝑅1
=

𝑧∙𝐺−(𝑇21+𝑇22)

𝐺−(𝑅21+𝑅22)
= 𝑧                                      (28) 

is therefore the same as the adhesion utilisation rate for each axle 
of the vehicle combination. Similar calculations can be carried out 
for other types of tandem suspensions, also considering unsprung 
mass, with the same results. Identical results shall be obtained for 
the ideal braking conditions of the tractor-trailer combination [30].  

Thus, the ideal braking condition is unambiguously defined and 
to determine the ground reaction and then the distribution of brak-
ing forces, it is not necessary to analyse the braking process of the 
entire combination - only the braking process of the trailer alone 
may be considered. 
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3. BRAKING OF SEMI-TRAILERS WITH TANDEM  
SUSPENSION 

A rigid two-dimensional model is used to analyse the brake 
force distribution of tandem-axle semitrailers (Fig. 3). The braking 
forces T21 and T22 of tandem axle are considered to be known func-
tions of the brake line pressure [8, 36]. This model also allows the 
use of tandem suspensions of a different type and geometry. The 
model equations (16)-(18) must be completed with an extra rela-
tionship between reactions R21 and R22, determined from the equi-
librium equations for a specific type of tandem suspension. 

3.1. Walking beam and bogie suspension  

The simplest form of tandem unit is a walking (rigid) beam [37] 
mounted pivotally to a frame hanger on either side of the vehicle 
(Fig. 4-a). In the bogie suspension [38], parabolic tapered springs 
are anchored upside down to the trailer frame in place of walking 
beams (Fig. 4-b). 

The forces exerted on the walking beam and bogie suspension 
during braking are shown in Fig. 4. 

 
Fig. 4. Forces acting on a walking beam (a) and bogie suspension (b) 

The same equilibrium force and moment equations can be used 
to describe both tandem suspensions: 

∑𝑋 = 𝑧 ∙ 𝐺2 − 𝑇21 − 𝑇22 + 𝑇2 = 0                        (29) 

∑𝑍 = 𝑅21 + 𝑅22 − 𝑅2 − 𝐺2 = 0                       (30) 

∑𝑀2 = 𝑅22𝑑2 − 𝑅21𝑑1 + 𝐺2𝑏2 − 𝑧 ∙ 𝐺2(ℎ𝑠 − ℎ2) + (𝑇21 +
𝑇22)ℎ𝑠 = 0                                                      (31) 

where: T2 and R2 – horizontal and vertical forces in the single-point 
support between the suspension and trailer frame, d1 and d2 – 
beam (parabolic spring) length, hs – height of position, b2 – distance 
of centre of unsprung weight from a support, h2 – height of centre 
of unsprung weight,  G2 – unsprung weight.  

By solving the system of equations (17), (18) and (31) together, 
considering from equation (16) that 𝑇21 + 𝑇22 = 𝑧 ∙ 𝐺 − 𝑇1, the 
dynamic axle loads and the vertical coupling force during braking 
of semi-trailer are obtained: 

𝑅1 = 𝐺 (1 −
𝑎

𝐿
+ 𝑧

ℎ−ℎℎ

𝐿
) − 𝐺2 (

𝑏2

𝐿
− 𝑧

ℎ𝑠−ℎ2

𝐿
) − (𝑇21 +

𝑇22)
ℎ𝑠−ℎℎ

𝐿
                                                      (32) 

𝑅21 = [𝐺 (
𝑎

𝐿
− 𝑧

ℎ−ℎℎ

𝐿
) − (𝑇21 + 𝑇22)

ℎℎ

𝐿
]

𝑑2

𝐿2
+ [𝐺2 (

𝑏2

𝐿
−

𝑧
ℎ𝑠−ℎ2

𝐿
) + (𝑇21 + 𝑇22)

ℎ𝑠

𝐿
]

𝐿1+𝐿2

𝐿2
                      (33) 

𝑅22 = [𝐺 (
𝑎

𝐿
− 𝑧

ℎ−ℎℎ

𝐿
) − (𝑇21 + 𝑇22)

ℎℎ

𝐿
]

𝑑1

𝐿2
− [𝐺2 (

𝑏2

𝐿
−

𝑧
ℎ𝑠−ℎ2

𝐿
) + (𝑇21 + 𝑇22)

ℎ𝑠

𝐿
]

𝐿1

𝐿2
                      (34) 

where: 𝐿2 = 𝑑1 + 𝑑2 is the tandem wheelbase and 𝐿 = 𝐿1 + 𝑑1 
is the trailer wheelbase. 

3.2. Two leaf spring suspension 

In tandem leaf spring suspension, the two most common spring 
types are the double eye leaf spring and the slipper spring. For ag-
ricultural trailers, the second type is more common [37-39]. The 
front eye of both the leading and trailing springs are hinged directly 
to the front hanger bracket and the levelling beam, respectively, 
through pin joints (Fig. 5). The rear end of the springs is captured 
in the equalizer beam or rear hanger. 

The forces applied to the two leaf spring suspensions with two 
unsprung weights are illustrated in Fig. 5. 

 
Fig. 5. Forces acting on a two leaf spring suspension 

For the unsprung weight G21, the following force and moment 
equilibrium equations are applicable:  

∑𝑋 = 𝑧 ∙ 𝐺21 − 𝑇21 + 𝑇3 = 0                       (35) 

∑𝑍 = 𝑅21 − 𝑅3−𝑅32 − 𝐺21 = 0                       (36) 

∑𝑀3 = −𝑅32𝑐 + 𝑅21𝑐1 − 𝐺21𝑐1 − 𝑧 ∙ 𝐺21(ℎ𝑠 − ℎ2) +
𝑇21ℎ𝑠 = 0                                                      (37) 
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The equations of the balance of forces and moments for the 
unsprung weight of the G22 suspension are given by: 

∑𝑋 = 𝑧 ∙ 𝐺22−𝑇22 + 𝑇4 = 0                       (38) 

∑𝑍 = 𝑅22 − 𝑅4−𝑅42 − 𝐺22 = 0                       (39) 

∑𝑀4 = 𝑅42𝑐 − 𝑅22𝑐2 + 𝐺22𝑐2 − 𝑧 ∙ 𝐺22(ℎ𝑠 − ℎ2) +
𝑇22ℎ𝑠 = 0                                        (40) 

Equations (37) and (40) give the reactions at the equalizer 
beam ends: 

𝑅32 = (𝑅21 − 𝐺21)
𝑐1

𝑐
− 𝑧 ∙ 𝐺21

ℎ𝑠−ℎ2

𝑐
+ 𝑇21

ℎ𝑠

𝑐
       (41) 

𝑅42 = (𝑅22 − 𝐺22)
𝑐2

𝑐
+ 𝑧 ∙ 𝐺22

ℎ𝑠−ℎ2

𝑐
− 𝑇22

ℎ𝑠

𝑐
       (42) 

After substitution of the expressions (41) and (42) into the equi-
librium equation of the force moments on the equalizer beam: 

𝑅32𝑑1 = 𝑅42𝑑2           (43) 

a new relationship is obtained which, together with equations (17) 
and (18), forms a system of 3 equations which makes it possible to 
determine the dynamic axle loads and the vertical coupling force 
during braking of the semi-trailer: 

𝑅1 = 𝐺 −
𝐿2

𝑀𝑁
{[𝐺[𝑎 − 𝑧(ℎ − ℎℎ)] − (𝑇21 +

𝑇22)ℎℎ] 
𝑐1(𝑑1−𝑑2)+𝑐∙𝑑2

𝐿2
+ 𝐺21𝑑1[𝑐1 + 𝑧(ℎ𝑠 − ℎ2)] −

𝐺22𝑑2[𝑐2 − 𝑧(ℎ𝑠 − ℎ2)] − (𝑇21𝑑1 + 𝑇22𝑑2)ℎ𝑠}        (44) 

𝑅21 =
𝐿1+𝐿2

𝑀𝑁
{[𝐺[𝑎 − 𝑧(ℎ − ℎℎ)] − (𝑇21 +

𝑇22)ℎℎ]
𝑑2(𝑐−𝑐1)

𝐿1+𝐿2
+ 𝐺21𝑑1[𝑐1 + 𝑧(ℎ𝑠 − ℎ2)] − 𝐺22𝑑2[𝑐2 −

𝑧(ℎ𝑠 − ℎ2)] − (𝑇21𝑑1 + 𝑇22𝑑2)ℎ𝑠}                                     (45) 

𝑅22 =
𝐿1

𝑀𝑁
{[𝐺[𝑎 − 𝑧(ℎ − ℎℎ)] − (𝑇21 + 𝑇22)ℎℎ]

𝑐1𝑑1

𝐿1
−

𝐺21𝑑1[𝑐1 + 𝑧(ℎ𝑠 − ℎ2)] + 𝐺22𝑑2[𝑐2 − 𝑧(ℎ𝑠 − ℎ2)] +

(𝑇21𝑑1 + 𝑇22𝑑2)ℎ𝑠}                        (46) 

where: 𝑀𝑁 = 𝑐2𝑑2𝐿1 + 𝑐1𝑑1(𝐿1 + 𝐿2) . 

3.3. Two leaf–two rod suspension 

Another version of the tandem axle configuration uses only two 
springs with slipper ends.  Vertical forces are transmitted to the 
trailer frame via the front and rear hanger brackets and equalizer 
beam (according to the BPW equalising beam) [37-39]. 
Longitudinal forces are transferred by connecting the radius rods 
between the axles and the front and middle hanger brackets (Fig. 
6). The parameters α1 and α2, as well as hr1 and hr2, have a signifi-
cant effect on the operation of the suspension. This design uses a 
reduced radius rod angle α2 and a reduced pivot height hr2 on the 
rear axle to decrease inter-axle load transfer during braking [22]. 

The force and moment equations for unsprung weights G21 
and G22 are as follows: 

∑𝑋 = 𝑧 ∙ 𝐺21 − 𝑇21 + 𝑇3 cos 𝛼1 = 0                        (47)                                

∑𝑍 = 𝑅21 + 𝑇3 sin 𝛼1 − 𝑅3−𝑅32 − 𝐺21 = 0       (48)                   

∑𝑀3 = −𝑅32𝑐 + 𝑅21𝑐1 − 𝐺21𝑐1 − 𝑧 ∙ 𝐺21(ℎ𝑠 − ℎ2) +
𝑇21ℎ𝑠 − 𝑇3 cos 𝛼1 (ℎ𝑠 − ℎ𝑟1) + 𝑇3 sin 𝛼1 (𝑐1 − 𝑐𝑟1)       (49)                 

∑𝑋 = 𝑧 ∙ 𝐺22 − 𝑇22 + 𝑇4 cos 𝛼2 = 0                      (50)                                      

∑𝑍 = 𝑅22 + 𝑇4 sin 𝛼2 − 𝑅4−𝑅42 − 𝐺22 = 0       (51)                   

∑𝑀4 = 𝑅42𝑐 − 𝑅22𝑐2 + 𝐺22𝑐2 − 𝑧 ∙ 𝐺22(ℎ𝑠 − ℎ2) +
𝑇22ℎ𝑠 − 𝑇4 cos 𝛼2 (ℎ𝑠 − ℎ𝑟2) − 𝑇4 sin 𝛼2 (𝑐2 + 𝑐𝑟2)       (52)                

 
Fig. 6. Forces acting on a two leaf-two rod suspension 

From equations (49) and (52), the reactions acting on the ends 
of the equalizer beam are given: 

𝑅32 = (𝑅21 − 𝐺21)
𝑐1

𝑐
− 𝑧 ∙ 𝐺21

ℎ𝑟1−ℎ2

𝑐
+ 𝑇21

ℎ𝑟1

𝑐
+ (𝑇21 − 𝑧 ∙

𝐺21) tan 𝛼1
𝑐1−𝑐𝑟1

𝑐
                                                      (53)              

𝑅42 = (𝑅22 − 𝐺22)
𝑐2

𝑐
+ 𝑧 ∙ 𝐺22

ℎ𝑟2−ℎ2

𝑐
− 𝑇22

ℎ𝑟2

𝑐
+ (𝑇22 − 𝑧 ∙

𝐺22) tan 𝛼2
𝑐2+𝑐𝑟2

𝑐
                                       (54)                      

which are interrelated by the equation of force moments: 

𝑅32𝑑1 = 𝑅42𝑑2                                        (55) 

Solving equations (17), (18) and (53) - (54) together, the semi-
trailer axle loads, and the coupling force are obtained: 

𝑅1 = 𝐺 −
𝐿2

𝑀𝑁
{[𝐺[𝑎 − 𝑧(ℎ − ℎℎ)] − (𝑇21 +

𝑇22)ℎℎ] 
𝑐1(𝑑1−𝑑2)+𝑐∙𝑑2

𝐿2
+ 𝐺21𝑑1[𝑐1 + 𝑧(ℎ𝑟1 − ℎ2)] −

𝐺22𝑑2[𝑐 − 𝑐1 − 𝑧(ℎ𝑟2 − ℎ2)] − (𝑇21𝑑1ℎ𝑟1 + 𝑇22𝑑2ℎ𝑟2) +

𝐸𝐷}                                                                        (56)                                                                     

𝑅21 =
𝐿1+𝐿2

𝑀𝑁
{[𝐺[𝑎 − 𝑧(ℎ − ℎℎ)] − (𝑇21 +

𝑇22)ℎℎ]
𝑑2(𝑐−𝑐1)

𝐿1+𝐿2
+ 𝐺21𝑑1[𝑐1 + 𝑧(ℎ𝑟1 − ℎ2)] − 𝐺22𝑑2[𝑐 −

𝑐1 − 𝑧(ℎ𝑟2 − ℎ2)] − (𝑇21𝑑1ℎ𝑟1 + 𝑇22𝑑2ℎ𝑟2) + 𝐸𝐷}       (57)                                        

𝑅22 =
𝐿1

𝑀𝑁
{[𝐺[𝑎 − 𝑧(ℎ − ℎℎ)] − (𝑇21 + 𝑇22)ℎℎ]

𝑐1𝑑1

𝐿1
−

𝐺21𝑑1[𝑐1 + 𝑧(ℎ𝑟1 − ℎ2)] + 𝐺22𝑑2[𝑐 − 𝑐1 − 𝑧(ℎ𝑟2 − ℎ2)] +

(𝑇21𝑑1ℎ𝑟1 + 𝑇22𝑑2ℎ𝑟2) − 𝐸𝐷}                       (58) 

where 
𝑀𝑁 = 𝑑2𝐿1𝑐2 + 𝑐1𝑑1(𝐿1 + 𝐿2)    𝐸𝐷 = (𝑇22 − 𝑧 ∙
𝐺22) tan 𝛼2 𝑑2(𝑐2 + 𝑐𝑟2) − (𝑇21 − 𝑧 ∙ 𝐺21) tan 𝛼1𝑑1 (𝑐1 −
𝑐𝑟1) 

Equations (56) - (58) become much simpler when α1 = α2 = 0, 
since then ED = 0. 
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3.4. Two leaf spring with equalization 

A tandem double leaf spring suspension with equalization [4] 
has a pair of slipper springs and a mechanical equalisation of the 
braking load (Fig. 7). The rear end of the front spring is connected 
to the rear end of the rear spring by a rocker arm which is hinged 
to a central hanger bracket. This rocker distributes static (and 
shock) loads evenly between the two axles. An alternative design 
solution for a non-reactive tandem suspension with a bell crank and 
a tie-rod linkage is described in [5]. The forces acting on the two 
leaf spring suspensions with equalisation are presented in Fig. 7. 

 
Fig. 7. Forces acting on two leaf spring suspension with equalization 

The force and moment equations for the unsprung weights G21 
and G22 of the suspension are given by: 

∑𝑋 = 𝑧 ∙ 𝐺21 − 𝑇21 + 𝑇3 = 0                       (59)                                   

∑𝑍 = 𝑅21 − 𝑅3−𝑅43 − 𝐺21 = 0                       (60) 

∑𝑀3 = −𝑅43𝑐 + 𝑅21𝑐1 − 𝐺21𝑐1 − 𝑧 ∙ 𝐺21(ℎ𝑠 − ℎ2) +
𝑇21ℎ𝑠 = 0                                                      (61)                                                        

∑𝑋 = 𝑧 ∙ 𝐺22−𝑇22 + 𝑇2 = 0                       (62)                 

∑𝑍 = 𝑅22 − 𝑅2−𝑅42 − 𝐺22 = 0                       (63) 

∑𝑀4 = −𝑅42𝑐 + 𝑅22𝑐1 − 𝐺22𝑐1 − 𝑧 ∙ 𝐺22(ℎ𝑠 − ℎ2) +
𝑇22ℎ𝑠 = 0                                                      (64)                                            

Equations (61) and (64) are used to compute the reactions at 
the ends of the beam: 

𝑅43 = (𝑅21 − 𝐺21)
𝑐1

𝑐
− 𝑧 ∙ 𝐺21

ℎ𝑠−ℎ2

𝑐
+ 𝑇21

ℎ𝑠

𝑐
       (65)                    

𝑅42 = (𝑅22 − 𝐺22)
𝑐1

𝑐
− 𝑧 ∙ 𝐺22

ℎ𝑠−ℎ2

𝑐
+ 𝑇22

ℎ𝑠

𝑐
       (66)                   

related by the equation of moments:  

𝑅43𝑑1 = 𝑅42𝑑2                                        (67) 

By solving the system of equations (17), (18), (65) ‒ (67), the 
vertical coupling force and the dynamic axle loads are obtained dur-
ing deceleration of the semi-trailer: 

𝑅1 =
1

𝑐1𝐿
{𝐺[𝐿 − 𝑎 + 𝑧(ℎ − ℎℎ)]𝑐1 + (𝑇21 + 𝑇22)ℎℎ𝑐1 −

(𝐺21𝑑1 − 𝐺22𝑑2)[𝑐1 + 𝑧(ℎ𝑠 − ℎ2)] + (𝑇21𝑑1 − 𝑇22𝑑2)ℎ𝑠}
                                         (68) 

𝑅21 =
1

𝑐1𝐿
{𝐺[𝑎 + 𝑧(ℎ − ℎℎ)]

𝑐1𝑑2

𝐿2
− (𝑇21 + 𝑇22)ℎℎ

𝑐1𝑑2

𝐿2
+

𝐿1+𝐿2

𝐿2
(𝐺21𝑑1 − 𝐺22𝑑2)[𝑐1 + 𝑧(ℎ𝑠 − ℎ2)] −

𝐿1+𝐿2

𝐿2
(𝑇21𝑑1 −

𝑇22𝑑2)ℎ𝑠}                         (69) 

𝑅22 =
1

𝑐1𝐿
{𝐺[𝑎 + 𝑧(ℎ − ℎℎ)]

𝑐1𝑑1

𝐿2
− (𝑇21 + 𝑇22)ℎℎ

𝑐1𝑑1

𝐿2
−

𝐿1

𝐿2
(𝐺21𝑑1 − 𝐺22𝑑2)[𝑐1 + 𝑧(ℎ𝑠 − ℎ2)] +

𝐿1

𝐿2
(𝑇21𝑑1 −

𝑇22𝑑2)ℎ𝑠}                         (70) 

where: 𝐿2 = 𝑑1 + 𝑑2 and 𝐿 = 𝐿1 + 𝑑1. 

3.5. Air suspension 

With air suspension, the air springs are mounted to the trailing 
arms via a crossmember and attached to the frame at the top (Fig. 
8). The trailing arms are hinged to the hanger brackets and axle 
housings. All the air bags are connected by air lines to balance the 
axle loads. Vertical forces are distributed between the hanger 
brackets and the airbags. Longitudinal forces from braking are 
transferred to the trailer frame through the hanger brackets. 

 
Fig. 8. Forces acting on air tandem suspension 

The balance equations for the forces and moments applied to 
the suspension with unsprung weights G21 and G22 are calculated 
as follows: 

∑𝑋 = 𝑧 ∙ 𝐺21−𝑇21 + 𝑇2 = 0                        (71) 

∑𝑍 = 𝑅21−𝑅2−𝑅3 − 𝐺21 = 0                       (72) 

∑𝑀3 = −𝑅3𝑐 + 𝑅21𝑐1 − 𝐺21𝑐1 − 𝑧 ∙ 𝐺21(ℎ𝑠 − ℎ2) +
𝑇21ℎ𝑠 = 0                                                                     (73) 

∑𝑋 = 𝑧 ∙ 𝐺22−𝑇22 + 𝑇4 = 0                       (74) 

∑𝑍 = 𝑅22 − 𝑅4−𝑅5 − 𝐺22 = 0                       (75) 

∑𝑀4 = −𝑅5𝑐 + 𝑅22𝑐1 − 𝐺22𝑐1 − 𝑧 ∙ 𝐺22(ℎ𝑠 − ℎ2) +
𝑇22ℎ𝑠 = 0                                                                     (76) 

On the assumption that the pressure in the airbags is the same, 
the vertical reactions transmitted by the air springs will be the same 
as well: R3=R5. Then from equations (73) and (76), where G21=G22, 
the relationship between the loads of the tandem axles is obtained: 

𝑅21𝑐1 + 𝑇21ℎ𝑠 = 𝑅22𝑐1 + 𝑇22ℎ𝑠                       (77) 

The solution of the system of equations (17), (18) and (77) is 
the vertical coupling force and the trailer axle loads: 
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𝑅1 =
𝐺

𝐿
[𝐿 − 𝑎 + 𝑧(ℎ − ℎℎ)] + (𝑇21 + 𝑇22)

ℎℎ

𝐿
+

𝐿2

𝐿
(𝑇21 −

𝑇22)
ℎ𝑠

2𝑐1
                                        (78) 

𝑅21 =
𝐺

2𝐿
[𝑎 − 𝑧(ℎ − ℎℎ)] − (𝑇21 + 𝑇22)

ℎℎ

2𝐿
−

𝐿1+𝐿2

𝐿
(𝑇21 −

𝑇22)
ℎ𝑠

2𝑐1
                                                       (79) 

𝑅22 =
𝐺

2𝐿
[𝑎 − 𝑧(ℎ − ℎℎ)] − (𝑇21 + 𝑇22)

ℎℎ

2𝐿
+

𝐿1

𝐿
(𝑇21 −

𝑇22)
ℎ𝑠

2𝑐1
                                         (80) 

where:   𝐿 = 𝐿1 + 𝐿2/2. 

4. BRAKING OF SEMI-TRAILERS WITH TANDEM SUSPEN-
SION 

As proved in section 2, the ideal braking condition for semi-trail-
ers is achieved when the rate of utilized adhesion of each axle and 
the quotient of the horizontal to vertical force at the coupling is equal 
to the braking rate z of the combination. For semi-trailers with a 
single or tandem axle, this condition can be expressed as follows: 

𝑓1 = 𝑓2 = 𝑓2𝑖 = 𝑧           𝑧 =
𝑇1+∑ 𝑇2𝑖

𝑅1+∑ 𝑅2𝑖
                      (81) 

where T1, R1 ‒ braking force and normal reaction on the coupling 
device, T2i , R2i ‒ braking forces and normal loads on tandem axle, 
i – axle number in the tandem unit.  

The adhesion utilization rates used by the front coupling and 
the rear axle assembly are calculated based on the relationship: 

𝑓1 =
𝑇1

𝑅1
  𝑓2 =

∑ 𝑓2𝑖𝑅2𝑖

∑ 𝑅2𝑖
                       (82) 

With ideal braking, stopping distance is minimised and braking 
efficiency requirements are met with reserve (z≥50% at 6.5 bar 
pressure) as each axle reaches its maximum braking force capabil-
ity [40].  

Due to varying trailer loads, it is virtually impossible to ensure 
ideal brake distribution, even with the application of brake force reg-
ulators. Therefore, for agricultural trailers travelling at speeds 
above 40 km/h, acceptable limits have been set for the deviation of 
the adhesion utilisation rates of individual axles from the optimal 
distribution. When considering brake force distribution, each part of 
the combination is deemed to be a single vehicle without consider-
ing the force at the coupling. The UE regulation allows for two so-
lutions, as shown in Fig. 9 [8]. 

 
Fig. 9.   Limits of adhesion utilization in accordance with Commission 

Delegated Regulation (EU) 2015/68 [8]: a – first solution, b – 
second solution 

The first solution: the adhesion utilization rate for each axle 
group must satisfy the condition of ensuring the minimum required 
braking performance: 

𝑓1,2 ≤
𝑧+0.07

0.85
    when     0.1 ≤ 𝑧 ≤ 0.61                      (83)                                 

and the condition of prior locking of the wheels of the front axle to 
ensure straight-ahead stability: 

𝑓1 > 𝑧 > 𝑓2     when  0.15 ≤ 𝑧 ≤ 0.30                        (84) 

Second solution: the axle adhesion utilization rates should be 
within a certain range, then the wheel locking limits are established 
by the following relationships: 

𝑓1 ≥ 𝑧 − 0.08
𝑓1,2 ≤ 𝑧 + 0.08

   when   0.15 ≤ 𝑧 ≤ 0.30                       (85) 

Furthermore, the adhesion curve for the rear axle assembly 
should satisfy the requirement: 

𝑓2 ≤
𝑧−0.02

0.74
    when   0.30 ≤ 𝑧 ≤ 0.61                      (86)                      

For accurate calculations, the divisor in inequality (86) should be 
set to 0.7381. 

The requirements concerning the wheel locking sequence are 
met if the adhesion utilized by the front axle is greater than that 
utilized by at least one of the rear axles at braking rates between 
0.15 and 0.30 [8]:  

𝑓1 > 𝑓2𝑖   for any 𝑖                                        (87) 

Of course, in the case of the application of these solutions for a 
semi-trailer, the requirements for the front axle relate to the coupling 
device. 

5. METHOD OF SELECTION OF LINEAR BRAKE FORCE DIS-
TRIBUTION  

In the air braking systems of agricultural trailers, various types 
of load-dependent brake force regulators are used to approximate 
the ideal brake force distribution. The automatic load-sensing 
valves (LSVs) currently fitted to heavy trailers are designed to ad-
just the brake pressure on the axles according to the load condition 
[41]. If the braking forces are designed correctly, this will prevent 
the wheels from locking when the vehicle is unladen or only partially 
laden. On mechanically suspended trailers, the regulation is pro-
portional to the spring deflection, while on air-suspended trailers, it 
depends on the control pressure of the air springs. If there are tech-
nical reasons against equipping the vehicles with an LSV (espe-
cially unsuspended vehicles), agricultural trailers or machines 
should be equipped with a manual brake force regulator. In the 
most popular three-stage adjustment device (full - half - empty), the 
regulation of braking force is achieved by pressure limitation in axle 
brake chambers [41]. Due to the difficulty to comply with the re-
quirements of EU 2015/68 for the distribution of braking forces on 
vehicles with manual regulators, which were mentioned before, 
BPW developed a seven-position mechanical load-dependent 
brake force regulator (MBL), but with linear characteristics [42]. The 
BPW MLB works with a proportional pressure control. As a result, 
the output pressure remains proportional to the control pressure. 
This kind of control fully complies with the requirements of the EU 
regulation for unsuspended vehicles. 

As the pressure distribution characteristic of the ALB and MLB 
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is essentially a straight line, the distribution of braking forces be-
tween the coupling device and the rear axles can also be regarded 
as linear (radial). The contribution of the coupling device and trailer 
axles to the braking of the semi-trailer is expressed by the ratio of 
the partial braking force on the coupling device or individual axle to 
the total braking force: 

𝛽1 =
𝑇1

𝑧∙𝐺
      𝛽2 =

𝑇2𝑇

𝑧∙𝐺
      𝛽21 =

𝑇21

𝑧∙𝐺
      𝛽22 =

𝑇22

𝑧∙𝐺
        (88) 

where: T2T ‒ total braking force of the tandem axles. 
The values of the braking force distribution coefficients defined 

in this way can theoretically vary from 0 to 1 and satisfy the follow-
ing relationships:  

𝛽1 + 𝛽2 = 1  𝛽21 + 𝛽22 = 𝛽2                       (89) 

Using the relations (88) and (89), the braking force of the cou-
pling device and trailer axles can be calculated: 

𝑇1 = 𝛽1𝑧 ∙ 𝐺   𝑇2𝑇 = (1 − 𝛽1)𝑧 ∙ 𝐺      𝑇21 = 𝛽21𝑧 ∙ 𝐺         
𝑇22 = (1 − 𝛽1 − 𝛽21)𝑧 ∙ 𝐺                       (90) 

A directional coefficient of the brake distribution line, which 
passes through the origin of the coordinate system T2T = f(T1), is 
calculated as follows: 

𝑖𝑃 =
𝑇21+𝑇22

𝑇1
=

𝑇2𝑇

𝑇1
                                       (91) 

Similarly, a linear braking force distribution, variable or fixed (in 
the absence of a braking force regulator), can be applied to the tan-
dem assembly:  

𝑖𝑆 =
𝑇22

𝑇21
                                         (92) 

Unlike the β coefficients, the values of the iP and iS ratios can 
theoretically range from zero to infinity, especially when the braking 
force of one axle is close to zero. 

To find optimal solutions for the linear brake force distribution, 
the Quasi Monte Carlo method [43-45] was chosen. Fig. 10 shows 
an example block diagram of the algorithm for the optimum selec-
tion of the braking force distribution coefficients β1 and β21.  

 
Fig. 10. A block diagram of an algorithm for the optimization of brake forces of a semi-trailer with tandem suspension using the Monte Carlo method (OFs ‒ 

initial value of the objective function, Nd ‒ number of draws, Ngood – number of good solutions, meeting inequality constraints, Nbetter ‒ number of 
better solutions, reducing the value of the objective function) 

 

Start 

stop 

Read trailer data: G, L1, L2, a, h, hh 

Read tandem axle data:  
G2, d1,d2, b2, h2, hs 

Calculate limit value of adhesion utilization 

coefficients: f1up, f1down, f2up   

Calculate parameters for optimization: 

Nd=40000, Ngood=0, Nbetter=0, OFs=1e5 

k=1 

k≤Nd 

Write optimal values of:  
β2

opt, β21
opt, β22

opt 
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Procedure for calculating 
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N22=rand(0,1), N1=rand(0,1), 

β22=0.99999∙N22, β1=(1-β22)∙N1, β21=1-β1-β22 
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k=k+1 
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for 0.15≤z≤0.30 
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Calculate objective function: OF 
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The optimal values of the brake force distribution coefficients 
are determined by minimizing the objective function consisting of 
the residual sum of squares: 

𝑂𝐹 =
𝑤1(𝑓1−𝑓2)2+𝑤2(𝑓21−𝑓22)2

𝑤1+𝑤2
                                      (93)                                 

where: wi ‒ weighting factors.  
The OF thus obtained favourable solutions with the smallest 

differences between the adhesion utilised by each axle. As it is 
more important to reduce the difference between the values f1 and 
f2 than to reduce the difference between the adhesion values f21 
and f22 utilised by the rear axles to fulfil the requirements (83) - (86), 
w1 > w2 should, therefore, be taken in the OF criterion. 

Before the computation of the OF, the inequality conditions 
(83), (84) for the first solution and (85), (86) for the second solution 
are checked: 

𝑓1
𝑢𝑝

≥ 𝑓1 =
𝑇1

𝑅1
≥ 𝑓1

𝑑𝑜𝑤𝑛        𝑓2 =
𝑇21+𝑇22

𝑅21+𝑅22
≤ 𝑓2

𝑢𝑝
       (94) 

To simplify the notation of the boundary equations, they have 
been expressed as the product of the algebraic and logical equa-
tions. For the first solution: 

𝑓1
𝑑𝑜𝑤𝑛 = 𝑧 ∙ (0.15 ≤ 𝑧 ≤ 0.30)                       (95) 

𝑓1
𝑢𝑝

= 𝑓2
𝑢𝑝

= (𝑧 + 0.07)/0.85 ∙ (0.10 ≤ 𝑧 ≤ 0.61)       (96) 

For the second solution:  

𝑓1
𝑑𝑜𝑤𝑛 = (𝑧 − 0.08) ∙ (0.15 ≤ 𝑧 ≤ 0.30)        (97) 

𝑓1
𝑢𝑝

= (𝑧 + 0.08) ∙ (0.15 ≤ 𝑧 ≤ 0.30)                      (98) 

𝑓2
𝑢𝑝

= (𝑧 + 0.08) ∙ (0.15 ≤ 𝑧 ≤ 0.30) + (
𝑧−0.3

0.7381
+ 0.36) ∙

(0.3 < 𝑧 ≤ 0.61)                                                     (99) 
Then, the condition (87) for multi-axle trailer is checked: 
𝑓1 > 𝑓21     or   𝑓1 > 𝑓22   for  𝑧 = 0.15 ÷ 0.30 (100) 
In addition, an extra condition has been added to the rear axle ad-
hesion utilisation rates: 

𝑓2𝑖 ≤ 𝑓2
𝑢𝑝

   for  𝑧 ≤ 0.61                                     (101) 

which limits the unduly high increase of the coefficient f22 for 
z≤0.61. 

6. RESULTS OF OPTIMIZATION CALCULATIONS 

Based on the algorithm described above, a computer pro-
gram was written in MATLAB [46] to calculate the optimum distri-
bution of the braking forces for semi-trailers with tandem suspen-
sion. The same algorithm, but without calculating the coefficients 
f21 and f22, was used to calculate the single-axle semi-trailer. The 
MATLAB procedure of the Hammersley sequence [47] by Burkardt 
[48] was used to generate the quasi-random numbers N22 and N1 
(Fig. 10). The two-dimensional Hammersley point set is one of the 
simplest sequences with a low discrepancy that is used in both nu-
merical and graphical applications [49]. The number of draws has 
been set to Nd = 40.000. The OFs (93) were calculated for the fol-
lowing values of the weighting factors w1=0.6, w2=0.4 in the range 
0.1≤z≤0.66 with a step size of 0.01. 

The technical data and calculation results of the brake force 
distribution for the laden and unladen single axle semi-trailer are 
shown in Tab. 1. 

Tab. 1.  The technical data and results of the optimization of brake force distribution in single axle semi-trailer: L1=4.45 m, hh=0.7 m (L ‒ laden, U ‒ unla-
den, I, II – first and second solution) 

 m kg] a [m] h [m] OF β1 iP 

UI-UII 

LI - LII 

2250 

7250 

3.895 

3.840 

0.98 

1.25 

0.0947-0.0947 

0.1272-0.1272 

0.2079-0.2079 

0.2445-0.2445 

3.8097-3.8097 

3.0901-3.0901 

 
In the case of laden and unladen semi-trailers, identical results 

were obtained for the optimum distribution of braking forces using 
both solutions. The adhesion utilization curves of the braked axle 
and the trailer coupling are shown in Fig. 11. 

 
Fig. 11.    Adhesion utilization curves fi(z) for an optimal distribution of 

brake forces in a single axle semi-trailer: a – an unladen trailer 
(I solution), b – a laden trailer (II solution) 

The technical data of the laden and unladen semi-trailer with 
different tandem suspensions taken for the optimization calcula-
tions are presented in Tab. 2. To achieve comparability of the 

calculation results, the same mass m2=1700 kg was taken for all 
types of suspensions, and some geometrical parameters of sus-
pensions obtained from literature data [37-38] were fixed. In addi-
tion, no changes were made to some of the suspension dimensions 
for the laden and unladen trailers. Based on the calculated results 
of the β1, β21, β22, iP and iS ratios presented in Tab. 3, the braking 
force distribution in a tandem semi-trailer depends significantly on 
the trailer load and the type of tandem suspension. 

Following the optimization criterion used (lowest OF values), 
the air suspension (section 3.5) and the two leaf spring suspensions 
with equalization (section 3.4) can be regarded as the best. The 
same optimum brake force distribution ratios were found for these 
tandem suspensions (Table 3) using the solutions described in 
Section 2. The values after the dash have been obtained by con-
sidering the weight of the tandem axle. Moreover, with equalised 
values of the β21 and β22 coefficients (the values of the iS coefficients 
are close to 1), the trailer with these suspensions has a uniform, 
close to ideal, distribution of the braking forces. Therefore, the ad-
hesion utilization curves f21, f22 and f2 almost coincide (Fig. 12-a, c). 
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Tab. 2. Rigid drawbar trailer and tandem suspension technical data [37-38]  

Semi-trailer with tandem axle Tandem suspension 

unladen laden bogie (3.1) 2 leaf spring (3.2) 2 leaf 2 rod (3.3) 2 leaf equal. (3.4) air susp. (3.5) 

m=3900 kg m=19800 kg d1=0.705 m c1=0.454 m c1=0.497 m c1=0.454 m c1=0.5 m 

L1=3.94 m L1=3.94 m d2=0.645 m c=0.93 m c=0.97 m c=0.93 m c=0.88 m 

L2=1.35 m L2=1.35 m hs=0.567 m hs=0.717 m hr1=hr1=0.467 m hs=0.717 m hs=0.717 m 

a=4.26 m a=4.055 m h2=0.547 m h2=0.567 m h2=0.567 m h2=0.567 m h2=0.567 m 

h=1.19 m h=1.62 m b2=0.03 m d1=d2=0.21m d1=d2=0.19 m d1=d2=0.675 m  

hh=0.59 m hh=0.59 m   α1= α2=15º   

 
Tab. 3.  The results of the optimization of brake force distribution in a tandem axle semi-trailer (L ‒laden, U ‒ unladen, Lw, Uw – laden and unladen with 

weight of suspension) 

Suspension OF β1 β21 β22 iP iS 

Bogie (3.1) 

I and II solution 

U-Uw 

L-Lw 

0.3040-0.3115 

0.3006-0.3015 

0.1629-0.1588 

0.2301-0.2301 

0.5740-0.5793 

0.5286-0.5286 

0.2631-0.2619 

0.2412-0.2412 

5.1402-5.2971 

3.3456-3.3456 

0.4583-0.4521 

0.4564-0.4564 

2 leaf 2 rod (3.3) 

I solution 

II solution 

U-Uw 

L-Lw 

U-Uw 

L-Lw 

0.6716-0.8831 

0.5841-0.6991 

0.9446-1.2169 

0.7531-0.7893 

0.2313-0.2307 

0.3117-0.3267 

0.2075-0.2065 

0.2806-0.2818 

0.1803-0.1527 

0.1674-0.1644 

0.1705-0.1444 

0.1577-0.1525 

0.5884-0.6166 

0.5209-0.5189 

0.6220-0.6490 

0.5617-0.5657 

3.3239-3.3354 

2.2086-2.1574 

3.8198-3.8417 

2.5635-2.5490 

3.2635-4.0377 

3.1116-3.1573 

3.6483-4.4935 

3.5631-3.7096 

2 leaf equal. (3.4) 

I solution 

II solution 

U-Uw 

L-Lw 

U-Uw 

L-Lw 

0.2512-0.2512 

0.2099-0.2099 

0.3002-0.3002 

0.2117-0.2117 

0.1951-0.1951 

0.2605-0.2605 

0.1803-0.1803 

0.2561-0.2561 

0.4031-0.4031 

0.3710-0.3710 

0.4040-0.4040 

0.3721-0.3721 

0.4018-0.4018 

0.3685-0.3685 

0.4156-0.4156 

0.3717-0.3717 

4.1265-4.1265 

2.8388-2.8388 

4.5449-4.5449 

2.9046-2.9046 

0.9969-0.9969 

0.9935-0.9935 

1.0288-1.0288 

0.9989-0.9989 

air susp. (3.5) 

I solution 

II solution 

U-Uw 

L-Lw 

U-Uw 

L-Lw 

0.2511-0.2511 

0.2098-0.2098 

0.3003-0.3003 

0.2117-0.2117 

0.1951-0.1951 

0.2605-0.2605 

0.1803-0.1803 

0.2561-0.2561 

0.4031-0.4031 
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0.4018-0.4018 
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2.9046-2.9046 
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1.0288-1.0288 

0.9989-0.9989 

2 leaf (3.2) only 

I solution 

U-Uw 

L-Lw 

5.3013-3.5221 

4.6761-4.5855 

0.2271-0.2337 

0.3230-0.3202 

0.0017-0.0218 

0.0018-0.0030 

0.7712-0.7446 

0.6752-0.6768 

3.4025-3.2798 

2.0957-2.1233 

458.23-34.199 

376.30-222.04 

        

 

 
Fig. 12.  Adhesion utilization curves fi(z) for an optimal distribution of brake 

forces in a tandem semi-trailer (considering the weight of the tan-
dem suspension): a – an unladen trailer with air suspension (I so-
lution), c – a laden trailer with air suspension (II solution), b – an 
unladen trailer with bogie suspension (I solution), d – a laden 
trailer with bogie suspension (II solution) 

 
 
 

Larger values of the OF were obtained for the bogie suspension 
(section 3.1) and even higher values for the two leaf-two rod sus-
pension (section 3.3). In both cases, this causes a greater deviation 
of the adhesion utilization curves from the ideal distribution of brak-
ing forces (Fig. 12-b, d and Fig.13-a, c). 

For the two-leaf suspension (section 3.2), the calculation of the 
distribution of braking forces was only obtained from the first solu-
tion, with values of the OF objective function an order of magnitude 
higher (from 3.5 to 5.3) than for the other tandem suspensions. 
However, this solution cannot be considered correct either, as the 
leading tandem axle is braked to a very small extent (β21 values 
range from 0.003 to 0.022 - Table 3). In addition, once the z-value 
exceeds 0.6, the wheels of this axle start to come off the ground 
(the f21 values go to infinity and then fall below zero - Fig.13-b, d). 
Thus, fi curves for braking rates above 0.6 make no physical sense. 
Braking at very low vertical loads can, according to the literature [3, 
4], cause wheel lock on the leading axle. It should be noted that 
qualitatively similar results were obtained when calculating the 
braking force distribution on three-axle trailers with tandem axles 
[33].   
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Fig. 13.  Adhesion utilization curves  fi(z) for an optimal distribution of brake 

forces in a tandem axle semi-trailer (considering the weight of 
the tandem suspension): a – an unladen trailer with two leaf-two 
rod suspension (I solution), c – a laden trailer with two leaf-two 
rod suspension (II solution), b – an unladen trailer with two leaf 
suspension (I solution), d – a laden trailer with two leaf suspen-
sion (I solution) 

 
A comparison of the results obtained without and with the 

weight of the tandem shows that for most tandems, the effect of this 
weight on the distribution of braking forces has been negligible. The 
differences in the brake force distribution ratios are no more than 
5%. But for suspension 3.3, the differences in the calculated values 
of the β21 ratio are about 18%, and for suspension 3.2, they are 
even up to 92%. Omitting the weight of the tandem suspension in 
the calculation of the braking force distribution considerably simpli-
fies the relationships for the vertical reactions of the braked axles 
and, above all, avoids the many time-consuming steps over deter-
mining the mass of the tandem suspension and the position of its 
centre of gravity. 

7. SUMMARY AND CONCLUSIONS 

The method described for optimising the choice of linear brake 
force distribution for rigid drawbar agricultural trailers with single 
and tandem axles can be used in the initial design phase of air 
braking systems using the ALB or MLB regulator with radial char-
acteristic. The calculation of the braking force distribution consid-
ered the requirements of EU Directive 2015/68 [8] for multi-axle 
trailers, treating the coupling device of a rigid drawbar trailer as a 
contractual front axle. It should be noted that although optimising 
the brake force distribution improves the braking performance and 
directional stability of agricultural vehicle combinations on different 
road surfaces, it does not prevent individual wheels from lockup, 
particularly on slippery and uneven surfaces. Therefore, agricultural 
vehicles travelling at speeds above 60 km/h must be equipped with 
ABS systems [8].  

Optimization calculations using the Quasi Monte Carlo method 
for a rigid drawbar trailer with a payload of approximately 16 tonnes 
showed that the distribution of braking forces depends significantly 
on the type of tandem suspension. The lowest values of the mini-
mized objective function were obtained for tandem axles with air 
suspension and two leaf springs suspension with equalization. For 
these two tandem assembly, the adhesion utilizations of the indi-
vidual axles are closest to the straight line representing the ideal 
brake force distribution (Fig. 12-a,c), where the adhesion utilized by 

each tandem axle is the same and equal to the braking rate. Higher 
values of OF were found for the bogie suspension (Fig. 12-b, d), 
and even higher for the two leaf-two rod suspension (Fig. 13-a, c). 
In both cases, this leads to a greater deviation of the adhesion uti-
lisation curves from the ideal distribution of the braking forces. The 
two leaf spring suspension (Figure 13-b, d) produced the highest 
OF values. These results are in qualitative agreement with 
Limpert's analysis of the braking dynamics of a vehicle combination 
with tandem axles [4]. In addition, calculations for the two leaf 
spring suspension have shown that the load transfer between the 
tandem axles can lead to premature locking of the leading axle 
wheels at a braking rate of about 0.6, which is also confirmed in the 
literature [3, 4]. The results of the optimisation calculations show 
that for most tandem suspensions, the effect of the suspension 
mass on the brake force distribution is negligible. 
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Abstract: Detecting moving objects in videos is an evolving area of research, with important implications in many computer vision  
applications. In this paper, we propose a new detection approach by combining background subtraction and multi-level image thresholding 
based on fuzzy entropy, powered by the differential evolution (DE) algorithm. The first step of our method is background subtraction,  
aiming to isolate moving objects by eliminating the static background. However, this approach can be sensitive to lighting variations  
and background changes, thus limiting its accuracy. To overcome these limitations, we introduce multi-level image thresholding based  
on fuzzy entropy. This method exploits the intrinsic variability of moving objects rather than simply differentiating against the background. 
By adjusting thresholds locally, our approach better adapts to changing environmental conditions. The key element of our proposal lies  
in the optimization of the fuzzy entropy threshold parameters using the differential evolution algorithm. We chose DE for its robustness  
and efficiency in handling continuous optimization problems, which makes it well-suited for complex tasks like multi-level image threshold-
ing. By iteratively adjusting the thresholds, we maximize the detection of moving objects while minimizing false positives, thereby improving 
the robustness and accuracy of the method. Our experiments on test video sequences demonstrate the effectiveness of our approach, 
highlighting a significant improvement in moving object detection compared to traditional methods. This promising methodology paves the 
way for future advances in moving object detection, with potential applications in surveillance, robotics, and computer vision in general. 

 
Key words: detecting moving objects; fuzzy entropy; differential evolution; object segmentation

1. INTRODUCTION 

In the ever-evolving realm of computer vision, accurately 
segmenting objects in video streams remains a pivotal challenge 
with profound implications across numerous domains. This task, 
crucial for applications spanning from video surveillance to hu-
man-machine interaction, including personal safety and industrial 
process monitoring, necessitates robust methodologies capable of 
dynamically adapting to changing environmental conditions. 

Background subtraction [1, 2] has emerged as a widely rec-
ognized technique in video object segmentation, aiming to distin-
guish foreground objects from a dynamic background. Among 
these approaches, the median background model stands out for 
its effectiveness in adapting to dynamic scenes, capturing median 
pixel values to provide a stable background representation amidst 
variations such as lighting changes and moving shadows. 

However, the effectiveness of background subtraction meth-
ods, including the median background model, is impeded by 
persistent challenges such as false positives and negatives. False 
positives occur when non-object regions are erroneously identi-
fied, while false negatives result from the failure to detect real 
objects, often due to complex variations in lighting or background 
dynamics. 

To address these challenges, this article proposes an innova-
tive post-processing scheme by combining the median back-
ground model with the gamma correction factor and the Ma-

halanobis distance metric. This synergistic approach aims to 
mitigate both false positives and negatives. Gamma correction 
enhances image contrast, facilitating the differentiation between 
foreground and background elements, while the Mahalanobis 
distance metric offers a robust statistical measure assessing the 
dissimilarity between pixels in difference images. 

The primary contribution of this article lies in introducing an 
innovative post-processing scheme that significantly enhances the 
accuracy of video object segmentation. Focusing on the object 
segmentation process, we exploit enhanced difference images 
using fuzzy entropy and differential evolution. Fuzzy Entropy [3] 
resolves inherent uncertainty in difference frames, while Differen-
tial Evolution [4, 5] optimizes the segmentation process, enhanc-
ing the accuracy and efficiency of object delineation in the video 
stream. Subsequent sections will delve deeper into the methodol-
ogy, experimental setup, and results, demonstrating how this 
post-processing scheme synergistically integrates with the median 
background model to establish a refined segmentation framework. 

The paper is structured as follows: it begins by reviewing pre-
vious work on foreground detection, encompassing deep learning-
based methods and traditional approaches. Subsequently, Sec-
tion 3 elaborates on our MOD-BFDO method for foreground de-
tection, which integrates background subtraction, fuzzy entropy 
thresholding, and differential evolution optimization. Experimental 
results and discussion are presented in Section 4, followed by 
concluding remarks in Section 5. 

mailto:tsm.oussema@gmail.com
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2. RELATED WORK 

Detecting moving objects in video is a dynamic area of re-
search, marked by notable advances in multi-level image thresh-
olding and the integration of fuzzy entropy with metaheuristic 
algorithms like differential evolution, as demonstrated in works 
such as [6]. The choice of Differential Evolution (DE) among 
various metaheuristic algorithms stems from its balance between 
exploration and exploitation, making it particularly effective for 
optimization problems in image segmentation. DE has shown 
strong adaptability in handling continuous optimization problems, 
which aligns well with the complexity of multi-level thresholding in 
dynamic video sequences. These results have driven our explora-
tion in the specific context of moving object detection. Localized 
approaches outlined in [7] have further piqued our interest in 
detecting objects within well-defined areas in video sequences. 
Meanwhile, global approaches to multi-level thresholding, as 
discussed in [8], offer crucial insights for improving detection 
across sequences. Li et al. (2023) introduced an approach based 
on the Improved Slime Mould Algorithm (SMA) combined with 
symmetric cross-entropy for multi-level thresholding, achieving 
greater accuracy in complex image segmentation tasks [9]. Addi-
tionally, Zhou et al. (2023) proposed a complex-valued encoding 
golden jackal optimization for multilevel thresholding image seg-
mentation, further enhancing the robustness of image segmenta-
tion techniques [10]. 

Recent developments in fuzzy-based methods also play an 
essential role in this domain. For example, [11] introduces a ro-
bust approach to moving object detection by fusing Atanassov's 
Intuitionistic 3D Fuzzy Histon Roughness Index and texture fea-
tures, enhancing performance in diverse conditions. Similarly, [12] 
uses Atanassov's intuitionistic fuzzy histon for robust detection in 
noisy environments. Another notable contribution is [13], which 
proposes a novel feature descriptor for moving object detection, 
showcasing improvements in robustness, particularly in complex 
scenes. 

In addition to fuzzy-based approaches, the exploration of syn-
ergies between differential evolution, fuzzy entropy, and alterna-
tive entropy measures, as highlighted in [14], has broadened our 
understanding of multi-level image thresholding techniques. 
These advanced approaches can be categorized into two broad 
classes: methods based on deep learning and traditional unsu-
pervised learning. 

In the realm of deep learning, [15] presents a novel approach 
using deep neural networks for detecting moving objects, offering 
superior accuracy and generalization. Similarly, [16] highlights the 
potential of convolutional neural networks (CNNs) for robust mov-
ing object detection, while [17] uses generative adversarial net-
works (GANs) to generate improved training data for enhanced 
detection performance. Another contribution, [18], applies transfer 
learning to improve detection generalization across various sce-
narios. 

In the domain of moving object detection, traditional unsuper-
vised learning methods, such as background subtraction, tem-
poral segmentation, and clustering, have proven effective due to 
their simplicity and low computational requirements. Techniques 
like adaptive thresholding using wavelet transforms and principal 
component analysis (PCA) capture spatial and temporal features, 
making them reliable in dynamic environments. For example, [19] 
introduces a method using stationary wavelet transforms for 
background subtraction, showing high accuracy. Similarly, [20] 
demonstrates temporal segmentation’s effectiveness, while [21] 

emphasizes the robustness of traditional approaches in specific 
conditions. These methods underscore the resilience and adapta-
bility of unsupervised learning, maintaining relevance despite the 
rise of deep learning. Additionally, [22] explores unsupervised 
clustering to group objects based on temporal similarities, and [23] 
highlights the application of PCA for detecting moving objects in 
complex sequences. Traditional methods, despite their limitations, 
continue to be valuable in scenarios where deep learning models 
may be less practical due to computational or data constraints. 

By consolidating these related works, our paper offers an in-
tegrated methodology for detecting moving objects in videos, 
emphasizing the synergies between fuzzy entropy, differential 
evolution, and multi-level image thresholding. 

3. METHODOLOGY 

This study focuses on improving object segmentation in video 
streams by combining the median background model, an innova-
tive post-processing scheme, and advanced segmentation tech-
niques based on entropy and differential evolution. The main goal 
is to achieve accurate segmentation of moving objects while 
overcoming the challenges of false positives and false negatives 
in the object delineation process. 

 
Fig. 1.   General flow chart of the proposed method 

3.1. Calculation of Difference Images Using Median 
Background Model 

Calculating image difference using the Median Background 
Model is a fundamental step in our methodology. This phase 
involves capturing the dynamic changes in a video sequence by 
subtracting the median background from each frame. The Median 
Background Model is presented as a robust representation of the 
static scene, adapting to variations in lighting, shadows, and 
gradual environmental changes 

3.1.1. Background Model Initialization 

This step begins by initializing the median background model 
using a set of consecutive frames from the video sequence. Medi-
an pixel values are calculated independently for each pixel posi-
tion on this set, creating a stable background representation. 

𝐵𝑘𝑔(𝑥, 𝑦) =
∑ 𝐼(𝑋,𝑦)
𝑁
𝑚

𝑁
                                                         (1)  
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In this context, 𝐵𝑘𝑔(𝑥, 𝑦) represents the pixel intensity of the 
background model at coordinates (𝑥, 𝑦), while 𝐼(𝑥, 𝑦) denotes 

the pixel intensity at (𝑥, 𝑦) within the frame. The background 
model is constructed using 𝑁 frames, where 𝑁 signifies the num-
ber of frames incorporated within the process. 

3.1.2. Frame-wise Subtraction 

For each subsequent frame in the video sequence, we mainly 
perform a per-pixel subtraction of the average background calcu-
lated from the current frame. The result is a different image that 
highlights the dynamic elements of the scene that stand out from 
the static background. 

𝛥𝑡 = |𝐼(𝑥, 𝑦) − 𝐵𝑘𝑔(𝑥, 𝑦)|                                                (2) 

When detecting moving objects, updating the background is a 
crucial step. With each iteration of the algorithm, the background 
model is dynamically adjusted. This adaptation concerns each 
pixel of the matrix, and each pixel is modified according to the 
dynamic matrix resulting from the subtraction between the current 
image and the initial background. For maintaining an accurate and 
up-to-date representation of the background, it is essential to 
adopt an adaptive method. This approach takes into consideration 
changes observed in the scene over time. More precisely, it ad-
justs the values of the dynamic matrix according to new infor-
mation coming from the current image. Thus, updating the dynam-
ic matrix not only makes it possible to detect moving objects. 
Nonetheless, to intelligently adapt to variations in the scene to 
ensure robust and precise detection. 

When looking closely at the difference images, it becomes 
apparent that some background pixels may be misclassified, 
thereby leading to inaccurate segmentation of foreground objects. 
This imprecision can compromise the overall quality of the seg-
mentation and introduce false positive regions. It is imperative to 
undertake additional processing on the different images to rectify 
this situation. This processing process aims to eliminate these 
false positive areas, thereby improving the reliability of object 
segmentation and obtaining more accurate results in identifying 
elements of interest. Adopting this approach strengthens the 
algorithm's ability to correctly discern the edges and details of 
foreground objects, thereby contributing to more robust and relia-
ble segmentation. 

 
Fig. 2.   The first row shows the original images, the second row shows 

the generated difference images 

 

3.2. Post-processing diagram 

A new post-processing scheme is introduced to improve the 
results obtained by background subtraction. This system compris-
es two basic elements. 

3.2.1. Gamma correction 

For enhancing contrast, the difference images use the gamma 
correction factor. By improving the ability to distinguish between 
foreground and background items, this improvement helps to 
lower the number of false positives. 

Our approach consists of first defining a gamma correction 
factor higher than 1, which maps intensity values to lower output 
values, and then defining a value below 1, which extends intensity 
values to higher levels. Figure 3 shows the change in the output 
image's intensity with the input image's intensity values for a fixed 
gamma value. This lessens the low-value gris noise concentration 
zones. 

 
Fig. 3.   Change in intensity of the input image along the x-axis relative to 

the output image along the y-axis, when gamma is less than or 
equal to 1 and b gamma is greater than or equal to 1 

3.2.2. Mahalanobis Distance Metric 

The produced different images are, then, subjected to a Ma-
halanobis distance calculation, which produces a refined differ-
ence image free of outlier pixels. The sample mean and covari-
ance of the difference image—whose mean value skews toward 
the higher gray level values—are used in this approach. As a 
result, this averaging effect helps to remove ambiguity or unclear-
ness from areas with low-valued gray levels. When it comes to 
reducing the impact of large covariance directions—especially 
those brought on by noisy components—the Mahalanobis dis-
tance is essential. Therefore, any noise is seen as an outlier and 
is essentially averaged out. The Mahalanobis distance metric 
uses the spatial orientation of the variables, taking into considera-
tion their covariance between them. 

The post-processing schemes eliminated most of the gray ar-
eas present in the output. The representation of the moving object 
in Figure 4 is significantly more defined compared to the smudged 
output observed in Figure 2. The results obtained in Figure 4 also 
facilitate segmentation due to the elimination of several outliers. 
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Fig. 4.   The first row shows the original images, and the post-processing 

scheme improves the difference images 

3.3. Object Segmentation using Fuzzy Entropy  
and Differential Evolution 

The next stage of our process is object segmentation, which is 
essential to fine-tuning the initial difference images. We utilize two 
sophisticated methods, Differential Evolution, and Fuzzy Entropy, 
to improve the accuracy and stability of the segmentation proce-
dure. The local Fuzzy Entropy and Differential Evolution thresh-
olding approach is carried out in two major stages as depicted  
in Fig. 5. 

 

Fig. 5.   Flowchart of segmentation process 

3.3.1. Fuzzy Entropy 

Fuzzy entropy is presented as a powerful tool for dealing with 
the uncertainty inherent in different images. In scenarios where 
pixel values may be fuzzy or ambiguous, fuzzy entropy captures 
the complexity of the pixel distribution. By incorporating the princi-
ples of fuzzy logic, it provides a nuanced measure of entropy, 
enabling more adaptive and accurate segmentation in regions 
with varying degrees of certainty. 

 

Fig. 6.   Fuzzy membership function for n - level segmentation 

 
A classical set, denoted as A, is essentially a collection of el-

ements that may or may not be members of set A. In the realm of 
fuzzy sets, which is an extension of classical sets, an element can 
exhibit partial membership within set A. The definition of A could 
be stated as follows: 

𝐴 = {(𝑥, 𝜇𝐴(𝑥))|𝑥 ∈ 𝑋}                                                             

(3)       

where 0 < 𝜇𝐴(𝑥) < 1 and 𝜇𝐴(𝑥) is the membership function, 
which measures 𝑥 's proximity to A. 

In this study, a trapezoidal membership function; as depicted 
in Fig. 6, is utilized to estimate the membership of n segmented 
areas,𝜇1, 𝜇2, . . . . . , 𝜇𝑛, by employing 2 (𝑛 − 1) unknown fuzzy 
parameters, namely 𝑎1, 𝑐1. . . 𝑎𝑛 − 1, 𝑐𝑛 − 1,𝑤ℎ𝑒𝑟𝑒 0 <
𝑎1 <  𝑐1 <. . . < 𝑎𝑛 − 1 <  𝑐𝑛 − 1 <  𝐿 − 1. Then, for n-
level thresholding, the following membership function can be 
obtained. 
 

𝑘){

1                𝑘<𝑎1
𝑘−𝑎1
𝑎1−𝑐1

      𝑎1≤𝑘≤𝑐1                             

0              𝑘 > 𝑐1  
                        ⋮                 

                                                  (4) 

𝜇𝑛−1(𝑘) =

{
 
 

 
 

0                k<an-2
k-an-2

cn-2-an-2
      an-2≤k<cn-2

              1                         cn-2≤   k  ≤an-2
k-cn-1

an-1-cn-1
              an-1≤   k  ≤cn-1

                     

  0                   k>cn-1

                

(5) 

𝜇𝑛(𝑘) = {

1                k<an-1
𝑘−𝑎𝑛

𝑎𝑛−𝑐𝑛
      𝑎𝑛−1 ≤ 𝑘 ≤ 𝑐𝑛−1

1              𝑘 > 𝑐𝑛−1

                                    (6) 

The maximization of fuzzy entropy at multiple levels of the im-
age, i.e., background and foreground areas, can be formulated as 
follows. 

 
𝐻𝑛 = 𝐻1 +𝐻2 +⋯+𝐻𝑛 = 

−∑
𝑃𝑖𝜇1(𝑖)

𝑃1

𝐿−1
𝑥=0 𝑙𝑛

𝑃𝑖𝜇1(𝑖)

𝑃1
  − ∑

𝑃𝑖𝜇2(𝑖)

𝑃2

𝐿−1
𝑥=0 𝑙𝑛

𝑃𝑖𝜇2(𝑖)

𝑃2
−⋯⋯−

∑
𝑃𝑖𝜇𝑛(𝑖)

𝑃𝑛

𝐿−1
𝑥=0 𝑙𝑛

𝑃𝑖𝜇𝑛(𝑖)

𝑃𝑛
                                                                  (7)   

where  
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𝑃1 = ∑ 𝑝𝑖𝜇1(𝑖)

𝐿−1
0 , 𝑃1 = ∑ 𝑝𝑖𝜇2(𝑖)

𝐿−1
0  , … , 𝑃𝑛 =

∑ 𝑝𝑖𝜇𝑛(𝑖)
𝐿−1
0   

and 𝑃𝑖 is the probability measure of the occurrence of gray levels. 
Maximizing the total entropy gives the optimal value for the 

parameters. 

𝜑(𝑎1, 𝑐1⋯⋯ , 𝑎𝑛−1, 𝑐𝑛−1 = 𝐴𝑟𝑔𝑚𝑎𝑥(𝐻1 +𝐻2 +⋯+𝐻𝑛)             

                                                                                                     (8) 

It is essential to apply a global optimization technique to effec-
tively optimize equation (8) and simultaneously reduce the time 
complexity of the proposed method. The (n-1) threshold values 
can be obtained using the fuzzy parameters as follows: 

𝑇1 = (
𝑎1+𝑐1

2
); 𝑇2 = (

𝑎2+𝑐2

2
); ⋯⋯ ; 𝑇𝑛−1 = (

𝑎𝑛−1+𝑐𝑛−1

2
)     (9) 

3.3.2. Differential Evolution Optimization 

In our approach, the optimization phase has a crucial position 
in perfecting the object segmentation process. To do this, we 
exploit differential evolution; a global optimization technique pro-
posed by Storn [4]. This robust method adaptively adjusts the 
parameters of the segmentation algorithm, aiming to search for a 
global optimal point in a real parameter space of dimension R^D. 
More precisely, we use a simple version of differential evolution, 

called the DE/rand/1 scheme, where the 𝑖𝑡ℎ individual of the 
population, represented as a vector of dimension D, contributes 
significantly to improving the accuracy of the segmentation pro-
cess. 

�⃗�𝑖(𝑡) = [�⃗�𝑖,1(𝑡), �⃗�𝑖,2(𝑡),⋯⋯ , �⃗�𝑖,𝐷(𝑡) ]                              (10) 

The first step is initialization. the set is randomly initialized in 
the search space, according to the following: 

�⃗�𝑖,𝑗(𝑡) = [𝑋𝑗𝑚𝑖𝑛 + 𝑟𝑎𝑛𝑑 ∗ (𝑋𝑗𝑚𝑎𝑥 − 𝑋𝑗𝑚𝑖𝑛)]                    (11) 

𝑖 = 1 𝑡𝑜 𝑁𝑃 𝑎𝑛𝑑 𝑗 = 1 𝑡𝑜 𝐷                              

Where (𝑋𝑗𝑚𝑎𝑥) and (𝑋𝑗𝑚𝑖𝑛) define the maximum and mini-

mum limits of the search space respectively. NP represents the 
total population engaged in the search process, and a rand is a 
random number between 0 and 1. At each iteration, for each 
parent, a mutant vector, called a donor vector, emerges through 

the differential mutation operation. Creating the 𝑖𝑡ℎ donor vector 

�⃗⃗�𝑖(𝑡) for the 𝑖𝑡ℎ parent vector involves choosing three other 
parent vectors (e.g., the 𝑎1, 𝑎2, 𝑎𝑛𝑑 𝑎3 − 𝑡ℎ vectors, where 

𝑎1, 𝑎2, 𝑎3 ∈ [1, 𝑁𝑃] and 𝑎1 ≠  𝑎2 ≠  𝑎3 are selected ran-
domly from the current population). Thus, the donor vector can be 
formulated as follows: 

�⃗⃗�𝑖(𝑡) = �⃗�𝑎1(𝑡) + 𝐹 ∗ (�⃗�𝑎2(𝑡) − �⃗�𝑎3(𝑡) )                          (12) 

Where 𝐹 (scalar quantity called a weighting factor) exerts its 
influence. The next step involves optimizing the potential diversity 
of donor vectors to create test vectors. A binomial crossing opera-
tion is methodically applied to each of the D variables of a vector, 
following a rigorous protocol. 

𝑅𝑖,𝑗(𝑡) = {
𝑌𝑖,𝑗(𝑡),   𝑖𝑓 𝑟𝑎𝑛𝑑𝑗  (0,1)  𝑥 ≤ 𝐶𝑟 𝑜𝑟 𝑗 = 𝑗𝑟𝑎𝑛𝑑 
𝑋𝑖,𝑗(𝑡),                                             𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

     

                                                                                                   (13) 

Each 𝑗, from 0 to 𝐷, and 𝑟𝑎𝑛𝑑𝑗 in the interval [0,1], repre-

sents the 𝑗𝑡ℎ evaluation of a uniform random generator. The 

component of �⃗�𝑖(𝑡) and 𝐶𝑟 symbolizes the crossover rate. The 
test vector evolves as a renewed parental progenitor for iteration 
𝑡 + 1 if it outperforms, in terms of the fitness function value (in 
case of maximization), the current parental vector in iteration 𝑡. 

�⃗�𝑖(𝑡 + 1) = {
�⃗⃗�𝑖(𝑡), 𝑖𝑓 𝑓(�⃗⃗�𝑖(𝑡)) ≥ 𝑓(�⃗�𝑖(𝑡))

�⃗�𝑖(𝑡), 𝑖𝑓 𝑓(�⃗⃗�𝑖(𝑡)) < 𝑓(�⃗�𝑖(𝑡))  
                 (14) 

The previous steps are iterated until the termination criterion is 
met, which is defined by the number of iterations. 

4. EXPERIMENT RESULTS 

In this section, we demonstrate the intrinsic relevance of our 
advanced methodology through a detailed presentation of experi-
mental results. A comprehensive comparison was made between 
the performance of our approach (MOD-BFDO) and other meth-
ods, including five background subtraction-based approaches: the 
SuBSENSE [24] approach, the SC_SOBS [25] approach, the 
GMM_Zivkovic [26] approach, the GMM [31] approach, and the 
Cuevas [32] approach, as well as a deep learning-based ap-
proach, namely DeepBS [27]. All evaluations were conducted on 
three distinct datasets: the SBI [29], CDnet 2014 [28], LASIESTA 
[30], BMC2012 [33] databases. These datasets consist of se-
quences captured by cameras deployed in both public and private 
environments, containing various moving or stationary entities 
within the scene, such as vehicles, individuals, and others. 

4.1.    Qualitative Measurement 

4.1.1. Qualitative evaluation using the CDnet 2014 and SBI 
datasets 

During this step, we proceed to analyze and evaluate the de-
tection results obtained using our approach, while and comparing 
these results with those obtained by other front-end detection 
methods in various contexts. Experimental scenes are classified 
based on different criteria, such as homogeneous illumination, 
light contrast, presence of shadows, range, occlusion, presence of 
multiple targets, weak signals, and baseline. A detailed analysis of 
these scenes is presented as follows. 

4.1.1.1. Illumination changes 

Figure 7 shows the experimental results obtained under uni-
form illumination. The first row presents the original image, the 
second row exposes the ground truth image and the seventh row 
reveals the result of our approach. Lines 7(3) to 7(6) show the 
results of the DeepBS [27], SC_SOBS [25], SuBSENSE [24], and 
GMM_Zivk [26] methods, respectively. For the HallAndMonitor-
HM video, the presented results were obtained with optimal 
thresholds automatically calculated by our method based on 
differential evolution. For NThr=4, the optimal thresholds averaged 
are 63.5, 128, 190.5, and 254. This choice of NThr indicates that 
the algorithm has determined four thresholds to segment the 
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image. These thresholds maximize the detection of moving ob-
jects while reducing noise and false positives, offering a good 
compromise between accuracy and computational complexity.  

After carrying out experiments on the “HumanBody1-HB” and 
“HallAndMonitor-HM” videos, our approach, as well as DeepBS 
[27], demonstrated satisfactory performance without requiring 
specific quality measurements as a reference. But when it came 
to the detailed rendering of the target object, other leading detec-
tion methods showed less convincing results, particularly methods 
that tend to overlook detailed information, thus leading to detec-
tion errors. 

Compared to these methods, our approach stands out for its 
effec-tiveness in eliminating slight deformations while preserving 
target details. This efficiency arises from the use of a multi-scale 
fusion model, which more adequately preserves the contours and 
details of the target objects. 

 

Fig. 7.   Comparative analysis of our approach with state-of-the-art meth-
ods by exploiting specific videos such as “HumanBody1-HB” and 
“HallAndMonitor-HM” from the SBI2015 dataset. The left-to-right 
layout shows results for: original, ground truth, DeepBS [27], 
SC_SOBS [25], SuBSENSE [24], GMM_Zivk [26}, as well as our 
method. The results for NThr=4 are displayed in this figure 

4.1.1.2. Dynamic background 

 Figure 8 presents the experimental results obtained in vari-
ous situations (dynamic background (CE), bad weather (SF), and 
shadow (BS)). The first row of Figure 8 shows the original image, 
the second row shows the ground truth image and the seventh 
row shows the result of our approach. Lines 8(3) to 8(6) corre-
spond respectively to the results of the DeepBS [27], SC_SOBS 
[25], SuBSENSE [24], and GMM_Zivk [26] methods. 

Analyzing videos with dynamic backgrounds represents a sig-
nificant challenge in the field of object detection. Our approach 
was designed specifically to deal with this complexity, and the 
results obtained are very promising. Compared to several other 
methods, notably DeepBS [27], our approach stands out remark-
ably. Videos demonstrating scenes with constantly changing 
backgrounds are often subject to slight distortions and complex 
movements, making object detection difficult. 

In our experiments, the results obtained by our approach and 

DeepBS [27] outperformed those of other methods. Figures re-
vealing frames extracted from videos with dynamic backgrounds 
show exceptional clarity and accuracy in detecting target objects. 
Our approach, like DeepBS [27], managed to maintain satisfactory 
performance, even in complex conditions where other methods 
showed limitations. 

Using Differential Evolution models in our approach has prov-
en effective in removing slight deformations and retaining details 
of target objects, which is crucial in dynamic environments. These 
results suggest that our approach, in tandem with DeepBS [27], 
constitutes a particularly robust and satisfactory solution for object 
detection in videos with dynamic backgrounds, thus opening new 
perspectives for various applications, such as video surveillance 
and real-time computer vision. 

4.1.1.3. Bad weather  

The figure shows the performance of seven object detection 
methods on a video sequence captured under bad weather condi-
tions. The first two rows present the original images and the 
ground truth, respectively. The results of the different detection 
methods are displayed in rows 3 to 7. 

In general, deep learning-based detection methods, such as 
DeepBS and our approach, achieve better results compared to 
non-deep learning methods like GMM_Zivk [26], SuBSENSE [24], 
and SC_SOBS [25]. This is likely due to the ability of deep learn-
ing-based methods to learn object characteristics, allowing for 
more accurate identification in challenging conditions. 

In this experiment, our approach determined four thresholds to 
segment the bad weather video, with the optimal values averaging 
56.5, 107, 178.5, and 254.5. These thresholds were specifically 
selected to enhance the detection of moving objects while mini-
mizing noise and false positives, ensuring a robust trade-off be-
tween detection accuracy and computational efficiency 

 
Fig. 8.   Comparative analysis of our approach with state-of-the-art meth-

ods by exploiting specific videos such as “SnowFall-SF”, 
“BusStation-BS” and “Canoe-CE” from the CDnet 2014 dataset. 
The left-to-right layout shows results for original, ground truth, 
DeepBS [27], SC_SOBS [25], SuBSENSE [24], GMM_Zivk [26], 
as well as our method, The results for NThr=4 are displayed in 
this figure 
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Specifically, the DeepBS [27] method delivers the best per-
formance on the bad weather video sequence, followed closely by 
our method. SuBSENSE [24] performs similarly to our method, 
though it is slightly less accurate than DeepBS [27]. SC_SOBS 
[25] produces the weakest results, though it still manages to 
detect some objects. 

The GMM_Zivk [26] method yields the poorest performance 
on the bad weather video sequence, likely due to its reliance on 
simplifying assumptions about the object distribution. These as-
sumptions may not hold in real-world conditions, leading to a 
significant loss in accuracy. 

4.1.1.4. Baseline 

The figure shows the results of seven object detection meth-
ods on two video sequences, one of road traffic and one of pedes-
trians. Rows 1 and 2 of the figures show the original images and 
the ground truth, respectively. Lines 3 to 7 show the results of the 
different detection methods. 

In general, deep learning-based detection methods (DeepBS 
[27]) and our method achieve better results than non-deep learn-
ing-based methods SC_SOBS [25], SuBSENSE [24], and 
GMM_Zivk [26]. Probably, it is because our method and deep 
learning-based methods can learn the characteristics of the ob-
jects to be detected, which allows them to detect objects under 
difficult conditions accurately.  

 
Fig. 9.   Comparative analysis of our approach with state-of-the-art meth-

ods by exploiting specific videos such as “Highway-HG” and 
“Pedestrians-PD” from the CDnet 2014 dataset. The left-to-right 
layout shows results for original, ground truth, DeepBS [27], 
SC_SOBS [25], SuBSENSE [24], GMM_Zivk [26], as well as our 
method. The results for NThr=4 are displayed in this figure 

Specifically, our method obtains the best results on the road 
traffic sequence, followed by the DeepBS [27] method. The SuB-
SENSE [24] method obtains good results on both sequences, but 

it is slightly less precise than DeepBS [27] and our method. The 
SC_SOBS [25] method obtains results comparable to those of 
SuBSENSE [24]. The GMM_Zivk [26] method obtains the worst 
results on both sequences because the GMM_Zivk [26] method 
relies on simplifying assumptions about the distribution of the 
tracked objects. These assumptions may not be valid in real-world 
conditions, resulting in a loss of accuracy. 

4.1.2. Qualitative evaluation using the LASIESTA and 
BMC2012 dataset 

Figures 10 and 11 demonstrate the performance of the MOD-
BFDO approach on two challenging sequences from the LASIES-
TA dataset. In Figure 10, the method handles moderate shadows 
effectively, accurately detecting and segmenting moving objects 
with minimal errors, showing robustness in controlled indoor envi-
ronments. In contrast, Figure 11 highlights the method's challeng-
es with dynamic backgrounds, camouflage, and hard shadows, 
where some moving objects are not fully detected. Despite these 
limitations, the approach still performs reasonably well in such 
complex scenarios. Overall, the results indicate that the MOD-
BFDO approach is effective for object detection but may struggle 
in environments with high background complexity. 

 
Fig. 10.  Qualitative Performance of the MOD-BFDO Approach on 

I_BS_01 (Bootstrap, Moderate Shadows): (a) Original Image, (b) 
Grayscale Image, (c) Ground Truth, (d) Proposed Approach. The 
results for NThr=4 are displayed in this figure 

 

Figure 12 showcases our approach's capability in outdoor en-
vironments, where varying lighting and small-scale movements 
often present challenges. The sequence images #276, #317, 
#352, and #228 reveal that our approach is proficient at detecting 
prominent moving objects even against complex urban backdrops, 
though smaller or distant objects may sometimes be less accu-
rately captured, with the optimal values averaging 56.5, 107, 
178.5 and 254.5. 
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Fig. 11.  Qualitative Performance of the MOD-BFDO Approach on 

O_SU_01 (Dynamic background, camouflage, hard shadows.): 
(a) Original Image, (b) background model, (c) Ground Truth, (d) 
Proposed Approach. The results for NThr =4 are displayed in 
this figure 

 

 
Fig. 12. Qualitative performance of the MOD-BFDO approach on the 

"111" synthetic videos from the BMC2012 dataset. This figure 
shows: (a) the original image, (b) the background model, and (c) 
the results obtained with the proposed approach. The results 
displayed correspond to NThr=4 

4.2. Quantitative Measurement 

In this section, we provide a detailed quantitative evaluation of 
the MOD-BFDO method. The performance is assessed using 
various metrics that measure the accuracy and reliability of the 
detection results. These metrics offer a clear indication of how 
well the proposed approach distinguishes moving objects from the 
background in different scenarios. By comparing our results to 
existing methods, we highlight the effectiveness and robustness of 
MOD-BFDO in both controlled and complex environments. The 
following subsections provide the mathematical definitions and full 
forms of each metric used in our evaluation. 

− RE (Recall): Measures the proportion of actual positives cor-
rectly identified. 

𝑅𝐸 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

where TP represents true positives and FN represents false nega-
tives 

− SP (Specificity): Represents the proportion of actual negatives 
correctly identified. 

SP =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

where TN represents true negatives and FP represents false 
positives. 

− FPR (False Positive Rate): The proportion of false positives 
among all actual negatives. 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

− FNR (False Negative Rate): The proportion of false negatives 

among all actual positives. 

𝐹𝑁𝑅 =
𝐹𝑁

𝑇𝑃 + 𝐹𝑁
 

− PWC (Percentage of Wrong Classifications): Indicates the 

percentage of incorrectly classified instances (false positives 

and false negatives) out of the total number of classifications. 

𝑃𝑊𝐶 = 
100 ∗ (𝐹𝑁 + 𝐹𝑃)

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
 

− F-M (F-Measure): The harmonic mean of precision and recall, 

providing a balance between the two 

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙 
 

− PR (Precision): Measures the proportion of correctly predicted 

positives out of all predicted positives. 

𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

4.2.1. Quantitative evaluation using the CDnet 2014 dataset 

Table 1 shows seven evaluation metrics for our moving object 
detection approach based on background subtraction, fuzzy en-
tropy thresholding, and differential evolution optimization (MOD-
BFDO) using the CDnet 2014 dataset. Our methodology has been 
tested in various scenarios, including uniform lighting conditions, 
shadow areas, long-range scene occlusion environments, the 
presence of multiple targets, and weak signals. MOD-BFDO effec-
tively adapts to dynamic backgrounds and fast-moving objects, as 
well as slow background changes and static objects in scenes. 

Tab. 1.  Evaluation of our method on the CDnet 2014 

Category RE SP FPR FNR PWC F-M PR 

Baseline 0.9577 0.9911 0.0021 0.0423 0.3634 0.9409 0.9432 

Bad weather 0.8950 0.9970 0.0004 0.1053 0.5212 0.8834 0.8723 

Dy. Backg 0.8839 0.9989 0,0013 0,2332 0,6121 0.9051 0.9272 

Shadow 0,8704 0,9917 0,0082 0,1295 1,6663 0.8785 0,8869 

Cam. Jitter 0.8154 0,9945 0,0057 0,1864 1,2627 0.8332 0.8515 

Law. Fram 0.7610 0.9934 0.0061 0.2492 0.9064 0.6800 0.6146 

Average 0.8639 0.9944 0.0039 0.1576 0.7220 0.8535 0.8492 
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The advantages of MOD-BFDO are supported by the high 
precision, recall, F-measure and PWC scores shown in Table 2. 
Notably, MOD-BFDO shows higher recall and F-measure, as well 
as lower PWC, highlighting its ability to detect foreground and 
background pixels while minimizing errors. Compared to many 
traditional approaches, including those outside the deep learning 
domain, our method also outperforms deep learning-based mod-
els, approaching the performance of the SuBSENSE [24] algo-
rithm in terms of accuracy. 

 
Tab. 2.  Comparative assessment of F-measure in six categories using 

four methods. Each row presents results specific to each 
method; each column displays the average scores in each 
category 

 

In comparison with other ranked methods on the dataset in 
Table 3, MOD-BFDO stands out once again, especially in terms of 
F-measure scores, which combine recall and precision. Even in 
the Law framerate category, where some approaches use more 
sophisticated frame-level motion analysis techniques, our method 
excels. Overall, we maintain the highest F-measure scores in four 
out of six categories, surpassing the second-best method with an 
8.53% relative improvement in the overall F-measure, exclusively 
for the CDnet 2014 dataset. These results highlight the exception-
al flexibility of our method, capable of adapting to the most chal-
lenging change detection scenarios. 

Tab. 3. A comparison between our method and some of the most  
important existing methods on CDnet 2014 dataset 

Methods Overall 

 Avg. RE Avg. PR Avg. PCW Avg. F-M 

DeepBS [27] 0.8312 0.8712 0.6373 0. 8490 

SC_SOBS [25] 0.8068 0.7141 2.1462 0.7158 

SuBSENSE [24] 0.8615 0.8606 0.8116 0.8257 

GMM _Zivk [26] 0.7155 0.6722 1.7052 0.6696 

MOD-BFDO 0.8639 0.8492 0.72202 0.8535 

4.2.2. Statistical Stability Test 

In this part, we present a comparative analysis of the perfor-
mance of the MOD-BFDO method against other object detection 
methods, based on the mean F-measure and standard deviations 
calculated for each method. We then apply a z-test to assess the 
statistical significance of the differences between these methods. 

Tab. 4.  Mean F-measure and standard deviations for different methods 

Methods Mean F-M (µ) Standard Deviation (σ) 

MOD-BFDO 0.8535 0.0920 

SuBSENSE [24] 0.8257 0.1013 

DeepBS [27] 0.8490 0.1296 

SC_SOBS [25] 0.7158 0.1306 

GMM_Zivk [26] 0.6696 0.1232 

The standard deviation 𝜎 for each method is calculated using 
the following formula: 

𝜎 = √
1

𝑛−1
∑ (𝑋𝑖 − �̅�)

2𝑛
𝑖=1   

where: 
𝑋𝑖: is the F-measure for each category. 
�̅�: is the mean F-measure for the method. 
𝑛 : is the number of categories. 

To compare the performance of MOD-BFDO with other meth-

ods, we use the following z-test equation: 

𝑧 =
�̅�MOD−�̅�𝑐𝑜𝑚𝑝𝑎𝑟𝑒𝑑

√
𝜎MOD
2

𝑛MOD
+
𝜎𝑐𝑜𝑚𝑝𝑎𝑟𝑒𝑑
2

𝑛𝑐𝑜𝑚𝑝𝑎𝑟𝑒𝑑

  

where:  

�̅�MOD : is the mean F-measure for MOD-BFDO. 

�̅�𝑐𝑜𝑚𝑝𝑎𝑟𝑒𝑑 : is the mean F-measure for the compared method. 

𝜎𝑀𝑂𝐷 and  𝜎𝑐𝑜𝑚𝑝𝑎𝑟𝑒𝑑 are the standard deviations of the respec-

tive methods 
𝑛MOD and 𝑛𝑐𝑜𝑚𝑝𝑎𝑟𝑒𝑑 are the number of samples (here n=6 for 

each method). 

Tab. 5.  Z-scores for MOD-BFDO vs other methods 

Comparison z-Score 

MOD-BFDO vs SuBSENSE 0.498 

MOD-BFDO vs DeepBS 0.069 

MOD-BFDO vs SC_SOBS 2.11 

MOD-BFDO vs GMM_Zivk 2.93 

 
The z-test was applied to assess whether the performance dif-

ferences in terms of F-measure between MOD-BFDO and the 
other methods are statistically significant at the 95% confidence 
level. For this confidence level, the critical value is 1.96, meaning 
that any z-score greater than 1.96 or less than -1.96 indicates a 
significant difference. 

The results show that the differences between MOD-BFDO 
and SuBSENSE (z = 0.498) as well as DeepBS (z = 0.069) are 
not significant, as the z-scores are below 1.96. However, the 
differences with SC_SOBS (z = 2.11) and GMM_Zivk (z = 2.93) 
are statistically significant, indicating that MOD-BFDO significantly 
outperforms these two methods at the 95% confidence level. 
These results confirm the robustness and effectiveness of MOD-
BFDO in complex environments, particularly in comparison with 
older methods such as SC_SOBS and GMM_Zivk. 

 

 

Methods 

F-M 

Baseline 
   Bad 

weather 

  Dy. 

Backg 
Shadow 

 Cam.  

 Jitter 

  Law        

Fram 
Overall 

DeepBS [27] 0.9580 0.8301 0.8761 0.9304 0.8990 0.6002 0.8490 

SC_SOBS 

[25] 
0.9333 0.6620 0.6686 0.7786 0.7051 0.5463 0.7158 

SuB-

SENSE[24] 
0.9503 0.8619 0.8177 0.8646 0.8152 0.6445 0.8257 

GMM_ 

Zivk [26] 
0.8382 0.7406 0.6328 0.7322 0.5670 0.5065 0.6696 

MOD-BFDO 0.9409 0.8834 0.9051 0.8785 0.8332 0.6800 0.8535 
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4.2.3. Quantitative evaluation using the LASIESTA dataset 

Tab. 6. Results obtained by the proposed algorithm on the LASIESTA 
dataset 

Category RE PWC F-M PR 

I_SI 0.8969 0.5501 0.9089 0.9219 

I_CA 0.7930 1.2835 0.8415 0.9250 

I_BS 0.7015 0.4164 0.7120 0.7457 

O_SU 0.8868 0.1917 0.8938 0.9038 

Average 0.8195 0.6104 0.8390 0.8741 

 

Tab. 7. Comparative assessment of F-measure across four categories 
using four methods on the LASIESTA dataset. Each row 
presents the results for a specific method, while each column 
displays the average scores for each category  

 

The results from both tables provide a comparative evaluation 
of different methods applied to the LASIESTA dataset. In Table 6, 
our proposed approach demonstrates strong performance, with an 
average F-measure of 0.8390 and high scores in categories I_SI 
(0.9089) and O_SU (0.8938), indicating robust capability in detect-
ing objects in diverse environments. In comparison, Table 7 
shows the results of other methods. Our method outperforms the 
GMM [31] and GMM_Zivkovic [26] approaches in terms of overall 
F-measure (0.8390 vs. 0.6880 and 0.7450, respectively) and 
slightly surpasses the Cuevas approach (0.8390 vs. 0.8155). This 
highlights the enhanced efficiency of our algorithm in handling 
complex and heterogeneous scenes. 

4.2.4. Real-time assessment 

In this section, we compare the average frames per second 
(FPS) across several algorithms using videos from the SBI2015, 
CDnet 2014 and LASIESTA datasets. To assess processing 
speed, we selected four videos with resolutions of (320x240, 
352x288 and 720x480). All videos were recorded at 25 fps, and 
frames were converted to grayscale before applying the algo-
rithms. Table V summarizes the average FPS results obtained on 
our system, equipped with an Intel(R) Core (TM) i7-4700MQ CPU 
@ 2.40GHz and implemented in C++. 

For real-time applications, GMM_Zivkovic [26] emerges as the 
most suitable method due to its high FPS performance. MOD-
BFDO offers a balanced alternative, providing a compromise 
between speed and accuracy. On the other hand, SC_SOBS [25] 
and SuBSENSE show lower FPS, especially for larger videos, 
which makes them less ideal for real-time scenarios involving 
high-resolution content. 
 

Tab. 8.  Comparison of Average Frames Per Second (FPS) Across Three 
Source Video Sequences 

 

Methods 

Size of video 

320x240 352x288 720x480 

SC_SOBS [25] 9.8 8.7 3.4 

SuBSENSE [24] 3.3 2.8 1.6 

GMM _Zivk [26] 21.6 18.1 13.8 

MOD-BFDO 5.5 4.7 3.2 

5. CONCLUSION  

In conclusion, our experimental results conclusively demon-
strate that our MOD-BFDO method represents a significant ad-
vance in detecting moving objects in videos. Compared to object 
detection algorithms, whether based on deep learning or not, our 
approach stands out for its ability to provide superior performance, 
especially in difficult conditions such as lighting variations, long 
ranges, baseline changes, and other complex scenarios. 

The innovative combination of background subtraction, fuzzy 
entropy-based multi-level image thresholding, and differential 
evolution algorithm achieved remarkable results. Background 
subtraction provides a crucial first step to isolating moving objects, 
while multi-level image thresholding based on fuzzy entropy im-
proves robustness to environmental variations. 

The optimization of the fuzzy entropy threshold parameters by 
the differential evolution algorithm was instrumental in obtaining 
superior performance. This iterative approach made it possible to 
maximize the detection of moving objects, while minimizing false 
positives, thus strengthening the precision and reliability of our 
method. 

In summary, the results of our experiments position our MOD-
BFDO method as a promising and competitive solutions for de-
tecting moving objects. These advances open up exciting pro-
spects for applying our method in areas such as surveillance, 
robotics, and computer vision, demonstrating its potential to ad-
dress the complex challenges of detecting moving objects in 
dynamic and varied environments. 
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FORCED CONVECTION HEAT DISSIPATION FROM PIN FIN HEAT SINKS  
MODIFIED BY RINGS AND CIRCULAR PERFORATION 

Karima ALEM* , Djamel SAHEL** , Warda BOUDAOUD*** , Redouane BENZEGUIR*  

*Laboratoire des Carburants Gazeux et Environnement, Faculté de Génie Mécanique, USTO-Mohamed Boudiaf, Oran, Algeria 
**Département du Tronc commun des Sciences et de Technologie, Faculté de Technologie, Université Amar Telidji de Laghouat, Algeria 

***Laboratoire des Science et Ingénierie Maritimes, Faculté de Génie Mécanique, USTO-Mohamed Boudiaf, Oran, Algeria 

 
Karima.alem@univ-usto.dz, d.sahel@lagh-univ.dz, warda.boudaoud@univ-usto.dz, benzeguiredouane@gmail.com 

received 15 June 2024, revised  10 August 2024, accepted 02 September 2024 

Abstract: The primary factors to be managed in the design of heat sinks include enhancing the heat dissipation rate, minimizing occupied 
volume and mass, and eliminating lower heat transfer areas behind the pin fins. This study focuses on numerically analysing the impact  
of combining perforation technique and ring inserts on the heat dissipation and turbulent fluid flow characteristics of pin fin heat sinks.  
The rings are positioned around the cylindrical pin fins (CPFs). The perforation technique allows fluid flow to pass through the pin fins (PFs) 
and agitate the stagnant zones of flow behind PFs. These configurations are denoted as case 0 (no perforation) to case 4. Results show that 
fitted with rings and perforation (case 4), as an optimal configuration, demonstrates a 180.82% increase in Nusselt number and a 154.54% 
decrease in thermal resistance compared to CPFs. Fortunately, this configuration contributes to a significant decrease in the pressure drop 
by 62.19%. Furthermore, under the same conditions, the occupied volume and mass of case 4 are reduced by 77.5% and 77.65%,  
respectively. Additionally, the optimal configuration exhibits the highest hydrothermal performance factor (η) of 3.29 at Re = 8740. 

Key words: Heat sink; heat dissipation; perforated space; pin fins; ring

1. INTRODUCTION 

In recent years, there has been a trend in electronic devices 
towards higher frequencies and smaller sizes, resulting in a signifi-
cant increase in power density. This has led to chip-level heat dis-
sipation exceeding 1000 W/cm2 for compound semiconductor de-
vices (1). The elevated temperatures resulting from inadequate 
heat dissipation pose a significant challenge to device reliability, 
and improper thermal management can result in complete device 
failure. It is empirically observed that for every 10 degrees Celsius 
reduction in the temperature of electronic components, the failure 
rate is halved (2). Therefore, in order to achieve optimal perfor-
mance, electronic devices must be equipped with advanced cooling 
technologies that offer enhanced heat dissipation capabilities to im-
prove cooling efficiency and maintain the device at an appropriate 
temperature level to ensure proper system functionality (3,4). A 
heat sink is an important component that fixed on heated electronic 
devices to cool them. Through conductive and convective heat 
transfer, heat sink effectively dissipates generated heat by elec-
tronic devices(5).  

There are several fluids used for cooling electronic systems, 
such as nanofluids (6–10), hybrid nanofluids (11–15) and phase 
change materials (PCM) (16–19). However, the latter fluids still 
pose economic costs and technological challenges. Usually utilized 
air-cooling technologies are becoming inadequate in meeting the 
cooling requirements of modern high-power small-sized devices. 
Air is free, available in nature, does not pose any technical prob-
lems to electronic devices, such as leaks(20,21).  

Vortex generators (VGs)(22,23), perforation (24,25) and split-
ters insert (26,27) have become efficient strategies that  

are favored techniques of cooling by air. Alam et al (28) tested heat 
transfer characteristics of PFHS by using triangular vortex genera-
tor mounted on heat sink of central processing unit (CPU).They 
showed that Nusselt number (Nu) increases with increasing of air 
velocity which is enhances the thermal performance of CPU. In this 
context, the wavy way of channel heat sinks can also enhance heat 
dissipation rates by developing of the flow structure (29). 

Bezaatpour and Goharkhah (30) analyzed the impact of porous 
media on the performance of two conventional pin fins heat sink 
(circular and rectangular). They used Fe3O4 nanofluid as a working 
fluid. In the presence of porous media, the two cases showed an 
increase in Nusset number by 450% and 547%.Chin et al (31) nu-
merically and experimentally studied the effect of number (N) and 
diameter (DP) of perforation on heat transfer and fluid flow behav-
iors of CPFHSs. They reported that N=5 and DP=3mm offer the 
best performance by an increase in Nusselt number by 45% com-
pared to the conventional pin fins (CPFs). 

Sajedi et al (32) numerically studied the effect of splitters on the 
performance of PFHS. They showed that splitters insert behind the 
cylindrical pin fins (CPFs) reduces pressure drop by 13.4 %, ther-
mal resistances decrease by 36.8 %. In addition, they reported that 
splitters can reduces the formation of flow recirculation zones be-
hind CPFs. Abdemohimen et al (33) analyzed the influence of split-
ters with different deviation angles which are varied from 0° to 90° 
than the flow direction. For staggered arrangements of CPFs, the 
angle of 22.5° achieved better hydro thermal performance factor. 
In this context, several papers were confirmed that the perforation 
technique not only enhance heat transfer coefficient by its also re-
duce pressure drops in different shapes of heat sinks (34,35). Me-
ganathan et al(36) reported that the best design of heat sinks con-
sists to consider some geometric parameters such as the height, 
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length, the thickness, the number of the fins and the material of the 
construction. Haque et al (37) analyzed different shapes of perfo-
ration and budges for create better mixture of flow. The studies are 
conducted using a CFD program for Reynolds numbers (Re) varing 
from 8547 to 21,367. They indicate that elliptical pin fins signifi-
cantly improve the hydro-thermal performance factor (HTPF). 

Specifically, the circular perforated elliptical pin fin achieves a 
peak HTPF of 1.72 as the Re varies from 8547 to 21,367.  

This study proposes a new design that integrates perforation 

through CPFHSs fitted with rings located around CPFs. In this new 
design, perforation and rings were combined in different configura-
tions. Rings augments heat transfer surface, where the perforation 
technique helps also augments heat transfer area, reduces mass 
of heat sink and develop the flow structure behind the pin fins. The 
simulation was carried out using Comsol Multiphysics v.5.4 soft-
ware to model turbulent fluid flow and heat transfer within the heat 
sinks. 
 

 

Fig. 1. General illustration and dimensions (in mm) of air flow channel heat sink 
 

 
 

   

a) CPFs b) Case 0 c) Case 1 

   

d) Case 2 e)  Case 3 f) Case 4 

 
Fig. 2. Detailed dimensions (in mm) of different heat sink configurations 
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2. NUMERICAL METHODOLOGY 

2.1. Physical model 

A set of three-dimensional Computational Fluid Dynamics 
(CFD) simulations were conducted to study the hydro-thermal effi-
ciency of different pin-fin heat sinks (PFHSs), as illustrated in Fig-
ures 1 and 2. These PFHSs consist of a base plate with fins ar-
ranged in a staggered manner, placed within a channel as depicted 
in Fig. 1. The dimensions of the base plate are 75⨯75⨯2 mm3 and 
of the channel are 215⨯75⨯20 mm3. Both the base plate and fins 
were constructed from A8350P aluminum. The staggered cylindri-
cal pin fin (CPFs) heat sink from a previous study was used as a 
benchmark to validate the methodology employed in this research. 
Combination between ring and perforation techniques was ana-
lyzed parametrically under fully turbulent flow conditions using 
three-dimensional CFD simulations. This combination was results 
fives cases named as: case 0, case 1, case 2, case 3, case 4.  Sim-
ulation was realized for Reynolds number (Re) ranging from 8740 
to 22,060. The longitudinal and transversal distances of the pins 
are set to 15 mm. all dimensions of channel and heat sinks were 
illustrated in Figs.1 and 2. 

2.2. Governing formulation and boundary conditions 

 The fluid flow state is considered to be turbulent flow with sin-
gle-phase characteristics. In the context of fluid-solid conjugate 
heat transfer in channel heat sinks, several assumptions are em-
ployed to simplify the numerical calculation process as: 
− Both air flow and heat transfer are assumed to be in steady 

states.  
− The air is treated as single-phase, Newtonian and incompress-

ible.  
− Radiation heat transfer is neglected. 
− The influence of gravity is ignored.  
− The thermo-physical properties of the fluid are assumed to be 

constants.  
− No-slip conditions are assumed at the solid-fluid interface.  

These assumptions lead to the formulation of control equations 
appropriate for the analysis of steady states fluid flow and heat 
transfer (38) (39), which includes the continuity equation, momen-
tum equation, energy equation, and conduction energy equation 
(27) . 

𝜕𝑢𝑖

𝜕𝑥𝑖
= 0                      (1)                                                                                                         

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑢𝑗) =

𝜕

𝜌 𝑥𝑖
[𝜇 (

𝜕𝑢𝑖

𝜕𝑥𝑗
− 𝜌𝑢𝑖

′𝑢𝑗
′)] −

𝜕𝑝

𝜕𝑥𝑖
               (2) 

𝜕(𝑢𝑗𝑇)

𝜕𝑥𝑗
= 𝛼𝛻2𝑇 +

𝜕

𝜕𝑥𝑗
(−𝑢𝑖

′𝜃)            (3) 

𝛻. (𝜆𝑠𝛻𝑇𝑠) = 0             (4) 

Where, λs is the thermal conductivity of A8350P Aluminum 
(167 W/m. K), Ts is the temperature field in the Aluminum-solid heat 
sink. 

For closing the equation system, standard k-ε turbulence model 
was used in this study. This model is largely used to estimate heat 

transfer and fluid flow in thermal systems(20,33,40,41). Also, this 
model is better to predict turbulent flow in channels(42). 

In order to evaluate heat transfer, performance and fluid flow 
behaviors of different PFHSs, we used some parameters which are 
summarized as follows (20).  

Nusselt number (Nu): 

Nu =
𝑞 𝐷ℎ

𝜆𝑎𝑖𝑟(𝑇𝑊−(𝑇𝑖𝑛+𝑇𝑜𝑢𝑡)/2)
                      (5)  

Where, q is the constant heat flux on the base plate of heat sink 
(5903 W/m2), λair is the thermal conductivity of air (0.024 W/m. K). 
Tin, Tout is the temperatures in the inlet and outlet of channel 
respectively. TW is the mean temperature of walls of the base plate 
and pin fins. 

Thermal resistance (Rth): 

𝑅𝑡ℎ = (𝑇𝑊 − 𝑇𝑖𝑛) 𝑞⁄                                                                                  (6) 

Pressure drops (Δp); 

𝛥𝑝 = 𝑝𝑖𝑛 − 𝑝𝑜𝑢𝑡                        (7)  

Hydro thermal performance factor (η) ;                                                                  

𝜂 = (
𝑁𝑢

𝑁𝑢𝐶𝑃𝐹𝐻𝑆
) (

𝛥𝑝

𝛥𝑝𝐶𝑃𝐹𝐻𝑆
)

1

3
⁄                            (8)  

Pumping power (PP):                                                                                                                                 

𝑃𝑃 = 𝑢𝑖𝑛 × 𝐴𝑐 × 𝛥𝑝                                                                 (9) 

Where, uin is the speed in the inlet of channel, Ac is the contact 
solid-fluid surface, 𝛥𝑝 is the pressure difference between inlet (pin) 

and outlet (pout) of channel heat sink. 
The regime of the air turbulent flow can be determined by using 

Reynolds number (Re): 

Re =
𝑢𝑖𝑛×𝐷ℎ

𝜐
                                                                            (10) 

Reynolds number (Re) is determined at the hydraulic diameter 
(Dh) and it ranging from 8740 to 22060 corresponding of inlet 
velocity interval of 4.14 to 10.45 m/s. Where the temperature in the 
inlet is set to 300K.                                                                                                               

2.3. Numerical method and procedure 

The simulation of conjugate heat transfer and turbulent fluid 
flow characteristics was conducted using the CFD software COM-
SOL Multi-Physics v. 5.4. The Reynolds Average Navier Stocks 
(RANS) and energy equations were discretized through the finite 
element method (FEM). Convergence criteria of 10-6 and 10-9 were 
set for the RANS and energy equations, respectively.  

Grid sensitivity analyzes were performed to ensure the accu-
racy of the numerical model. Tetrahedral and unstructured grid 
were generated for each case to determine the most efficient inde-
pendent grid mesh (Fig.3). 

 A free tetrahedral type mesh was utilized for all numerical do-
mains. Different grid sizes were tested for validation, for example, 
for CPFHSs arrangement, the grid of 1,367,577 was selected for 
following simulation.  
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Because, this case illustrated that Nusselt number (Nu) results 
showed that its deviation does not less than 1% compared to the 
refined grid cases. Similar grid independence assessments were 
carried out for other cases, resulting in the selection of specific grid 
sizes for each case. 

Fig.4 show an example of the test of the grid sensibility for the 
case 4. The simulations were run on a computing station with a 
CPU i7 and a frequency of 2.6 GHz and 16 Go of RAM, with each 
simulation typically taking around 4 hours.  

 
 

 

Fig. 3. Example of generated tetrahedral mesh, Case 4 
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Fig. 4. Test of grid independence for CPFs 

 

3. RESULTS AND DISCUSSION 

3.1. Validation of results 

It is crucial to evaluate the accuracy of the current model for 
realized the following simulations. This evaluation includes confirm-
ing the results by comparing them with available data from literature 
(31). For the validation, we utilized both Nusselt number (Nu) and 
pressure drop (Δp). 

Figs 5(a) and 5(b) depict the variation of Nu and Δp versus 
Reynolds number (Re), respectively. The examination of Nu results 
indicated a maximum deviation of 11.51% and 2.60% in compari-
son to the experimental and numerical results of Chin et al (31). 
Similarly, the assessment of Δp results displayed a deviation of 
15.83% and 8.21%. These deviations due to the utilization of three 
thermocouples in the inlet of the channel and other three thermo-
couples in the outlet by Chin et al (31). Where, in the present study, 
we used the mean surfaces of the inlet and outlet to evaluate the 
temperatures. 

 
a) Nusselt number (Nu) results 

 

b) Pressure difference (Δp) results  

Fig. 5. Validation of results for CPFs 
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3.2. Hydraulic and thermal aspects 

One factor that can reduce the effectiveness of CPFs is the cre-
ation of air vortices behind the pin at very low speeds (43), resulting 
in the formation of hot points or lower heat transfer areas 
(LHTAs)(44,45). Figs. 6 and 7 show the distribution of velocity 
streamlines and temperature contours for cases 0 and 4 as typical 
arrangements. In Fig. 6, the airflow splits into two regions as it 
passes over the sides of the cylindrical pins, with one region having 
high speeds that are conducive to heat transfer due to the turbu-
lence of air molecules. The second region, located directly behind 
the pin fins, experiences low-velocity eddies, leading to the for-
mation of hot spots and decreased heat transfer rates. 
  

 

 
a) Case 0 

 
b) Case 4 

 
Fig. 6.  Velocity streamline distribution (m/s) for a) case 0 b) and case  

4 at Re=22060 
 

 

 
 

 

a) Case 0 
 

 
 

b) Case 4 
 
Fig. 7.   Contours of local temperature distribution (K) for a) case 0 b) and   

case 4 at Re=22060 
 

To address this issue, solutions such as adding rings insert and 
perforation space have been proposed, as depicted in these fig-
ures. By adding rings around CPFs, the area of low-velocity regions 
can be reduced, decreasing recirculation flow zones and increasing 
heat transfer areas. Finally, the use of perforation techniques helps 
to reduce recirculation flow zones with low velocity, thereby de-
creasing LHTAs behind the pin fins. The flow pattern significantly 
influences thermal characteristics, with CPFs showing the mean 
highest temperatures due to the presence of LHTAs. However, by 
implementing solutions such as increasing perforation number, the 
occurrence of hot spots and LHTAs can be reduced, leading to im-
proved heat transfer coefficient. 

3.3. Nusselt number (Nu) and thermal resistance (Rth) 

 Fig.8 displays the variation of the Nusselt number (Nu) versus 
Reynolds number (Re) for various PFHS arrangements. The graph 
demonstrates that Nu augments with increasing Re, attributed to 
the increased inlet velocity and enhanced inertial shears near the 
walls. The findings reveal that Nu values increased by of 66.32%, 
116.58%, 146.80%, 127.63%, and 180.82% for case 0, case 1, 
case 2, case 3 and case 4, respectively, compared to cylindrical pin 
fins at Re = 22,060. Therefore, case 4 ensures better augmentation 
of heat transfer coefficient of 180.82% due to the perforated space 
which is helps not only augment heat transfer areas but also 
significantly reduces the formation of the lower heat transfer areas 
(LHTAs) behind of the pin fins. 

The variation of thermal resistance (Rth) against Re for different 
PFHS configurations was depicted in Fig.9. It is evident from this 
illustration that an increase in Re results in a decline in Rth, 
consistent with the trends observed for Nu in Fig. 8. A remarkable 
reduction in thermal resistance is achieved at the highest Reynolds 
number (i.e., Re = 22,060). 

The percentage reductions in Rth for case 0, case 1, case 2, 
case 3, and case 4 are 58.49%, 102.41%, 69.56%, 108.95%, and 
154.54% compared to the cylindrical pin fins (CPFs), respectively. 
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Fig. 8.  Variation of Nusselt number (Nu) versus Reynolds number (Re) 
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Fig. 9.  Variation of thermal resistance (Rth) versus Reynolds number (Re) 

 
 As a consequence, the location of rings around CPFs augment 
heat transfer areas which are participate to reduce the thermal 
resistance of PFHSs, where the perforation space obviously 
enhances conjugate heat transfer by augmenting heat transfer 
surfaces and diminishing hot spots behind the pin fins. From these 
results, case 4 ensures a significant reduction in the thermal 
resistance by 154.54% compared to CPFs at Re = 22,060. 
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Fig. 10. Variation of pressure difference (Δp) versus Reynolds number 

(Re) 

3.4. Pressure drops (Δp) and pumping power (PP) 

Fig.10 illustrates the variation of the pressure drop (Δp) and 
Reynolds number (Re) across different PFHS arrangements. 
These configurations present prominent advantages over 
conventional or cylindrical pin fin heat sinks (CPF), resulting in a 
significant reduction in pressure losses despite the enhanced heat 
transfer coefficients except case 0. The graph indicates that with 
an increase in Reynolds number (Re), there is a corresponding 
increase in pressure drop due to the emergence of flow blocking 
phenomena and heightened inertial shears near the wall of pin fins 
(PFs) and the base plate. The findings reveal that in comparison to 
CPFs at Re = 22,060, there is a remarkable reduction in Δp by 
14.46 %, 34.46 %, 61.04%, and 62.19% for case 1, case 2, case 
3, and case 4, respectively. Except, case 0 creates a pressure drop 
penalty of 29.22% for the same comparison. These results 
demonstrate that the perforation space helps to reduce pressure 
drop due to the diminution in blockage flow before the pin fins. 

The integration of rings around of the CPFs and perforation 
methods has partially removed recirculation zones behind the pin 
fins, which are responsible for reducing pressure drop. The 
pumping power (PP) is directly related to the pressure drop (Δp), 
inlet velocity (uin), and frontal area (Ac) as depicted in equation 9. 
Fig. 11 shows the linking between PP and Re for various PFHS 
configurations. It is obvious that an increase in Re leads to an 
evolution in PP due to the amplified inlet velocity. Nevertheless, a 
substantial increase in PP is observed in the proposed 
configurations compared to CPFs, attributed to the augmentation 
in frontal area (Ac). For the highest Reynolds number (Re = 
22,060), PP augments by 39.56%, 31.67%, 32.43%, 26.91%, and 
41.29% for case 0, case 1, case 2, case 3, and case 4, 
respectively, compared to CPFs at Re = 22,060. 
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Fig. 11. Variation of pumping power (PP) versus Reynolds number (Re) 

3.5. Hydro thermal performance, volume and mass 
optimization 

Fig. 12 illustrates the change in hydro thermal performance 
factor (η) with Reynolds number for pin fin heat sinks (PFHSs) 
featuring different perforation and rings arrangements. The figure 
indicates that η values are consistently above 1 for all 
configurations of PFHS, suggesting that these configurations 
exhibit superior performance compared to the reference case 
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(CPFs). This underscores the effectiveness of the perforation 
technique and rings insert in enhancing the thermal performance 
of the PFHSs, at least within the scope of this study. Furthermore, 
in the presence of rings insert, the results reveal that rings 
increases both with higher Reynolds number and an increased 
number of perforations. Specifically, for Cases 0 to 4 at Reynolds 
number of 22,060, the corresponding η values are approximately 
1.57, 2.26, 2.72, 2.67 and 3.29, respectively. Based on these 
findings, it is determined that case 4 demonstrates the highest 
performance, achieving an η of 3.29 at Reynolds number of 
22,060, and is thus identified as the optimal configuration. 
Compared with  the reference case (31), the optimal configuration 
(case 4) ensures an reduction of 77.5% and 77.65% for the  volume 
and mass of heat sink, respectively, leading to space and cost 
savings in addition to improved hydrothermal performance. 
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Fig. 12. Variation of thermal resistance (η) versus Reynolds number (Re) 
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Fig. 13. Variation of the hydrothermal performance factor (η) versus 

contact surface (AC) 
 

Fig. 13 depicts the variation of the hydrothermal performance 
factor versus contact surface. The first observation from this figure 
is insertions of ring and perforation augment the surface of contact. 
Usually, the increase in the surface of contact between air flow and 
the solid let to an augmentation in the performance of heat sink.  In 
addition, the perforation in external rings leads to slight diminution 
in the thermal performance as shown in case 2 to case 3.  But, the 
perforation in the rings and grooves helps to augment the hydro-
thermal performance factor. 

4. CONCLUSION 

A series of 3D numerical simulations were conducted to opti-
mize the design of a heat sink. The study investigated the perfor-
mance of five different heat sink configurations at Reynolds number 
(Re) ranging from 8740 to 22060 and compared to a cylindrical pin 
fin (CPFs). Some conclusions were reported and summarized as 
follows: 

− The use of both perforated and ring inserts can enhance heat 
transfer rates and decrease the size and weight of heat sinks. 
Also, this combination helps to creates better mixture of flow 
around of PFHS. 

− For the case 4, the Nusselt number increased by 180.82%, 
leading to a 154.54% reduction in thermal resistance compared 
to traditional CPFs. Fortunately, this configuration participates 
in important reduction in the pressure drop by 62.19%. Further-
more, it achieved the highest η of 3.29 at Re = 22,060. 

− Compared with  the conventional CPFs (31), the optimal con-
figuration (case 4) ensures a reduction of 77.5% and 77.65% 
for the  volume and mass of heat sink.  

− For the same optimal case, the pumping power increased by 
41.29% under the same conditions of comparison. 

 

Nomenclature 

 

𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅  Reynolds stress [m2/s2] 

𝑢𝑖
′𝜃̅̅̅̅̅ Turbulent heat flux [m.K/s] 

x Cartesian coordinate vector [m]  
𝜈 Kinematic viscosity [m2/s] 

�̅� Modified kinematic pressure [m2/s2] 

𝛥𝑝 Pressure drops [Pa] 

𝛼 Thermal diffusivity [m2/s] 
k Turbulent kinetic energy [m2/s2] 
i,j Velocity vector [m/s] 
q Constant heat flux [W/m2] 
µ Dynamic viscosity [kg/m.s] 
Ac Frontal heat transfer area [m2] 
Cp Specific heat [J/kg.K] 
Dh Hydraulic diameter [m] 
Nu Nusselt number 
Re Reynolds number 
Rth Thermal resistance [K.m2/W] 
T Temperature [K] 
u Mean speed [m/s] 
λ Thermal conductivity [W/m2.K] 

Subscript 
 

i,j Tensor index 
in Inlet 
out Outlet 
s Solid 
w Wall 

Abbreviations 
 

CPFs Cylindrical pin fins 
CPFHS Cylindrical pin fins heat sinks 
PFHSs Pin fins heat sinks 
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Abstract: This article addresses the challenge of integrated switched H2 control with disturbance rejection capabilities for switched systems, 
particularly when external disturbances are present. A novel anti-disturbance switched H2 control strategy is formulated, leveraging estimated 
disturbance values. The formulation is given in Linear Matrix Inequalities (LMIs), establishing sufficient conditions to ensure H2 performance 
while maintaining closed-loop stability. To validate the effectiveness of the proposed methodology, it is applied to a practical aero-engine 
model. Through simulations, it is demonstrated that the closed-loop aero-engine model exhibits remarkable transient performance even in 
the face of external disturbances. These results underscore the efficacy of the developed approach in enhancing the robustness and perfor-
mance of switched systems subjected to disturbances. The integration of anti-disturbance capabilities within the H2 control framework offers 
a promising avenue for addressing real-world control challenges, particularly in systems characterized by switching dynamics and external 
perturbations. 

Key words: composite anti-disturbance control, switched systems, dwell time, 𝓗𝟐-switched control, aero-engine model

1. INTRODUCTION 

There are several system disturbances, which can lead to in-
stability or poor performance. Therefore, several anti-disturbance 
control techniques have been developed by researchers to en-
hance the anti-disturbance performance of systems. For example, 
[1] developed a 𝐻∞ control with an observer for eliminating a norm-
bounded disturbance and a disturbance defined by an exogenous 
system on an aircraft model. [2] proposed a methodology for Mar-
kovian jump systems under the influence of multiple disturbances. 
A sliding mode observer and a feedback control law based on the 
backstepping method were employed in [3] for flexible spacecraft 
systems. [4] designed a flight controller for a helicopter system us-
ing a disturbance observer and a backstepping controller. A dis-
turbance rejection control method was proposed by [5] using 𝐻∞ 
control and the equivalent input disturbance method for an aircraft 
system. The equivalent input disturbance method was employed in 
[6] to estimate exogenous perturbations with the Lyapunov-based 
state feedback control law and in [7], authors improved the disturb-
ance estimation performance of modelling equivalent input pertur-
bations for a missile autopilot design. [8] developed a sliding mode 
controller in conjunction with a disturbance observer for a quadrotor 
helicopter where the disturbance observer estimates the impact of 
persistent and gradually changing disturbances. [9] suggested a 
methodology combining a sliding mode controller and a dual dis-
turbance observer to manage spacecraft position and attitude dy-
namics, where the dual disturbance observer based controller at-
tenuates both the external disturbances characterized by the exog-
enous model and the bounded disturbances. The helicopter slung 
load system was governed by a composite anti-disturbance model 
reference controller, which ensured asymptotic stability and 𝐿2 −

𝐿∞ performance in [10]. A composite control strategy comprising a 
disturbance observer and a robust controller was designed by [11] 
to handle with multiple disturbances in a rigid spacecraft system, 
aiming to achieve anti-disturbance performance. A hybrid control 
approach was presented in [12] for Markovian jump systems af-
fected by multiple disturbances. This approach specifically ad-
dresses an energy-bounded disturbance alongside an event-trig-
gered sinusoidal disturbance characterized by unknown frequen-
cies and amplitudes. An anti-disturbance control was designed in 
[13] which tackles the challenges of finite-time boundedness and 
disturbance rejection in takagi-sugeno fuzzy networked systems, 
particularly those susceptible to actuator faults, linear fractional un-
certainties, and multiple disturbances. In [14], researchers investi-
gate a distributed extended state observer design and a dual-side 
dynamic event-triggered output feedback anti-disturbance control 
strategy for interconnected systems facing quantization issues and 
multi-source disturbances. 

In another research domain, there has been a notable rise in 
interest regarding the analysis of stability and design of controllers 
for switched systems [15], because switched systems find wide-
ranging applications across various industries, including but not lim-
ited to the automotive industry, aviation, air traffic control systems, 
switching power converters, and so on [16]. At present, numerous 
significant findings have emerged regarding the stability and control 
synthesis of switched systems. Generally, the most prevalent ap-
proaches to designing switching laws involve state- and time-de-
pendent switching rules [17,18,19]. A state-dependent switching 
law refers to a switching function that depends on the system state. 
Even though individual subsystems exhibit instability, the overall 
stability of the switched system can be preserved. Nevertheless, 
the chattering phenomenon [20] may be revealed because any 
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dwell-time constraint cannot be guaranteed between switching in-
stants. A few examples of dwell-time switching laws [21, 22, 23] 
which are formulated based on time-dependent rules. The ampli-
tude changes in switching controllers may lead to control bumps, 
negatively affecting transient performance and potentially causing 
instability. This issue was addressed in [24,25], where the authors 
proposed an 𝐻∞ bumpless transfer controller specifically designed 
for switched interval type-2 (IT2) fuzzy systems. A fault tolerance 
and anti-disturbance attenuation using a two-dimensional modified 
repetitive control system was invetigated in [26] for switched fuzzy 
systems with multiple disturbances.  

Various disturbances occur during flight, which can significantly 
impact the performance of aero-engine systems. Consequently, de-
veloping anti-disturbance controllers for these systems is impera-
tive. However, the challenge of implementing effective disturbance-
rejection control in aero-engine systems especially in the presence 
of multiple disturbances remains largely unaddressed. This gap in 
the existing literature serves as the main motivation behind our 
study. By focusing on the unique challenges faced by aero-engine 
systems, we aim to contribute a robust framework for designing 
anti-disturbance controllers that can effectively manage multiple 
disturbances. Our research not only addresses this critical need but 
also provides innovative solutions that enhance the stability and 
performance of aero-engine systems in dynamic flight conditions. 
This work lays the groundwork for future advancements in control 
strategies within the aerospace industry, promoting greater safety 
and efficiency in aircraft operations. In this paper, we address the 
challenge of composite disturbance-rejection ℋ2 control for 
switched systems. Many control systems encounter significant 
challenges from external disturbances that can compromise oper-
ational stability. Traditional control strategies often struggle to main-
tain performance under such conditions, leading to increased insta-
bility and inefficiency. To address these issues, developing an anti-
disturbance approach is essential for ensuring consistent perfor-
mance and reliability. The anti-disturbance switched ℋ2 control 
method specifically enhances system performance and optimizes 
operational efficiency. We propose a composite anti-disturbance 
control scheme to effectively manage multiple disturbances. The 
need for effective control of time-varying systems, particularly those 
subjected to external disturbances, has led to the development of 
advanced control strategies. In this context, our composite anti-dis-
turbance control approach integrates disturbance observer-based 
control with robust switching strategies, offering superior disturb-
ance rejection compared to traditional methods. A key advantage 
of our method is the use of a state-dependent switching law, which 
makes the system highly adaptable to time-varying dynamics—a 
significant improvement over static or less adaptive control 
schemes. Additionally, the integration of an ℋ2 based controller 
ensures optimal tracking performance. When combined with the 
disturbance observer, it outperforms standard ℋ2 methods, provid-
ing better tracking accuracy while maintaining comparable levels of 
robustness. The proposed design also tackles common challenges 
in switching systems by carefully managing dwell times and switch-
ing conditions, ensuring both stability and high performance without 
typical drawbacks like chattering. The key contributions of this work 
are as follows: We propose a disturbance observer-based control 
approach and a switched state feedback ℋ2 control method for a 
class of switched systems experiencing multiple disturbances. 
Here, the disturbance observer is designed to estimate the external 
disturbances described by an exogenous system. The outputs of 
the disturbance observer and the switched ℋ2 state feedback con-
troller are integrated to form a composite anti-disturbance switched 

controller. We present conditions, formulated as LMIs, that guaran-
tee robust stability of the closed-loop system while maintaining the 
specified ℋ2- norm. A growing number of articles has focused on 
control problems in aero-engine systems, highlighting the signifi-
cance of this area in engineering. To demonstrate the effectiveness 
of our proposed composite anti-disturbance control scheme, we ap-
ply it to an aero-engine system. We achieve stability of the con-
trolled aero-engine system by applying minimum dwell-time theory. 

The structure of this paper is as follows: In the subsequent sec-
tion, we provide the preliminaries and problem formulation. We then 
detail a composite anti-disturbance ℋ2 control scheme using LMIs 
in Section 3. Application of the proposed control approach to an 
aero-engine model is detailed in Section 4. Following this, simula-
tion results are presented in the subsequent section to show the 
effectiveness of the developed control scheme. Lastly, the conclu-
sions of this paper are given.  

Notation: The function 𝑇𝑟(. ) represents the trace operation for 

square matrices. 𝐻𝑒{𝐴} = 𝐴 + 𝐴′ is called 𝐻𝑒{. }. 𝑃 are sym-
metric matrices and 𝑃 > 0 (≥ 0) indicates positive definiteness 

(semi-definiteness). A symmetric matrix of the form [
𝑃 𝑄

𝑄′ 𝑃
] is de-

noted as [
𝑃 𝑄
∗ 𝑃

]. We denote ℝ𝑛 as the 𝑛-dimensional Euclidean 

space and ℝ𝑝×q  as the set of all 𝑝 × 𝑞 real matrices. Additionally, 

ℕ denotes the set of natural numbers.  

2. PRELIMINARIES AND PROBLEM FORMULATION 

Consider a dynamic system described by:  

𝑑𝑥(𝜃)

𝑑𝜃
= 𝐴(𝜃)𝑥(𝜃) + 𝐵(𝜃)(𝛿1(𝜃) + 𝑢(𝜃)) + 𝐵𝑤(𝜃)𝛿2(𝜃)  

(1) 
in which the state denoted by 𝑥(𝜃) belongs to the 𝑛-dimensional 
real space, ℝ𝑛, the control signal represented as 𝑢(𝜃) resides in 
the 𝑘-dimensional real space, ℝ𝑘. External disturbances are an un-
known disturbance, 𝛿2(𝜃) ∈  ℝ𝑙 and the disturbance, 𝛿1(𝜃) ∈ ℝ𝑚 
generated by the following system: 

�̇�(𝜃) = 𝐸(𝜃)𝑤(𝜃) + 𝐹(𝜃)𝛿3(𝜃)  

𝛿1(𝜃) = 𝐺(𝜃)𝑤(𝜃)  (2) 

in which the state of the external disturbance system is 𝑤(𝜃) ∈ ℝ𝑝 
and the perturbations and uncertainties of the exogenous system 
are denoted by 𝛿3(𝜃) ∈ ℝ𝑟. 

In this paper, the disturbance observer is formulated as: 

v̇(𝜃) = (𝐸(𝜃) + 𝐿𝐵(𝜃)𝐺(𝜃))�̂�(𝜃) + 𝐿(𝐴(𝜃)x(𝜃) +

B(𝜃)u(𝜃))  

�̂�(𝜃) = 𝑣(θ) − 𝐿𝑥(𝜃) 

𝛿1̂(𝜃) = 𝐺(𝜃)�̂�(𝜃)  (3) 

where 𝐿 ∈ ℝ𝑝×𝑛 is the disturbance observer gain. In the composite 
disturbance observer-based control scheme, the state feedback 
controller is defined here with the form 

𝑢(𝜃) = 𝐾𝑥(𝜃) − 𝛿1̂(𝜃)  (4) 

where 𝛿1̂ signifies the estimated external disturbance and 𝐾 ∈

ℝ𝑘×𝑛 is the controller. Also, it is assumed that all system states are 
accessible for measurement. 
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The disturbance estimation error can be calculated as 

𝑒𝑤(𝜃) = 𝑤(𝜃) − �̂�(𝜃)  (5) 

Combining (2), (3) and (5), we have 

�̇�𝑤(𝜃) = (𝐸(𝜃) + 𝐿𝐵(𝜃)𝐺(𝜃))𝑒𝑤(𝜃) + 𝐿𝐵𝑤(𝜃)𝛿2(𝜃) 

       +𝐹(𝜃)𝛿3(𝜃)   (6) 

Thus, the output is given such: 

𝑧(𝜃) = 𝐶1𝑥(𝜃) + 𝐶2𝑒𝑤(𝜃)  (7) 

Therefore, using (6) and (7) with (1) the augmented system is 
obtained 

�̇̃�(𝜃) = �̃�(𝜃)�̃�(𝜃) + �̃�(𝜃)𝛿(𝜃)

𝑧(𝜃) = �̃��̃�(𝜃)
  (8) 

where 

 �̃�(𝜃) = [𝑥′(𝜃), 𝑒′(𝜃)]′, 𝛿(𝜃) = [𝛿2′(𝜃), 𝛿3′(𝜃)]′ 

�̃�(𝜃) = [
𝐴(𝜃) + 𝐵(𝜃)𝐾 𝐵(𝜃)𝐺(𝜃)

0 𝐸(𝜃) + 𝐿𝐵(𝜃)𝐺(𝜃)
],  

�̃�𝑤(𝜃) = [
𝐵𝑤(𝜃) 0

𝐿𝐵𝑤(𝜃) 𝐹(𝜃)
], 

�̃� = [𝐶1 𝐶2]. 

2.1. Switched System Case  

A nominal linear switching system emerges as a special case 
of system (1), 

𝑑𝑥(𝜃)

𝑑𝜃
= 𝐴𝜉(𝜃)(𝜃)𝑥(𝜃) + 𝐵𝜉(𝜃)(𝜃)(𝑢(𝜃) + 𝛿1(𝜃)) 

                     +𝐵𝑤,𝜉(𝜃)(𝜃)𝛿2(𝜃),   (9) 

where the switching rule function 𝜉(𝜃) defined for 𝜃 ≥ 0. 𝜉(𝜃) 
takes values from 1,… ,𝑀, here 𝑀 is the time-varying subsystems’ 
number. Assuming that the system matrices of (9) are contained 
within the collective polytopes 𝜁𝑖(𝜃) of the subsystems: 

𝜁(𝜃) = ⋃
𝑀

𝑖=1
𝜁𝑖(𝜃)   (10) 

where the definition of 𝜁𝑖(𝜃) is as follows: 

𝜁𝑖(𝜃) = [𝐴𝑖(𝜃) 𝐵𝑖(𝜃) 𝐵𝑤,𝑖(𝜃)] = ∑ 𝜅𝑗
𝑁
𝑗=1 (𝜃)𝜁𝑖

𝑗
,   (11) 

where 

∑ 𝜅𝑗
𝑁
𝑗=1 (𝜃) = 1, 𝜅𝑗(𝜃) ≥ 0,  𝜃 ≥ 0   (12) 

and 

𝜁𝑖
𝑗
= [𝐴𝑖

𝑗
𝐵𝑢,𝑖

𝑗
𝐵𝑤,𝑖

𝑗 ]   (13) 

Remark 1. In the preceding definition, the sub-polytopes are in-
dexed by the variable 𝑖, which ranges from 1 to 𝑀. Additionally, 𝑗 
indexes the vertices of the corresponding sub-polytope, with each 

sub-polytope assumed to possess 𝑁 vertices. The convex combi-
nations of these vertices give the matrices of the related sub-sys-
tem. It is assumed that the sub-polytopes share some common re-
gions and that the rates of change with respect to time for the pol-
ytopic coordinates 𝜅𝑗(𝜃),  ∀ 𝑗 = 1,… ,𝑁, are bounded. 

Then, the external disturbance, 𝛿1(𝜃) in (2) defined as: 

�̇�(𝜃) = 𝐸𝜉(𝜃)(𝜃)𝑤(𝜃) + 𝐹𝜉(𝜃)(𝜃)𝛿3(𝜃)

𝛿1(𝜃) = 𝐺𝜉(𝜃)(𝜃)𝑤(𝜃)
   (14) 

Therefore, the disturbance observer is formulated such 

v̇(𝜃) = (𝐸𝜉(𝜃)(𝜃) + 𝐿𝜉(𝜃)𝐵𝜉(𝜃)(𝜃)𝐺𝜉(𝜃)(𝜃))�̂�(𝜃)

     −𝐿𝜉(𝜃) (𝐴𝜉(𝜃)(𝜃)x(𝜃) + 𝐵𝜉(𝜃)(𝜃)𝑢(𝜃))
 

�̂�(𝜃) = 𝑣(θ) − 𝐿𝜉(𝜃)𝑥(𝜃) 

𝛿1̂(𝜃) = 𝐺𝜉(𝜃)(𝜃)�̂�(𝜃)   (15) 

and the state feedback control law is 

𝑢(𝜃) = 𝐾𝜉(𝜃)𝑥(𝜃) − 𝛿1̂(𝜃)    (16) 

Combining (14), (15) and the disturbance estimation error 
𝑒𝑤(𝜃) = 𝑤(𝜃) − �̂�(𝜃), we have 

�̇�𝑤(𝜃) = (𝐸𝜉(𝜃)(𝜃) + 𝐿𝜉(𝜃)𝐵𝜉(𝜃)(𝜃)𝐺𝜉(𝜃)(𝜃))𝑒𝑤(𝜃)

      +𝐿𝜉(𝜃)𝐵𝑤,𝜉(𝜃)(𝜃)𝛿2(𝜃) + 𝐹𝜉(𝜃)(𝜃)𝛿3(𝜃)
   (17) 

Finally, the augmented system is obtained based on the sys-
tem in (9) and the system output  

𝑧(𝜃) = 𝐶1,𝜉(𝜃)(𝜃)𝑥(𝜃) + 𝐶2,𝜉(𝜃)(𝜃)𝑒𝑤(𝜃), 

�̇̃�(𝜃) = �̃�𝜉(𝜃)�̃�(𝜃) + �̃�𝜉(𝜃)𝛿(𝜃)

𝑧(𝜃) = �̃�𝜉(𝜃)�̃�(𝜃)
   (18) 

where 

 �̃�(𝜃) = [𝑥′(𝜃), 𝑒′(𝜃)]′, 𝛿(𝜃) = [𝛿2′(𝜃), 𝛿3′(𝜃)]′ 

�̃�𝜉(𝜃)(𝜃) = 

[
𝐴𝜉(𝜃)(𝜃) + 𝐵𝜉(𝜃)(𝜃)𝐾𝜉(𝜃) 𝐵𝜉(𝜃)(𝜃)𝐺𝜉(𝜃)(𝜃)

0 𝐸𝜉(𝜃)(𝜃) + 𝐿𝜉(𝜃)𝐵𝜉(𝜃)(𝜃)𝐺𝜉(𝜃)(𝜃)
], 

�̃�𝑤,𝜉(𝜃)(𝜃) = [
𝐵𝑤,𝜉(𝜃)(𝜃) 0

𝐿𝜉(𝜃)𝐵𝑤,𝜉(𝜃)(𝜃) 𝐹𝜉(𝜃)(𝜃)
], 

�̃�𝜉(𝜃)(𝜃) = [𝐶1,𝜉(𝜃)(𝜃) 𝐶2,𝜉(𝜃)(𝜃)]  

The augmented system parameters are uncertain and pre-
sumed to reside in the union of the subsystems’ polytopes as in 
(10). For simplicity, the notation 𝜃 will be dropped in the following 
sections. 

Remark 2. In this paper, we employ a state-dependent switch-
ing law, as given in [18], which adheres to a dwell time constraint 
with a specified dwell time. This approach effectively manages the 
switching between different modes, thereby enhancing the overall 
stability and performance of the control system. 

Definition 1. Throughout this paper, we adopt the assumption 
of a minimum dwell time constraint on the switching signal 𝜉(𝜃). 
This constraint implies that if the minimum dwell time is denoted by 
𝑇, and the system’s switching instants are represented as 
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(𝜃1, 𝜃2, … ), then it holds that 𝜃𝑘+1 − 𝜃𝑘 ≥ 𝑇 ∀ 𝑘 ≥ 1. Here, we 
define the time instants 𝜃𝑘,ℎ : = 𝜃𝑘 + ℎ𝑇/𝐻, where ℎ ranges 

from 0 to 𝐻, and 𝜃𝑘,0 : = 𝜃𝑘,  ∀ 𝑘. Consequently, the minimum 

dwell time constraint 𝑇 ensures that 𝜃𝑘,𝐻 ≤ 𝜃𝑘+1,0. This definition 

is explained in Fig. 1. 

 
Fig. 1. Splitting the minimum dwell-time into 𝐻 equal segments 

3. COMPOSITE ANTI-DISTURBANCE CONTROL SCHEME 

ℋ2 control design is often adopted to deal with the transient 
performance of closed-loop systems. The ℋ2-norm in terms of 
LMIs can be defined as in the following lemma. 

Lemma 1. (ℋ2-norm [27] ) Given that 𝐴 in the system (1) is 
Hurwitz and the corresponding transfer function is represented by 
𝐺(𝑠) = 𝐶(𝑠𝐼 − 𝐴)−1𝐵 + 𝐷, the following statements are equiv-
alent: 

ℋ2-norm of the system, ∥ 𝐺 ∥2
2< 𝛾2, 

there exist symmetric matrices, 𝑌 > 0 and 𝑍 such that 

𝑇𝑟(𝑍) < 𝛾2, [𝑃 𝐶′
∗ 𝑍

] > 0, [𝑃𝐴 + 𝐴′𝑃 𝑃𝐵
∗ −𝐼

] < 0. 

Lemma 2. For the system (8), the following statements are 
equivalent to Lemma 1; 
there exist symmetric matrices, 𝑄 > 0, 𝑃 > 0 and 𝑍 such that  

𝑇𝑟(𝑍) < 𝛾2, 

[
𝑄 0 𝑄𝐶1

′ 

∗ 𝑃 𝐶2
′

∗ ∗ 𝑍

] > 0, 

[

𝐻𝑒{𝐴𝑐𝑄}  𝐵𝐺 𝐵𝑤 0
∗ 𝐻𝑒{𝑃𝐸𝑐} 𝑃𝐿𝐵𝑤 𝑃𝐹
∗ ∗ −𝐼 0
∗ ∗ ∗ −𝐼

] < 0, 

Given positive scalars 𝛼 and 𝛽, if there exist matrices 𝑋 and 
𝑌, along with symmetric matrices 𝑄 > 0, 𝑃 > 0, and 𝑍, such that  

𝑇𝑟(𝑍) < 𝛾2, 

[
𝑄 0 𝑄𝐶1

′ 

∗ 𝑃 𝐶2
′

∗ ∗ 𝑍

] > 0, 

[
 
 
 
 
 
 
𝐻𝑒{𝐴𝑐𝑌}  𝐵𝐺 𝐵𝑤 0  𝛩 0

∗ 𝐻𝑒{𝑋𝐸𝑐} 𝑋𝐿𝐵𝑤 𝑋𝐹 0 𝛷

∗ ∗ −𝐼 0 0 𝛽(𝑋𝐿𝐵𝑤)′

∗ ∗ ∗ −𝐼 0 𝛽(𝑋𝐹)′ 

∗ ∗ ∗ ∗ −𝛼(𝑌 + 𝑌′) 0
∗ ∗ ∗ ∗ ∗ −𝛽(𝑋 + 𝑋′)]

 
 
 
 
 
 

< 0, 

where 

 𝐴𝑐 = 𝐴 + 𝐵𝐾, 𝐸𝑐 = 𝐸 + 𝐿𝐵𝐺, 𝛩 = 𝑄 − 𝑌′ + 𝛼𝐴𝑐𝑌 
and 𝛷 = 𝑃 − 𝑋 + 𝛽(𝑋𝐸𝑐)

′ . 

Proof: Denoting P = diag(P1, P2) and replacing the system ma-
trices in Lemma 1(ii) with the augmented system matrices (8), then 
the following equivalent conditions are obtained: 

𝑇𝑟(𝑍) < 𝛾2, 

[
𝑃1 0 𝐶1′

∗ 𝑃2 𝐶2′
∗ ∗ 𝑍

] > 0,    (19) 

[

𝐻𝑒{𝑃1𝐴𝑐} 𝑃1𝐵𝐺 𝑃1𝐵𝑤 0

∗ 𝐻𝑒{𝑃2𝐸𝑐} 𝑃2𝐿𝐵𝑤 𝑃2𝐹
∗ ∗ −𝐼 0
∗ ∗ ∗ −𝐼

] < 0   (20) 

where 

 𝐴𝑐 = 𝐴 + 𝐵𝐾, 𝐸𝑐 = 𝐸 + 𝐿𝐵𝐺.  

Denoting �̃� = 𝑑𝑖𝑎𝑔(𝑃1
−1, 𝐼, 𝐼) and 𝑃‾ = 𝑑𝑖𝑎𝑔(𝑃1

−1, 𝐼, 𝐼, 𝐼), mul-
tiplying (19) and (20) by respectively �̃� and 𝑃‾  from both sides, then 
the conditions in Lemma 2(ii) are obtained. 

The proof of Lemma 2(ii) relies on applying the Finsler lemma 
in conjunction with Lemma 2(i). Also, multiplying Lemma 2(ii) the 
left by 𝛶 and from the right 𝛶′ the condition of Lemma 2(i) are ob-
tained, where: 

𝛶 = [

𝐼 0 0 0 𝐴𝑐 0

0 𝐼 0 0 0 𝐸𝑐′

0 0 𝐼 0 0 (𝐿𝐵𝑤)′

0 0 0 𝐼 0 𝐹′

] 

For the switched linear time-varying (LTV) system(18), the con-
ditions in Lemma 2(i) can be rewritten as follows: 

𝑇𝑟(𝑍) < 𝛾2 

[

𝑄𝑖
𝑗

0 𝑄𝑖
𝑗
(𝐶1,𝑖

𝑗
)′

∗ 𝑃𝑖
𝑗

(𝐶2,𝑖
𝑗

)′

∗ ∗ 𝑍

] > 0 

[
 
 
 
 −�̇�𝑖

𝑗
+ 𝐻𝑒{𝐴𝑐} 𝐵𝑖

𝑗
𝐺𝑖

𝑗
𝐵𝑤,𝑖

𝑗
0

∗ �̇�𝑖
𝑗
+ 𝐻𝑒{𝐸𝑐} 𝑅𝑖

𝑗
𝐵𝑤,𝑖

𝑗
𝑃𝑖

𝑗
𝐹𝑖

𝑗

∗ ∗ −𝐼 0
∗ ∗ ∗ −𝐼 ]

 
 
 
 

< 0 

 

where 𝐴𝑐 = 𝐴𝑖
𝑗
𝑄𝑖

𝑗
+ 𝐵𝑖𝑆𝑖

𝑗
, 𝐸𝑐 = 𝑃𝑖

𝑗
𝐸𝑖

𝑗
+ 𝑅𝑖

𝑗
𝐵𝑖

𝑗
𝐺𝑖

𝑗 and the matrices 

𝑃𝑖
𝑗(𝜃) and 𝑄𝑖

𝑗(𝜃) are assumed to be time-varying, hence the time 

derivative of 𝑃𝑖
𝑗(𝜃) and 𝑄𝑖

𝑗(𝜃) are considered in the last condition. 

Also, it is assumed that the matrices 𝑃𝑖(𝜃) and 𝑄𝑖(𝜃) can be 

expressed as convex combinations of the 𝑃𝑖
𝑗(𝜃) and 𝑄𝑖

𝑗(𝜃), re-

spectively. 
As in [28], positive-definite Lyapunov matrices dependent on 

time and parameters, 𝑄𝜉(𝜃)
𝑗 (𝜃) ∈ {𝑄1

𝑗(𝜃), … , 𝑄𝑀
𝑗 (𝜃)} and 

𝑃𝜉(𝜃)
𝑗 (𝜃) ∈ {𝑃1

𝑗(𝜃),… , 𝑃𝑀
𝑗(𝜃)}, are defined as: 

𝑄𝑖
𝑗(𝜃) =

{
𝑄𝑖,ℎ

𝑗
+ (𝑄𝑖,ℎ+1

𝑗
− 𝑄𝑖,ℎ

𝑗
)

𝜃−𝜃𝑖,ℎ

𝑇/𝐻
𝜃 ∈ [𝜃𝑘,ℎ, 𝜃𝑘,ℎ+1)

𝑄𝑖,𝐻
𝑗

𝜃 ∈ [𝜃𝑘,𝐻, 𝜃𝑘+1)
            (21) 

𝑃𝑖
𝑗(𝜃) = {

𝑃𝑖,ℎ
𝑗

+ (𝑃𝑖,ℎ+1
𝑗

− 𝑃𝑖,ℎ
𝑗
)

𝜃−𝜃𝑖,ℎ

𝑇/𝐻
𝜃 ∈ [𝜃𝑘,ℎ, 𝜃𝑘,ℎ+1)

𝑃𝑖,𝐻
𝑗

𝜃 ∈ [𝜃𝑘,𝐻, 𝜃𝑘+1)
 

                                                                                    (22) 
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Based on the above conditions and Lyapunov matrices, the fol-
lowing theorem is defined to provide solutions to the composite anti-
disturbance control problem within the framework of the switched 
linear time-varying (LTV) system (18). 

It is notable that prior to the initial switching event, the Lyapunov 
function experiences a decrease due to the conditions (23c). This 
indicates that the control strategy effectively preserves the Lya-
punov function in the absence of switching, ensuring system stabil-
ity and performance. Throughout the time span 𝜃𝑘 ≤ 𝜃 ≤ 𝜃𝑘 +
𝑇, conditions (23a, 23b) derived from (21 and 22) ensure a con-
sistent monotonous decrease in the Lyapunov function. Following 
this, conditions (23c) ensure the continuous decrease of 𝑉(𝜃, 𝑥) 

after 𝜃𝑘 + 𝑇 and before the subsequent switching event. The non-
increasing property of the Lyapunov function between any two ar-
bitrary switching events is guaranteed by the conditions (23d). 

Remark 3. According to Theorem 1, the state-feedback gains 

𝐾𝑖
𝑗(𝜃) and the disturbance observer gains 𝐿𝑖

𝑗(𝜃) vary over time 

and depend on vertices. Nonetheless, these gains are often im-
practical for real-world use. Instead of those, time-invariant state-
feedback gains and disturbance observer gains are often preferred. 
Therefore, the following theorem is formulated by using the condi-
tions in Lemma 2(ii). 

Remark 4. The computational complexity  is  given by 
𝑁(3𝑀𝐻 + 3𝑀 − 1), where 𝑁  represents the number of verti-

ces, 𝑀 is the number of subsystems, and 𝐻 is the number of time 
instants. From this equation, we can conclude that both 𝑁 and 

𝑀 contribute linearly to the overall computational complexity. This 
implies that if either the number of vertices or the number of sub-
systems increases, the computational effort will increase propor-
tionately. 

Theorem 1. If a scalar T > 0 is given, and there exist matrices Si,h
j

, Ri,h
j

, as well as positive-definite symmetric matrices Z, Pi,h
j

, and Qi,h
j

 

that satisfy the following LMIs minimization program ∀ i = 1,… ,M and j = 1,… , N: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑠𝑒 𝑇𝑟(𝑍) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  

[

𝑄𝑖,ℎ
𝑗

0 𝑄𝑖,ℎ
𝑗

(𝐶1,𝑖
𝑗

)′

∗ 𝑃𝑖,ℎ
𝑗

(𝐶2,𝑖
𝑗

)′

∗ ∗ 𝑍

] > 0, ∀ ℎ ∈  {0, … , 𝐻}, 

[
 
 
 
 
 
𝑄𝑖,ℎ

𝑗
−𝑄𝑖,ℎ+1

𝑗

𝑇/𝐻
+ 𝐻𝑒{𝐴𝑖

𝑗
 𝑄𝑖,ℎ

𝑗
+ 𝐵𝑖

𝑗
𝑆𝑖,ℎ

𝑗
} 𝐵𝑖

𝑗
𝐺𝑖

𝑗
𝐵𝑤,𝑖

𝑗
0

∗
𝑃𝑖,ℎ+1

𝑗
−𝑃𝑖,ℎ

𝑗

𝑇/𝐻
+  𝐻𝑒{𝑃𝑖,ℎ

𝑗
𝐸𝑖

𝑗
+ 𝑅𝑖,ℎ

𝑗
𝐵𝑖

𝑗
𝐺𝑖

𝑗
} 𝑅𝑖,ℎ

𝑗
𝐵𝑤,𝑖

𝑗
𝑃𝑖,ℎ

𝑗
𝐹𝑖

𝑗

∗ ∗ −𝐼 0
∗ ∗ ∗ −𝐼 ]

 
 
 
 
 

< 0,                                            (23a) 

[
 
 
 
 
  

𝑄𝑖,ℎ
𝑗

−𝑄𝑖,ℎ+1
𝑗

𝑇/𝐻
+ 𝐻𝑒{𝐴𝑖

𝑗
 𝑄𝑖,ℎ+1

𝑗
+ 𝐵𝑖

𝑗
𝑆𝑖,ℎ+1

𝑗
} 𝐵𝑖

𝑗
𝐺𝑖

𝑗
𝐵𝑤,𝑖

𝑗
0

∗
𝑃𝑖,ℎ+1

𝑗
−𝑃𝑖,ℎ

𝑗

𝑇/𝐻
+ 𝐻𝑒{𝑃𝑖,ℎ+1

𝑗
𝐸𝑖

𝑗
+ 𝑅𝑖,ℎ+1

𝑗
𝐵𝑖

𝑗
𝐺𝑖

𝑗
} 𝑅𝑖,ℎ+1

𝑗
𝐵𝑤,𝑖

𝑗
𝑃𝑖,ℎ+1

𝑗
𝐹𝑖

𝑗

∗ ∗ −𝐼 0
∗ ∗ ∗ −𝐼 ]

 
 
 
 
 

< 0,            (23b)        

where ℎ = 0,… , 𝐻 − 1,  

[
 
 
 
  𝐻𝑒{𝐴𝑖

𝑗
 𝑄𝑖,𝐻

𝑗
+ 𝐵𝑖𝑆𝑖,𝐻

𝑗
} 𝐵𝑖

𝑗
𝐺𝑖

𝑗
𝐵𝑤,𝑖

𝑗
0

∗ 𝐻𝑒{𝑃𝑖,𝐻
𝑗

𝐸𝑖
𝑗
+ 𝑅𝑖,𝐻

𝑗
𝐵𝑖

𝑗
𝐺𝑖

𝑗
} 𝑅𝑖,ℎ+1

𝑗
𝐵𝑤,𝑖

𝑗
𝑃𝑖,ℎ+1

𝑗
𝐹𝑖

𝑗

∗ ∗ −𝐼 0
∗ ∗ ∗ −𝐼 ]

 
 
 
 

< 0,                 (23c) 

[
 𝑄𝑠,0

𝑗
− 𝑄𝑖,𝐻

𝑗
0

∗ 𝑃𝑖,𝐻
𝑗

− 𝑃𝑠,0
𝑗

] ≥ 0, ∀𝑠 ∈ {1,… ,𝑀} and 𝑠 ≠  𝑖                       (23d)            

then gains of the switched state-feedback controller and the disturbance observer gains are computed as:  

𝐾𝜉
𝑗(𝜃) =  {

(𝑆𝑖,ℎ
𝑗

+ (𝑆𝑖,ℎ+1
𝑗

− 𝑆𝑖,ℎ
𝑗

)
(𝜃−𝜃𝑘,ℎ)

𝑇/𝐻
 ) (𝑄𝑖,ℎ

𝑗
+ (𝑄𝑖,ℎ+1

𝑗
− 𝑄𝑖,ℎ

𝑗
)

(𝜃−𝜃𝑘,ℎ)

𝑇/𝐻
)
−1

, 𝜃 ∈ [𝜃𝑘,ℎ, 𝜃𝑘,ℎ+1),

𝑆̅
𝑖,𝐻
𝑗

 �̅�𝑖,𝐻
𝑗 −1

,  𝜃 ∈ [𝜃𝑘,𝐻, 𝜃𝑘+1 ),

                (24) 

𝐿𝜉
𝑗 (𝜃)  =  {

(𝑃𝑖,ℎ
𝑗

+ (𝑃𝑖,ℎ+1
𝑗

− 𝑃𝑖,ℎ
𝑗
)

(𝜃−𝜃𝑘,ℎ)

T/H
)
−1

(𝑅𝑖,ℎ
𝑗

+ (𝑅𝑖,ℎ+1
𝑗

− 𝑅𝑖,ℎ
𝑗

)
(𝜃−𝜃𝑘,ℎ)

𝑇/𝐻
) , 𝜃 ∈ [𝜃𝑘,ℎ, 𝜃𝑘,ℎ+1),

�̅�𝑖,𝐻
𝑗 −1

�̅�𝑖,𝐻
𝑗

, 𝜃 ∈ [𝜃𝑘,𝐻, 𝜃𝑘+1 ),

                 (25) 

Then it guarantees that the closed-loop system (18) exhibits global stability, while the closed-loop ℋ2-gain from d to z is maintained at 

√Tr(Z) or less for any switching rule with a dwell-time equal to or greater than T. 
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Theorem 2. For the given scalars 𝑇 > 0, 𝛼 > 0, and 𝛽 > 0, if there are matrices 𝑆𝑖,ℎ
𝑗

, 𝑅𝑖,ℎ
𝑗

, 𝑋𝑖,ℎ
𝑗

, 𝑌𝑖,ℎ
𝑗

, and positive-definite symmetric matrices 

𝑍, 𝑃𝑖,ℎ
𝑗

, and 𝑄𝑖,ℎ
𝑗

; ∀ 𝑖 = 1,… ,𝑀 and 𝑗 = 1,… ,𝑁 that satisfy the following LMI minimization conditions: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑠𝑒 𝑇𝑟(𝑍) 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 

[

𝑄𝑖,ℎ
𝑗

0 𝑄𝑖,ℎ
𝑗

(𝐶1,𝑖
𝑗

)′

∗ 𝑃𝑖,ℎ
𝑗

(𝐶2,𝑖
𝑗

)′

∗ ∗ 𝑍

] > 0, ∀ ℎ ∈  {0, … , 𝐻}           (26) 

[
 
 
 
 
 
 
 
 
 Γℎ 𝐵𝑖

𝑗
𝐺𝑖

𝑗
𝐵𝑤,𝑖

𝑗
0 𝑄𝑖,ℎ

𝑗
− 𝑌𝑖,ℎ

𝑗 ′
+ 𝛼(𝐴𝑖

𝑗
 𝑌𝑖,ℎ

𝑗
+ 𝐵𝑖

𝑗
𝑆𝑖,ℎ

𝑗
) 0

∗ 𝜗ℎ 𝑅𝑖,ℎ
𝑗

𝐵𝑤,𝑖
𝑗

𝑋𝑖,ℎ
𝑗

𝐹𝑖
𝑗

0 𝑃𝑖,ℎ
𝑗

− 𝑋𝑖,ℎ
𝑗

+ 𝛽(𝑋𝑖,ℎ
𝑗

𝐸𝑖
𝑗
+ 𝑅𝑖,ℎ

𝑗
𝐵𝑖

𝑗
𝐺𝑖

𝑗
)
′

∗ ∗ −𝐼 0 0 𝛽(𝑅𝑖,ℎ
𝑗

𝐵𝑤,𝑖
𝑗

)
′

∗ ∗ ∗ −𝐼 0 𝛽(𝑋𝑖,ℎ
𝑗

𝐹𝑖
𝑗
)
′

∗ ∗ ∗ ∗ −𝛼 (𝑆𝑖,ℎ
𝑗

+ 𝑆𝑖,ℎ
𝑗 ′

) 0

∗ ∗ ∗ ∗ ∗ −𝛽 (𝑋𝑖,ℎ
𝑗

+ 𝑋𝑖,ℎ
𝑗 ′

) ]
 
 
 
 
 
 
 
 
 

< 0,   (27a)  

   

[
 
 
 
 
 
 
 
 
 Γℎ+1 𝐵𝑖

𝑗
𝐺𝑖

𝑗
𝐵𝑤,𝑖

𝑗
0 𝑄𝑖,ℎ+1

𝑗
− 𝑌𝑖,ℎ+1

𝑗 ′
+ 𝛼(𝐴𝑖

𝑗
𝑌𝑖,ℎ+1

𝑗
+ 𝐵𝑖

𝑗
𝑆𝑖,ℎ+1

𝑗
) 0

∗ 𝜗ℎ+1 𝑅𝑖,ℎ+1
𝑗

𝐵𝑤,𝑖
𝑗

𝑃𝑖,ℎ+1
𝑗

𝐹𝑖
𝑗

0 𝑃𝑖,ℎ+1
𝑗

− 𝑋𝑖,ℎ+1
𝑗

+ 𝛽(𝑋𝑖,ℎ+1
𝑗

𝐸𝑖
𝑗
+ 𝑅𝑖,ℎ+1

𝑗
𝐵𝑖

𝑗
𝐺𝑖

𝑗
)
′

∗ ∗ −𝐼 0 0 𝛽(𝑅𝑖,ℎ+1
𝑗

𝐵𝑤,𝑖
𝑗

)
′

∗ ∗ ∗ −𝐼 0 𝛽(𝑋𝑖,ℎ+1
𝑗

𝐹𝑖
𝑗
)
′

∗ ∗ ∗ ∗ −𝛼 (𝑆𝑖,ℎ+1
𝑗

+ 𝑆𝑖,ℎ+1
𝑗 ′

) 0

∗ ∗ ∗ ∗ ∗ −𝛽 (𝑋𝑖,ℎ+1
𝑗

+ 𝑋𝑖,ℎ+1
𝑗 ′

) ]
 
 
 
 
 
 
 
 
 

< 0,    

                                                                                                                                                                                                                          (27b) 

where 

 ℎ = 0,… , 𝐻 − 1 and 

Γℎ =
𝑄𝑖,ℎ

𝑗
−𝑄𝑖,ℎ+1

𝑗

𝑇/𝐻
+ 𝐻𝑒{𝐴𝑖

𝑗
 𝑌𝑖,ℎ

𝑗
+ 𝐵𝑖

𝑗
𝑆𝑖,ℎ

𝑗
}, Γℎ+1 =

𝑄𝑖,ℎ
𝑗

−𝑄𝑖,ℎ+1
𝑗

𝑇/𝐻
+ 𝐻𝑒{𝐴𝑖

𝑗
 𝑌𝑖,ℎ+1

𝑗
+ 𝐵𝑖

𝑗
𝑆𝑖,ℎ+1

𝑗
}, 

 
𝜗ℎ =

𝑃𝑖,ℎ+1
𝑗

− 𝑃𝑖,ℎ
𝑗

𝑇/𝐻
+  𝐻𝑒{𝑋𝑖,ℎ

𝑗
𝐸𝑖

𝑗
+ 𝑅𝑖,ℎ

𝑗
𝐵𝑖

𝑗
𝐺𝑖

𝑗
}, 𝜗ℎ+1 =

𝑃𝑖,ℎ+1
𝑗

− 𝑃𝑖,ℎ
𝑗

𝑇/𝐻
+ 𝐻𝑒{𝑋𝑖,ℎ+1

𝑗
𝐸𝑖

𝑗
+ 𝑅𝑖,ℎ+1

𝑗
𝐵𝑖

𝑗
𝐺𝑖

𝑗
}, 

[
 
 
 
 
 
 
 
 
 Γ𝐻 𝐵𝑖

𝑗
𝐺𝑖

𝑗
𝐵𝑤,𝑖

𝑗
0 𝑄𝑖,𝐻

𝑗
− 𝑌𝑖,𝐻

𝑗 ′
+ 𝛼(𝐴𝑖

𝑗
𝑌𝑖,𝐻

𝑗
+ 𝐵𝑖

𝑗
𝑆𝑖,𝐻

𝑗
) 0

∗ 𝜗𝐻 𝑅𝑖,𝐻
𝑗

𝐵𝑤,𝑖
𝑗

𝑋𝑖,𝐻
𝑗

𝐹𝑖
𝑗

0 𝑃𝑖,𝐻
𝑗

− 𝑋𝑖,𝐻
𝑗

+ 𝛽(𝑋𝑖,𝐻
𝑗

𝐸𝑖
𝑗
+ 𝑅𝑖,𝐻

𝑗
𝐵𝑖

𝑗
𝐺𝑖

𝑗
)
′

∗ ∗ −𝐼 0 0 𝛽(𝑅𝑖,𝐻
𝑗

𝐵𝑤,𝑖
𝑗

)
′

∗ ∗ ∗ −𝐼 0 𝛽(𝑋𝑖,𝐻
𝑗

𝐹𝑖
𝑗
)
′

∗ ∗ ∗ ∗ −𝛼 (𝑆𝑖,𝐻
𝑗

+ 𝑆𝑖,𝐻
𝑗 ′

) 0

∗ ∗ ∗ ∗ ∗ −𝛽 (𝑋𝑖,𝐻
𝑗

+ 𝑋𝑖,𝐻
𝑗 ′

) ]
 
 
 
 
 
 
 
 
 

< 0,                    (27c) 

where 

 Γ𝐻 = 𝐻𝑒{𝐴𝑖
𝑗
 𝑌𝑖,𝐻

𝑗
+ 𝐵𝑖

𝑗
𝑆𝑖,𝐻

𝑗
} and 𝜗𝐻 = 𝐻𝑒{𝑋𝑖,𝐻

𝑗
𝐸𝑖

𝑗
+ 𝑅𝑖,𝐻

𝑗
𝐵𝑖

𝑗
𝐺𝑖

𝑗
}, 

[
 𝑄𝑠,0

𝑗
− 𝑄𝑖,𝐻

𝑗
0

∗ 𝑃𝑖,𝐻
𝑗

− 𝑃𝑠,0
𝑗

] ≥ 0, ∀𝑠 ∈ {1, … ,𝑀} and 𝑠 ≠  𝑖                 (27d) 

then gains of the switched state-feedback controller and the disturbance observer gains are computed as:  

𝐾𝜉
𝑗(𝜃) =  {

(𝑆𝑖,ℎ
𝑗

+ (𝑆𝑖,ℎ+1
𝑗

− 𝑆𝑖,ℎ
𝑗

)
(𝜃−𝜃𝑘,ℎ)

𝑇/𝐻
) (𝑌𝑖,ℎ

𝑗
+ (𝑌𝑖,ℎ+1

𝑗
− 𝑌𝑖,ℎ

𝑗
)

(𝜃−𝜃𝑘,ℎ)

𝑇/𝐻
)
−1

, 𝜃 ∈ [𝜃𝑘,ℎ, 𝜃𝑘,ℎ+1),

𝑆̅
𝑖,𝐻
𝑗

 �̅�𝑖,𝐻
𝑗 −1

,  𝜃 ∈ [𝜃𝑘,𝐻 , 𝜃𝑘+1 ),
         (28) 

𝐿𝜉
𝑗 (𝜃)  =  {

(𝑋𝑖,ℎ
𝑗

+ (𝑋𝑖,ℎ+1
𝑗

− 𝑋𝑖,ℎ
𝑗

)
(𝜃−𝜃𝑘,ℎ)

𝑇/𝐻
)
−1

(𝑅𝑖,ℎ
𝑗

+ (𝑅𝑖,ℎ+1
𝑗

− 𝑅𝑖,ℎ
𝑗

)
(𝜃−𝜃𝑘,ℎ)

𝑇/𝐻
) , 𝜃 ∈ [𝜃𝑘,ℎ , 𝜃𝑘,ℎ+1),

�̅�𝑖,𝐻
𝑗 −1

�̅�𝑖,𝐻
𝑗

, 𝜃 ∈ [𝜃𝑘,𝐻, 𝜃𝑘+1 ),

         (29) 

where, ensures that the closed-loop system (18) maintains global stability. Additionally, In scenarios where the dwell-time is T or greater, the 

closed-loop ℋ2-gain from d to z is limited to √Tr(Z) or lower. 



Emre Kemer, Hasan Başak                                                                                                                                                                                             DOI 10.2478/ama-2025-0015 
Composite Anti-Disturbance Switched ℋ2 Control Design for Switched Systems  

132 

Remark 5. Theorem 2 provides vertex-dependent and time-var-

ying state-feedback gains, 𝐾𝑖
𝑗(𝜃), and disturbance observer gains, 

𝐿𝑖
𝑗(𝜃). However, if 𝑆𝑖,ℎ

𝑗
, 𝑌𝑖,ℎ

𝑗
, 𝑋𝑖,ℎ

𝑗
, and 𝑅𝑖,ℎ

𝑗
 are selected inde-

pendently of ℎ and 𝑗, then these gains become time-invariant. They 

can be computed as 𝐾𝑖 = 𝑆𝑖𝑌𝑖
−1 and 𝐿𝑖 = 𝑋𝑖

−1𝑅𝑖. 

Remark 6. The ℋ2 controller ensures optimal tracking perfor-
mance by minimizing the quadratic cost function associated with 
tracking error and control effort. Integrating a disturbance observer 
enhances this performance by compensating for disturbances, im-
proving tracking accuracy and overall system effectiveness. This 
combination allows the controller to adapt to varying disturbance 
levels, making it more versatile in handling unpredictable real-world 
scenarios. 

It is important to note that as the size of the LMIs increases, 
there is a potential for a greater computational burden. Larger LMIs 
can introduce higher complexity in the numerical solving process, 
requiring more computational resources and time. However, ad-
vancements in modern computing technology have made it feasible 
to manage these challenges effectively. Furthermore, this compu-
tational complexity primarily arises during the initial design phase. 
Once the control strategies are established, the size of the LMIs 
becomes less significant, as they do not affect real-time implemen-
tation. Consequently, the initial investment in computational re-
sources can yield robust and efficient control solutions that perform 
effectively in practice. 

4. APPLICATION TO AERO-ENGINE MODEL 

In this section, we showcase the implementation of the pro-
posed anti-disturbance control scheme on the speed control sys-
tem of the GE-90 aero-engine. We begin by presenting the GE-90 
aero-engine model and then delve into the discussion of simulation 
results. 

4.1. Aero-engine model 

The aero-engine is comprised of essential components such as 
a combustion chamber, turbine, and compressor. Both the com-
pressor and turbine feature high-pressure and low-pressure stages 
with rotating blades. The high-pressure compressor and turbine are 
concentrically aligned via a separate shaft, while the low-pressure 
compressor and turbine, along with the fan, rotate synchronously. 
Positioned at the inlet, the fan facilitates airflow, and a variable 
bleed valve is employed to extract gas from the core. Additionally, 
variable stator vanes aid in reducing flow separation within the com-
pressor blades. Further details can be found in [29, 30]. The aero-
engine has complex and highly non-linear dynamics. In the litera-
ture, different models of aero-engines have been developed. For 
this study we will use an LPV model of aero-engine (GE-90) which 
has been proposed by [29]. The altitude is normalized by 10000 
and the fan speed by 3000. An LPV model of the uncertain state-
space presentation is 

[
𝛥�̇�𝑓

𝛥�̇�𝑐

] = 𝐴(𝑚, ℎ, 𝑓) [
𝛥𝑁𝑓

𝛥𝑁𝑐
] + 𝐵(𝑚, ℎ, 𝑓)(𝛥𝑊𝐹 + 𝛿1) +

𝐵𝑤𝛿2   (30) 

 

and the external disturbance system 

�̇�(𝜃) = 𝐸𝜉(𝜃)𝑤(𝜃) + 𝐹𝜉(𝜃)𝛿3(𝜃)

𝛿1(𝜃) = 𝐺𝜉(𝜃)𝑤(𝜃)
   (31) 

where 𝑚, ℎ and 𝑓 denote the Mach number, altitude and fan speed 
respectively. 𝛥𝑁𝑓 = 𝑁𝑓 − 𝑁𝑓0 is the fan speed increment, 

𝛥𝑁𝑐 = 𝑁𝑐 − 𝑁𝑐0 is the core speed increment and 𝛥𝑊𝐹 = 𝑊𝐹 −
𝑊𝐹0 is the fuel flow increment. Also, 𝛿1 is the external disturbance, 
𝛿2 = 𝑡𝑒−𝑡 is another disturbance and 𝛿3 = 𝑡𝑒−𝑡 is an additional 
disturbance which results from the perturbations and uncertainties 
in the external disturbance. The engine pressure ratio (EPR) incre-
ment is 

𝐸𝑃𝑅 = 𝐶 [
𝛥𝑁𝑓

𝛥𝑁𝑐
]  

Here, the Mach number, the altitude and the fan speed param-
eters vary between [0 - 0.84], [0 - 42000] and [1497 - 2432] respec-
tively. Using these parameters, the system has been partitioned 
into four intersecting cells, as illustrated in Fig. 2. Model parameters 
can be obtained for each vertex and cell according to [23]. 

 
Fig. 2. The cell divisions of the parameters 

Then, using LPV model in (30) with vertices of each cell, the 

switch system matrices 𝐴𝑖
𝑗
, 𝐵𝑖

𝑗 and 𝐶𝑖
𝑗 in (9) are obtained and the 

matrices 𝐵𝑤,𝑖
𝑗

, 𝐸𝑖
𝑗
, 𝐹𝑖

𝑗
, 𝐺𝑖

𝑗 and 𝐶2,𝑖
𝑗  for 𝑖 ∈ {1, … ,4} and 𝑗 ∈ {1, … ,8} 

are given as: 

𝐵𝑤,𝑖
𝑗

= [
0.1
0.2

] ,  𝐸𝑖
𝑗
= [

0 −1
1 0

] ,  𝐹𝑖
𝑗
= [

0.002
0.001

] ,

𝐺𝑖
𝑗
= [3 2], 𝐶2,𝑖

𝑗
= [0.1 1]  

  

Then, solving Theorem 2 by using these matrices with the sca-
lars 𝛼 = 𝛽 = 0.04,  𝑇 = 0.1 and 𝐻 = 1, from equations (28) and 
(29), the gains of the switched controller and disturbance observer 
are computed as: 

𝐾1 = [0.0013 −0.0064],  𝐾2 = [−0.0633 0.0090] 

𝐾3 = [0.0034 −0.0066], 𝐾4 = [−0.0643 0.0085] 

𝐿1 = [
−0.0090 −0.0043
−0.0043 −0.0025

], 𝐿2 = [
−0.0076 −0.0036
−0.0036 −0.0022

] 

𝐿3 = [
−0.0090 −0.0042
−0.0042 −0.0025

], 𝐿4 = [
−0.0064 −0.0030
−0.0030 −0.0019

]. 
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4.2. Simulation results and discussion 

This section presents the simulation results of the proposed 
control scheme with the non-linear model of the GE-90 aero-en-
gine. Initially, we adopt the non-linear validation model of the GE-
90 aero-engine from [23] as: 

𝛥�̇�𝑓 = −5.4452𝛥𝑁𝑓 − 3.1335𝛥𝑁𝑓𝛥𝑁𝑐 + 5.1842𝛥𝑁𝑓
2 

              +2.2142𝛥𝑁𝑐 + 0.2273𝛥𝑁𝑐
2 + 230.6739𝛥𝑊𝐹  

           −86.2131𝛥𝑁𝑓𝛥𝑊𝐹 + 25.0211𝛥𝑁𝑐𝛥𝑊𝐹   

𝛥�̇�𝑐 = −0.1849𝛥𝑁𝑓 + 8.7942𝛥𝑁𝑓𝛥𝑁𝑐 + 2.0938𝛥𝑁𝑓
2 

  −7.0882𝛥𝑁𝑐 − 0.7456𝛥𝑁𝑐
2 + 653.5547𝛥𝑊𝐹 

             −395.5347𝛥𝑁𝑓𝛥𝑊𝐹 + 112.0966𝛥𝑁𝑐𝛥𝑊𝐹 .   

To analyze the effectiveness of the proposed control approach, 
a standard 𝐻2 controller is designed using the h2syn function in the 
MATLAB Toolbox. Two scenarios were examined for the standard 
𝐻2 control approach. In the first scenario, the GE-90 aero-engine 
model was simulated using the standard 𝐻2 control without a dis-
turbance estimation. The fan speed and core speed are depicted in 
Fig. 3, while the EPR increment for the GE-90 aero-engine is shown 
in Fig. 4. It is evident that the standard 𝐻2 control does not mitigate 
the disturbance effect. Next, the same model was simulated with 
the incorporation of the following disturbance observer: 

𝐿 = [
−0.0090 −0.0043
−0.0043 −0.0025

]. 

 

 

 

Fig. 3. The ℋ2 control responses of the fan and core speed increments without an estimator 

 

Fig. 4. ℋ2 control response of the EPR increment without an estimator 
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Furthermore, we compare the simulation results of the pro-
posed method and the standard 𝐻2 controller with a disturbance 
observer. The responses of the fan speed and the core speed are 
presented in Fig. 5, while the EPR increment of the GE-90 aero-
engine is depicted in Fig. 6. In addition, the comparison of the var-
iation between the external disturbance and its estimation is illus-
trated in Fig. 7. The performance of the disturbance observer, 
showing that the estimated disturbance closely matches the actual 
disturbance profile. The system successfully maintains stability and 
performance, with settling times of EPR=  3.5 𝑠, 𝛥𝑁𝑐 =  1.5s, 

and 𝛥𝑁𝑓 =  0.8 𝑠 using the proposed control structure. In com-
parison, under the standard 𝐻2 control, the system exhibits settling 

times of EPR =  20 𝑠, 𝛥𝑁𝑐 =  7 𝑠, and 𝛥𝑁𝑓 =  7 𝑠. This 
demonstrates the effectiveness of the observer in real-time disturb-
ance estimation. Additionally, the switching function under the 
dwell-time is displayed in Fig. 8. Incorporating dwell time enhances 

control performance by reducing energy fluctuations and ensuring 
system stability. By allowing brief pauses during the switching pro-
cess, our method mitigates the oscillations typically associated with 
abrupt transitions, fostering a more stable operational environment. 
Notably, the time-varying nature of our approach facilitates 
smoother transitions, avoiding the harsh shifts that can destabilize 
the system. This smoothness not only improves overall responsive-
ness but also contributes to a more reliable control strategy, rein-
forcing the advantages of our proposed method compared to exist-
ing techniques. Overall, the simulation results confirm that the pro-
posed anti-disturbance control scheme effectively eliminates the 
external disturbance given in (31) and stabilizes the nonlinear vali-
dation model of the GE-90 aero-engine. 

 

 

 
Fig. 7. The disturbance, 𝛿1 and its estimation 

 
Fig. 8. The switching function 

 
Fig. 5. The fan and core speed increments 

 
Fig. 6. EPR increment 



DOI 10.2478/ama-2025-0015                                                                                                                                                          acta mechanica et automatica, vol.19 no.1 (2025)                                                                                                                                                                                                                                                                       

135 

5. CONCLUSION 

This paper tackles the composite anti-disturbance switched 
control problem for switched systems. The dwell time approach has 
been used to analyze the robust stability with ℋ2-norm perfor-
mance index using the linear matrix inequalities conditions. The 
gains of the switched ℋ2 controller and the gain of the disturbance 
observer are computed by solving a convex LMI optimization prob-
lem. Then, the proposed control scheme is successfully imple-
mented in an aero-engine model. A standard ℋ2 controller method 
is used to analyse the efficiency of the proposed control approach. 
Simulation results validate the effectiveness of the proposed control 
scheme under the external disturbance. In future works, we will 
consider the disturbance suppression with input saturation problem 
in the application of aerospace systems. 
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Abstract: This study examines a novel use of the Jacobi elliptic function expansion method to solve the Shynaray-IIA equation,  
a significant nonlinear partial differential equation that arises in optical fiber, plasma physics, surface symmetry geometry, and many other 
mathematical physics domains.  This kind of solution has never been attained in research prior to this study. Numerous properties  
of a particular class of solutions, called the Jacobi elliptic functions, make them useful for the analytical solution of a wide range  
of nonlinear problems. Using this powerful method, we derive a set of exact solutions for the Shynaray-IIA equation, shedding light on its 
complex dynamics and behaviour. The proposed method is shown to be highly effective in obtaining exact solutions in terms of Jacobi  
elliptic functions, such as dark, bright, periodic, dark-bright, dark-periodic, bright periodic, singular, and other various types of solitons.  
Furthermore, a detailed analysis is conducted on the convergence and accuracy of the obtained solutions. The outcomes of this study  
extend the applicability of the Jacobi elliptic function approach to a novel class of non-linear models and provide valuable insights into the 
dynamics of Shynaray-IIA equation. This study advances the creation of efficient mathematical instruments for resolving intricate nonlinear 
phenomena across a range of scientific fields. 

Key words: soliton theory, integrable partial differential equation, analytical approach, propagation of solitary waves

1. INTRODUCTION 

The Shynaray-IIA is a coupled partial differential equation,  
a significant nonlinear partial differential equation (PDE), arises  
in numerous branches of physical and mathematical sciences, like 
as fluid mechanics, quantum physics and plasma physics.  
Its complex nonlinear nature presents a substantial challenge  
in finding exact analytical solutions, leading researchers to explore 
innovative and efficient methods for resolution such as tanh meth-
od [1], extended auxiliary equation method [2 − 4], variational 

method [5], modified and extended simple equation method [6 −
8], direct algebraic method [9], generalized exponential rational 
function technique [10], extended F-expansion scheme 

[11, 12],   𝐺
𝐺′⁄  – expansion algorithm [13], sine-Gordon ex-

pansion method [14], modified sub-equation method [15], dar-
boux method [16], homogeneous balance [17],  and so on 

[18 − 33]. Among the abundance of mathematical tools availa-
ble, the Jacobi elliptic function approach has emerged as a prom-
ising scheme for solving the non-linear partial differential equa-
tions (PDEs). This technique is particularly valuable in handling 
nonlinear equations with high nonlinearity, as it enables research-
ers to obtain exact solutions by transforming the original equation 
into a more manageable elliptic equation. In this research article, 

we focus on investigating the application of the Jacobi elliptic 
function approach to handle the Shynaray-IIA equation. The con-
sidered model is given as,  

𝑖𝑞𝑡 + 𝑞𝑥𝑡 − 𝑖(𝑣𝑞)𝑥 = 0, 

𝑖𝑟𝑡 − 𝑟𝑥𝑡 − 𝑖(𝑣𝑟)𝑥 = 0,                                                            (1) 

𝑣𝑥 −
𝑛2

𝛼
(𝑟𝑞)𝑡 = 0. 

We aimed to construct exact analytical solutions that shed 
light on the intricate dynamics described by the equation. The 
obtained solutions not only contribute to a deeper understanding 
of underlying physical processes but also offer a valuable stand-
ard for validating numerical and approximate method in solving 
this challenging PDE. The Jacobi elliptic function expansion 
method serves as a powerful mathematical tool to solve the 
Shynaray-IIA (S-IIA) equation, allowing us to gain deeper insight 
into the behavior of complex physical systems. The exact analyti-
cal solutions obtained through this research contribute to the 
existing body of knowledge, paving the way for further advance-
ment in the study of nonlinear Partial differential equations (PDEs) 
and their implications in diverse scientific disciplines. Sachin et al. 
[34 − 38] have examined the Konopelchenko–Dubrovsky (KD) 
equation, generalized complex coupled Schrödinger–Boussinesq 
equations, Sakovich equation, Zakharov–Kuznetsov–Benjamin–
Bona–Mahony (ZK-BBM) equation and Vakhnenko-Parkes equa-
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tion to develop the solitary wave solution and visualized their 
propagation by utilizing the distinct analytical techniques. Rani et 
al. [39] constructed exact analytical solutions for complex modified 
Kortewegde-Vries. Nonlaopon et al. [40] performed Painlevé 
analysis to form the exact soliton solutions. 

The remainder of this article is presented in the following 
structure: Section 1, provides a brief overview of the Shynaray-IIA 
equation and its relevance in various scientific fields. Section II 
outlines the theoretical basis of considered method. In Section III, 
we present the step-by-step implementation of the method to 
obtain exact solutions for the Shynaray-IIA equation. In section IV, 
provide the analysis of graphs for direct study. Section V, dis-
cusses the conclusion and applicability of the proposed approach. 

2.  DESCRIPTION OF ANALYTICAL TECHNIQUE  

An overview of the Jacobi elliptic function methodology is 
given in this section. We will use nonlinear partial differential 
equations, which typically have the following mathematical 
conclusion, 

𝑁(𝑢,
𝜕𝑢

𝜕𝑡
,

𝜕𝑢

𝜕𝑥
,

𝜕2𝑢

𝜕𝑡2 ,
𝜕2𝑢

𝜕𝑥2 , . . . ) = 0.                                         (2) 

Utilizing the following wave transformation to convert Eq. (1) 
into an ordinary differential equation,  

𝑢 = 𝑢(𝜉), 𝜉 = 𝑘(𝑥 − 𝑐𝑡),                                                       (3) 

where the symbols for frequency and wave number, respectively, 
are c and k. Equation (1) has been successfully transformed into 
an ordinary differential equation (ODE) by the procedure descri-
bed in Equation (2).  

𝜕(.)

𝜕𝑡
= −𝑐𝑘

𝑑(.)

𝑑𝜉
,

𝜕(.)

𝜕𝑥
= 𝑘

𝑑(.)

𝑑𝜉
,                                                     (4)                                      

𝑁(𝑢′, 𝑢′′, 𝑢′′′, . . . . ) = 0.                                                            (5) 

 
Tab. 1. The chosen value of 𝑃, 𝑄 and 𝑅 

 𝑷 𝑸 𝑹 𝑭 

1 m2 −(1
+ m2) 

1 𝑠𝑛, 𝑐𝑑 

2 −m2 2m2 − 1 1 − 𝑚2 𝑐𝑛 

3 −1 2 − 𝑚2 𝑚2 − 1 𝑑𝑛 

4 1 −(1
+ 𝑚2) 

𝑚2 𝑛𝑠, 𝑑𝑐 

5 1 − 𝑚2 2𝑚2 − 1 −𝑚2 𝑛𝑐 

6 𝑚2 − 1 2 − 𝑚2 −1 𝑛𝑑 

7 1 − 𝑚2 2 − 𝑚2 1 𝑠𝑐 

8 −𝑚2(1
− 𝑚2) 

2𝑚2 − 1 1 𝑠𝑑 

9 1 2 − 𝑚2 1 − 𝑚2 𝑐𝑠 

10 1 2𝑚2 − 1 -𝑚2(1 −
𝑚2) 

𝑑𝑠 

11 −1

4
 

𝑚2 + 1

2
 

−(1 − 𝑚2)2

4
 

𝑚𝑐𝑛 ∓ 𝑑𝑛 

12 1

4
 

−2𝑚2 + 1

2
 

1

4
 

𝑛𝑠 ∓ 𝑐𝑠 

13 1 − 𝑚2

4
 

𝑚2 + 1

2
 

1 − 𝑚2

4
 

𝑛𝑐 ∓ 𝑠𝑐 

14 1

4
 

𝑚2 − 2

2
 

𝑚4

4
 

𝑛𝑠 ∓ 𝑑𝑠 

15 𝑚2

4
 

𝑚2 − 2

2
 

𝑚2

4
 

𝑠𝑛

∓ 𝑖𝑐𝑛,
𝑠𝑛

√1 − 𝑚2𝑠𝑛 ∓ 𝑐𝑛
 

16 1

4
 

1 − 2𝑚2

2
 

1

4
 

𝑚𝑐𝑛

∓ 𝑖𝑑𝑛,
𝑠𝑛

1 ∓ 𝑐𝑛
 

17 𝑚2

4
 

𝑚2 − 2

2
 

1

4
 

𝑠𝑛

1 ∓ 𝑑𝑛
 

18 𝑚2 − 1

4
 

𝑚2 + 1

2
 

𝑚2 − 1

4
 

𝑑𝑛

1 ∓ 𝑚𝑠𝑛
 

19 1 − 𝑚2

4
 

𝑚2 + 1

2
 

−𝑚2 + 1

4
 

𝑐𝑛

1 ∓ 𝑠𝑛
 

20 (1−𝑚2)2

4
    𝑚2 + 1

2
 

1

4
 

𝑠𝑛

𝑑𝑛 ∓ 𝑐𝑛
 

21 𝑚4

4
 

𝑚2 − 2

2
 

1

4
 

𝑐𝑛

√1 − 𝑚2 ∓ 𝑑𝑛
 

   
In conjunction with utilizing this advanced directed technique, 

the underlying principle entails augmenting the likelihood of 
resolving an auxiliary ODE, namely first-order Jacobian problem 
with the three parameters. This method aims to produce a 
multitude of Jacobian elliptic solutions for the given issue. 
Visualizing the auxiliary equation is a feasible step in 
understanding this process.                                                                         

(𝐹′)2(𝜉) = 𝑃𝐹4(𝜉) + 𝑄𝐹2(𝜉) + 𝑅.                                      (6) 

Let 𝐹′ =
𝑑𝐹

𝑑𝜉
, where 𝜉 = 𝜉(𝑥, 𝑡), and the constants 𝑃, 𝑄 and 

𝑅 are involved. The solution for equation (5) is provided in Tab. 1. 

It is important to note that 𝑖2 = −1. Additionally, the Jacobi ellip-
tic functions are denoted as 𝑠𝑛𝜉 = 𝑠𝑛(𝜉, 𝑚), 𝑐𝑛𝜉 =
𝑐𝑛(𝜉, 𝑚),  and 𝑑𝑛𝜉 = 𝑑𝑛(𝜉, 𝑚), where 𝑚 lies in the range 
0 < 𝑚 < 1 and represents the modulus.                                                   

Tab. 2.  Analysis of Jacobi elliptic functions in the limit of 𝑚 →
0 𝑎𝑛𝑑 𝑚 → 1. 

  𝑚 →
1       

𝑚 → 0   𝑚 → 1 𝑚 → 0 

1 𝑠𝑛𝑢 𝑡𝑎𝑛ℎ𝑢 𝑠𝑖𝑛𝑢 7 𝑑𝑐𝑢 1 𝑠𝑒𝑐𝑢 

2 𝑐𝑛𝑢 𝑠𝑒𝑐ℎ𝑢 𝑐𝑜𝑠𝑢 8 𝑛𝑐𝑢 𝑐𝑜𝑠ℎ𝑢 𝑠𝑒𝑐𝑢 

3 𝑑𝑛𝑢 𝑠𝑒𝑐ℎ𝑢 1 9 𝑠𝑐𝑢   𝑠𝑖𝑛ℎ𝑢   𝑡𝑎𝑛𝑢 

4 𝑐𝑑𝑢 1 𝑐𝑜𝑠𝑢 10 𝑛𝑠𝑢 𝑐𝑜𝑡ℎ𝑢 𝑐𝑠𝑐𝑢 

5 𝑠𝑑𝑢 𝑠𝑖𝑛ℎ𝑢 𝑠𝑖𝑛𝑢 11 𝑑𝑠𝑢 𝑐𝑠𝑐ℎ𝑢 𝑐𝑠𝑐𝑢 

6 𝑛𝑑𝑢 𝑐𝑜𝑠ℎ𝑢 1 12 𝑐𝑠𝑢 𝑐𝑠𝑐ℎ𝑢 𝑐𝑜𝑡𝑢 

The elliptic functions exhibit a distinctive double periodic, pro-
cessing distinct properties as outline below: 

𝑠𝑛2𝜉 + 𝑐𝑛2𝜉 = 1, 

𝑑𝑛2𝜉 + 𝑚2𝑠𝑛2𝜉 = 1, 

𝑑

𝑑𝜉
𝑠𝑛𝜉 = 𝑐𝑛𝜉𝑑𝑛𝜉, 

𝑑

𝑑𝜉
𝑐𝑛𝜉 = −𝑠𝑛𝜉𝑑𝑛𝜉, 

𝑑

𝑑𝜉
𝑑𝑛𝜉 = −𝑚2𝑠𝑛𝜉𝑐𝑛𝜉. 
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With reference to Tab. 2, this reduction makes it possible to 
derive the solutions for the given problem using the trigonometric 
function and solitons. The Jacobi elliptic function expansion met-
hod can be used to describe the function as a finite series of 
Jacobi elliptic functions. 

𝑢(𝜉) = ∑ 𝑎𝑖𝐹
𝑖(𝜉).                   𝑛

𝑖=0                                              (7) 

Here the function 𝐹(𝜉) represents solution to the non-linear 
ordinary equation denoted as Eq. 5. The constants 𝑛 and 𝑎𝑖 (whe-

re 𝑖 =  0, 1, 2, . . . , 𝑛) are parameters that have to be found. The 
determination of the integer 𝑛 in Eq. 6 involves an analysis of the 
highest order linear term.                                                              

𝑂 (
𝑑𝑝𝑢

𝑑𝜉𝑝) = 𝑛 + 𝑝, 𝑝 = 0,1,2,3, … …,                                      (8)                  

thus, the most significant nonlinear terms at the highest order are 

𝑂 (𝑢𝑞 𝑑𝑝𝑢

𝑑𝜉𝑝) = (𝑞 + 1)𝑛 + 𝑝, 𝑝 = 0,1,2,3, … …,    

𝑞 = 1,2,3, …,                                                                               (9) 

in Eq. 4. 
Utilizing Eq. 6 and setting all coefficients of powers 𝐹 to zero, 

we derive a set of nonlinear algebraic equations for the varia-
bles𝑎𝑖, (where 𝑖 = 0,1,2,3, ….). Employing Mathematica, we 
proceed to solve this system of algebraic equations and put all the 
values for 𝑃, 𝑄, and 𝑅 as per Eq. 5 in Tab. 1. This approach, 
integrating the information from Eq. 6 with the selected auxiliary 
equation, allows for the determination of exact solutions for Eq. 1. 

3. THE CONSTRUCTION OF SOLITONS OF SHYNARAY-IIA 
EQUATION (S-IIAE) 

The precise solutions to Shynaray-IIA Eq. 1 using the Jacobi 
elliptic function expansion approach are shown in this section, 

𝑖𝑞𝑡 + 𝑞𝑥𝑡 − 𝑖(𝑣𝑞)𝑥 = 0, 

𝑖𝑟𝑡 − 𝑟𝑥𝑡 − 𝑖(𝑣𝑟)𝑥 = 0,      

 𝑣𝑥 −
𝑛2

𝛼
(𝑟𝑞)𝑡 = 0. 

In case when = 𝜖�̅� (𝜖 = ±1), the S-IIAE takes the following 
form: 

𝑖𝑞𝑡 + 𝑞𝑥𝑡 − 𝑖(𝑣𝑞)𝑥 = 0, 

𝑣𝑥 −
𝑛2𝜖

𝛼
(|𝑞|2)𝑡 = 0.                                                              (10) 

In the above equation 𝑚, 𝑛 and 𝜖 are constants. By using the 

traveling wave transformation Eq. 11 is reduced into the following 
ODE:  

𝑞(𝑥, 𝑡) = 𝑈(𝜂)𝑒𝑖𝜉(𝑥,𝑡), 𝑣(𝑥, 𝑡) = 𝐺(𝜂), 

𝜉(𝑥, 𝑡) = −𝛿𝑥 + 𝜔𝑡 + 𝜃, 𝜂 = 𝑥 − 𝑐𝑡,                                 (11) 

where 𝑣, 𝜃, 𝜔, 𝛿 characterize the frequency, the phase constant, 
the wave number and the velocity, respectively. The Eq. 27 is 
plugging into the first part of Eq. 26 and getting the real and 
imaginary parts, 

𝑐𝑈′′(𝜂) + 𝜔(1 − 𝛿)𝑈(𝜂) + 𝛿𝐺(𝜂)𝑈(𝜂) + 𝑖(𝜔 −

𝑐(1 − 𝛿))𝑈′(𝜂) − 𝐺(𝜂)𝑈′(𝜂) − 𝐺′(𝜂)𝑈(𝜂) = 0,  

𝐺′(𝜂) +
2𝑐𝜖𝑛2

𝛼
𝑈(𝜂)𝑈′(𝜂) = 0.                                              (12) 

The second Eq. 28 is integrated, and we get 

𝐺(𝜂) = −
𝑐𝜖𝑛2

𝛼
𝑈2(𝜂).                                                             (13) 

Substitute the Eq. 13 into the first part of 12 and separating 
the real and imaginary parts as  

𝑐𝑈′′(𝜂) + 𝜔(1 − 𝛿)𝑈(𝜂) −
𝛿𝑐𝜖𝑛2

𝛼
𝑈3(𝜂) = 0.                   (14) 

And we have the imaginary part as, 

(𝜔 − 𝑐(1 − 𝛿))𝑈′(𝜂) +
3𝑐𝜖𝑛2

𝛼
𝑈′′(𝜂)𝑈′(𝜂) = 0.              (15) 

By using the homogeneous balancing procedure, we obtained  
𝑛 = 1,  the determine value of n is substituted in Eg. 7 we 
obtained the simple form of the solution as: 

𝑈(𝜂) = 𝑎0 + 𝑎1𝐹(𝜂),                                                             (16) 

𝑈3(𝜂) = 𝑎0
3 + 𝑎1

3𝐹3(𝜂) + 3𝑎0𝑎1
2𝐹2(𝜂) + 3𝑎0

2𝑎1𝐹          (17) 

and  

𝑈′′(𝜂) = 𝑎1(2𝑃𝐹3(𝜂) + 𝑄𝐹(𝜂)).                                        (18) 

Substitute Eq. 16-18 into Eq. 15, we get, 

𝑐𝑎1(2𝑃𝐹3(𝜂) + 𝑄𝐹(𝜂)) + 𝜔(1 − 𝛿)(𝑎0 + 𝑎1𝐹(𝜂)) −
𝛿𝑐𝜖𝑛2

𝛼
(𝑎0

3 + 𝑎1
3𝐹3(𝜂) + 3𝑎0𝑎1

2𝐹2(𝜂) + 3𝑎0
2𝑎1𝐹(𝜂)) = 0.  

                                                                                                   (19) 

By collecting the various coefficients of 𝐹𝑖(𝜂), we get the 
system of equations, 

𝑈0:    (𝜔(1 − 𝛿) −
𝛿𝑐𝜖𝑛2

𝛼
𝑎0

2) 𝑎0 = 0,                                   (20) 

𝑈1: (𝑐𝑄 + 𝜔(1 − 𝛿) − 3𝑎0
2 𝛿𝑐𝜖𝑛2

𝛼
)𝑎1 = 0,                          (21) 

𝑈2 : − 3𝑎0𝑎1
3 𝛿𝑐𝜖𝑛2

𝛼
 = 0,                                                        (22) 

𝑈3 = (2𝑃𝑐 − 𝑎1
2 𝛿𝑐𝜖𝑛2

𝛼
)𝑎1 = 0.                                             (23) 

Upon solving the aforementioned system by using Maple 
software, we obtain the coefficients pertaining to the series 16,  

 𝑎0 = 0, 𝑎1 = ±
√

2𝛼𝑃

𝛿𝜖

𝑛
.                                                             (24) 

The obtained solution is of the form, 

𝑈 = ±
√

2𝛼𝑃

𝛿𝜖

𝑛
 𝐹(𝜂).                                                                    (25) 

When the values 𝑃 = 𝑚2, 𝑄 = −(1 + 𝑚2), and 𝑅 = 1 are 
chosen, table 1 provides the corresponding values of 𝐹 = 𝑠𝑛. 
Therefore, the periodic solution of Equation 1 can be represented 
as,       

𝑞1,1 = ±
√2𝛼𝑚2

𝛿𝜖

𝑛
  𝑠𝑛(𝑥 − 𝑐𝑡),                                                  (26) 

 𝑣1,1 = −
2𝑐𝑚2

𝛿
𝑠𝑛2(𝑥 − 𝑐𝑡).                                                   (27) 

Supposing 𝑚 → 1, hence, by referring to table 2, one may 
derive the solitary wave solution of Eq. 1. 

 𝑞1,2 = ±
√

2𝛼

𝛿𝜖

𝑛
  𝑡𝑎𝑛ℎ(𝑥 − 𝑐𝑡),                                                 (28) 
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𝑣1,2 = −
2𝑐

𝛿
𝑡𝑎𝑛ℎ2(𝑥 − 𝑐𝑡).                                                    (29) 

Choosing  𝑃 = −𝑚2, 𝑄 = 2𝑚2 − 1, 𝑅 = 1 − 𝑚2, based 
on the data supplied in Table 1, it can be inferred that the variable 
F can be mathematically expressed as 𝐹 = 𝑐𝑛. Consequently, 
the periodic solution of Equation (1) can be derived as follows:   

𝑞1,3 = ±
√−2𝛼𝑚2

𝛿𝜖

𝑛
 𝑐𝑛(𝑥 − 𝑐𝑡),                                                 (30) 

𝑣1,3 =
2𝑐𝑚2

𝛿
𝑐𝑛2(𝑥 − 𝑐𝑡).                                                        (31) 

Considering 𝑚 → 1 the solitary wave solution of Eq. 1 can be 
expressed as per the information provided in Tab. 2.     

𝑞1,4 = ±
√

−2𝛼

𝛿𝜖

𝑛
 𝑠𝑒𝑐ℎ(𝑥 − 𝑐𝑡),                                                 (32) 

𝑣1,4 =
2𝑐

𝛿
𝑠𝑒𝑐ℎ2(𝑥 − 𝑐𝑡).                                                         (33) 

Setting  𝑃 = −1,   𝑄 = 2 − 𝑚2,   𝑅 = 𝑚2 − 1, based on 
the data shown in Tab. 1, it can be inferred that the periodic solu-
tion of Eq. 1 can be mathematically represented as follows:                                                   

𝑞1,5 = ±
√

−2𝛼

𝛿𝜖

𝑛
 𝑑𝑛(𝑥 − 𝑐𝑡),                                                     (34) 

𝑣1,5 =
2𝑐

𝛿
𝑑𝑛2(𝑥 − 𝑐𝑡).                                                            (35) 

In the context of 𝑚 → 1 from Tab. 2, the similarity between 
the solution shown and the solution derived in Eq. 27 is clearly 
demonstrated.         

While 𝑃 = 1, 𝑄 = −(1 + 𝑚2), 𝑅 = 𝑚2, 𝐹 = 𝑛𝑠,  accor-
ding to the data presented in Tab. 1, the answer to Eq. 1 can be 
represented as follows:      

𝑞1,6 = ±
√

2𝛼

𝛿𝜖

𝑛
 𝑛𝑠(𝑥 − 𝑐𝑡),                                                        (36) 

𝑣1,6 = −
2𝑐

𝛿
𝑛𝑠2(𝑥 − 𝑐𝑡).                                                        (37) 

Additionally, when 𝑚 → 1 the solitary wave solution of Eq. 1 
is presented in Tab. 2.                      

𝑞1,7 = ±
√

2𝛼

𝛿𝜖

𝑛
 𝑐𝑜𝑡ℎ(𝑥 − 𝑐𝑡),                                                   (38) 

𝑣1,7 = −
2𝑐

𝛿
𝑐𝑜𝑡ℎ2(𝑥 − 𝑐𝑡).                                                    (39) 

Using Tab. 2, the periodic solution of Eq. 1 can be stated as 
follows if m→0: 

𝑞1,8 = ±
√

2𝛼

𝛿𝜖

𝑛
 𝑐𝑠𝑐(𝑥 − 𝑐𝑡),                                                      (40) 

𝑣1,8 = −
2𝑐

𝛿
𝑐𝑠𝑐2(𝑥 − 𝑐𝑡).                                                       (41) 

Supposing  𝑃 = 1, 𝑄 = −(1 + 𝑚2), 𝑅 = 𝑚2.  
Thus,  𝐹 = 𝑑𝑐, 

𝑞1,8 = ±
√

2𝛼

𝛿𝜖

𝑛
 𝑑𝑐(𝑥 − 𝑐𝑡),                                                       (42) 

𝑣1,8 = −
2𝑐

𝛿
𝑑𝑐2(𝑥 − 𝑐𝑡).                                                         (43) 

Using Tab. 2, the periodic solution of Eq. 1 can be stated as 
follows if m→0: 

𝑞1,10 = ±
√

2𝛼

𝛿𝜖

𝑛
 𝑠𝑒𝑐(𝑥 − 𝑐𝑡),                                                    (44) 

𝑣1,10 = −
2𝑐

𝛿
𝑠𝑐𝑐2(𝑥 − 𝑐𝑡).                                                     (45) 

When 𝑃 = 1 − 𝑚2, 𝑄 = 2𝑚2 − 1, 𝑅 = −𝑚2.  𝑇ℎ𝑢𝑠, 𝐹 =
 𝑛𝑐 and the solution of periodic nature of Eq. 1 as: 

𝑞1,11 = ±
√2𝛼(1−𝑚2)

𝛿𝜖

𝑛
 𝑛𝑐(𝑥 − 𝑐𝑡),                                           (46) 

𝑣1,11 = −
2𝑐(1−𝑚)2

𝛿
𝑛𝑐2(𝑥 − 𝑐𝑡).                                           (47) 

As 𝑚 → 0 from Tab. 2, it is shown that the solution found as 
that of 33. 

Also regarding  𝑃 = 1 − 𝑚2,   𝑄 = 2 − 𝑚2, 𝑅 = 1.  
Thus, 𝐹 = 𝑠𝑐: 

𝑞1,12 = ±
√2𝛼(1−𝑚2)

𝛿𝜖

𝑛
 𝑠𝑐(𝑥 − 𝑐𝑡),                                           (48) 

𝑣1,12 = −
2𝑐(1−𝑚)2

𝛿
𝑠𝑐2(𝑥 − 𝑐𝑡).                                            (49) 

Furthermore, we find the periodic solution of Eq. 1 as follows 
for m→0, as shown in Tab. 2: 

𝑞1,13 = ±
√

2𝛼

𝛿𝜖

𝑛
 𝑡𝑎𝑛(𝑥 − 𝑐𝑡),                                                   (50) 

𝑣1,13 = −
2𝑐

𝛿
𝑡𝑎𝑛2(𝑥 − 𝑐𝑡).                                                     (51) 

Considering 𝑃 = 1,   𝑄 = 2 − 𝑚2, 𝑅 = 1 − 𝑚2  and  𝐹 =
𝑐𝑠, thus: 

𝑞1,14 = ±
√

2𝛼

𝛿𝜖

𝑛
 𝑐𝑠(𝑥 − 𝑐𝑡),                                                      (52) 

 𝑣1,14 = −
2𝑐

𝛿
𝑐𝑠2(𝑥 − 𝑐𝑡).                                                      (53) 

The solitary wave solution Eq. (1) is given as follows as m→1, 
per Tab. 2: 

𝑞1,15 = ±
√

2𝛼

𝛿𝜖

𝑛
 𝑐𝑠𝑐ℎ(𝑥 − 𝑐𝑡),                                                  (54) 

𝑣1,15 = −
2𝑐

𝛿
𝑐𝑠𝑐ℎ2(𝑥 − 𝑐𝑡).                                                   (55) 

The solitary wave solution Eq. 1 is given as follows as m→0, 
per Tab. 2, 

𝑞1,16 = ±
√

2𝛼

𝛿𝜖

𝑛
 𝑐𝑜𝑡(𝑥 − 𝑐𝑡),                                                    (56) 

𝑣1,16 = −
2𝑐

𝛿
𝑐𝑜𝑡2(𝑥 − 𝑐𝑡).                                                     (57) 

 
Also assigning  𝑃 = 1 ,  𝑄 = 2𝑚2 − 1,   𝑅 = 𝑚4 − 𝑚2  

and  𝐹 = 𝑑𝑠. Thus,  

𝑞1,17 = ±
√

2𝛼

𝛿𝜖

𝑛
 𝑑𝑠(𝑥 − 𝑐𝑡),                                                     (58) 

 𝑣1,17 = −
2𝑐

𝛿
𝑑𝑐2(𝑥 − 𝑐𝑡).                                                      (59) 

In this family, the soliton solution is the similar to Eq. 30. If the 
limit of 𝑚 → 0, the solution can be articulated as per Eq. 38 with 
reference to Tab. 2. 
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Assuming 𝑃, 𝑄, 𝑅   as 𝑃 =
−1

4
, 𝑄 =

𝑚2+1

2
, 𝑅 =

−(1−𝑚2)

4
, 

according to Tab. 1, 𝐹 formulated as 𝐹 = 𝑚𝑐𝑛 ∓ 𝑑𝑛, the solu-
tion is determined as, 

 

𝑞1,18 = ±
√

−𝛼

2𝛿𝜖

𝑛
 𝑚𝑐𝑛(𝑥 − 𝑐𝑡) ∓ 𝑑𝑛(𝑥 − 𝑐𝑡),                      (60) 

𝑣1,18 =
𝑐

2𝛿
(𝑚𝑐𝑛(𝑥 − 𝑐𝑡) ∓ 𝑑𝑛(𝑥 − 𝑐𝑡))2.                         (61) 

Additionally, when 𝑚 → 1, the obtained solution is similar the 
solution found in Eq. (25). 

If we select 𝑃, 𝑄, 𝑅  as  𝑃 =
1

4
,   𝑄 =

−2𝑚2+1

2
, 𝑅 =

1

4
 , and 

evaluate 𝐹 from table 1 where = 𝑛𝑠 ∓ 𝑐𝑠 , thus solution of Eq. 
(1) can be indicated as, 

𝑞1,19 = ±
√

𝛼

2𝛿𝜖

𝑛
(𝑛𝑠(𝑥 − 𝑐𝑡) ∓ 𝑐𝑠(𝑥 − 𝑐𝑡)),                        (62) 

𝑣1,19 = −
𝑐

2𝛿
(𝑛𝑠(𝑥 − 𝑐𝑡) ∓ 𝑐𝑠(𝑥 − 𝑐𝑡))2.                          (63) 

The solitary wave solution for 𝑚 → 1 in Eq. 1 is identified as, 

𝑞1,20 = ±
√

𝛼

2𝛿𝜖

𝑛
 𝑐𝑜𝑡ℎ(𝑥 − 𝑐𝑡) ∓ 𝑐𝑠𝑐ℎ(𝑥 − 𝑐𝑡),                   (64) 

𝑣1,20 = −
𝑐

2𝛿
(coth (𝑥 − 𝑐𝑡) ∓ csch (𝑥 − 𝑐𝑡))2.                (65) 

Additionally, in the case where 𝑚 → 0, based on Tab. 2, ob-
taining a periodic solution is evident. 

 𝑞1,21 = ±
√

𝛼

2𝛿𝜖

𝑛
 𝑐𝑠𝑐(𝑥 − 𝑐𝑡) ∓ 𝑐𝑜𝑡(𝑥 − 𝑐𝑡),                      (66) 

𝑣1,21 = −
𝑐

2𝛿
(csc (𝑥 − 𝑐𝑡) ∓ cot (𝑥 − 𝑐𝑡))2.                     (67) 

If   𝑃 =
1−𝑚2

4
, 𝑄 =

𝑚2+1

2
, 𝑅 =

1−𝑚2

4
  and  𝐹 = 𝑛𝑐 ∓ 𝑠𝑐,  

the solution of Eq. (1) can be found as, 

𝑞1,22 = ±
√𝛼(1−𝑚2)

2𝛿𝜖

𝑛
 (𝑛𝑐(𝑥 − 𝑐𝑡) ∓ 𝑠𝑐(𝑥 − 𝑐𝑡)),                (68) 

𝑣1,22 =
−𝑐(1+𝑚2)

2𝛿
 (𝑛𝑐(𝑥 − 𝑐𝑡) ∓ 𝑠𝑐(𝑥 − 𝑐𝑡))2.                 (69) 

The solitary wave solution for 𝑚 → 0 in Eq. 1 is identified as, 

𝑞1,23 = ±
√

𝛼

2𝛿𝜖

𝑛
 (𝑠𝑒𝑐(𝑥 − 𝑐𝑡) ∓ 𝑡𝑎𝑛(𝑥 − 𝑐𝑡)),                   (70) 

𝑣1,23 = −
𝑐

2𝛿
(sec (x − ct) ∓ tan (x − ct))2.                      (71) 

Setting  𝑃 =
𝑚2

4
, 𝑄 =

𝑚2−2

2
, 𝑅 =

𝑚2

4
, as per Table 1,   𝐹 =

𝑠𝑛 ∓ 𝑖𝑐𝑛, due to this setting the solution of Eq. 1 can be found 
as: 

𝑞1,24 = ±
√𝛼𝑚2

2𝛿𝜖

𝑛
 (𝑠𝑛(𝑥 − 𝑐𝑡) ∓ 𝑖𝑐𝑛(𝑥 − 𝑐𝑡)),                    (72) 

𝑣1,24 = −
𝑐𝑚2

2𝛿
(𝑠𝑛(𝑥 − 𝑐𝑡) ∓ 𝑖𝑐𝑛(𝑥 − 𝑐𝑡))2.                     (73) 

The solitary wave solution for 𝑚 → 1 in Eq. (1) is identified 
as, 

𝑞1,25 = ±
√

𝛼

2𝛿𝜖

𝑛
 (𝑡𝑎𝑛ℎ(𝑥 − 𝑐𝑡) ∓ 𝑖𝑠𝑒𝑐ℎ(𝑥 − 𝑐𝑡)),             (74) 

𝑣1,25 =
−𝑐

2𝛿
 (tanh (𝑥 − 𝑐𝑡) ∓ 𝑖𝑠𝑒𝑐ℎ(𝑥 − 𝑐𝑡))2.                  (75) 

Regarding  𝑃 =
1

4
, 𝑄 =

−2𝑚2+1

2
, 𝑅 =

1

4
,  and  𝐹 = 𝑚𝑠𝑛 ∓

𝑖𝑑𝑛 from the Table  1,  thus, the solution of Eq. 1 can be expres-
sed as, 

𝑞1,26 = ±
√

𝛼

2𝛿𝜖

𝑛
 (𝑚𝑠𝑛(𝑥 − 𝑐𝑡) ∓ 𝑖𝑑𝑛(𝑥 − 𝑐𝑡)),                 (76) 

𝑣1,26 =
−𝑐

2𝛿
 (𝑚𝑠𝑛(𝑥 − 𝑐𝑡) ∓ 𝑖𝑑𝑛(𝑥 − 𝑐𝑡))2.                       (77) 

For  𝑚 → 1,  the solution obtained as that of 48. 
Considering  

𝑃 =
1

4
, 𝑄 =

1 − 2𝑚2

2
, 𝑅 =

1

4
, 

and  

𝐹 =
𝑠𝑛

1∓𝑐𝑛
 ,  

from Tab. 1, thus, the solution of Eq. 1 can be found as, 

𝑞1,27 = ±
√

𝛼

2𝛿𝜖

𝑛
 

𝑠𝑛(𝑥−𝑐𝑡)

1∓𝑐𝑛(𝑥−𝑐𝑡)
,                                                       (78) 

 𝑣1,27 =
−𝑐

2𝛿
 (

𝑠𝑛(𝑥−𝑐𝑡)

1∓𝑐𝑛(𝑥−𝑐𝑡)
)2.                                                       (79) 

If we take a look at Tab. 2, we can determine the solitary wave 
solution of Eq. 1 for 𝑚 → 1,                                        

𝑞1,28 = ±
√

𝛼

2𝛿𝜖

𝑛
 

𝑡𝑎𝑛ℎ(𝑥−𝑐𝑡)

1∓𝑠𝑒𝑐ℎ(𝑥−𝑐𝑡)
,                                                   (80) 

𝑣1,28 =
−𝑐

2𝛿
 (

tanh(𝑥−𝑐𝑡)

1∓sech(𝑥−𝑐𝑡)
)2.                                                     (81) 

If we take a look at Tab. 2, we can determine the solitary wave 
solution of Eq. 1 for 𝑚 → 0, 

𝑞1,29 = ±
√

𝛼

2𝛿𝜖

𝑛
 

𝑠𝑖𝑛(𝑥−𝑐𝑡)

1∓𝑐𝑜𝑠(𝑥−𝑐𝑡)
.                                                      (82) 

𝑣1,29 =
−𝑐

2𝛿
 (

sin(𝑥−𝑐𝑡)

1∓cos(𝑥−𝑐𝑡)
)2.                                                       (83) 

 

Supposing 𝑃 =
𝑚2

4
, 𝑄 =

𝑚2−2

2
, 𝑅 =

1

4
  it can be concluded 

from Tab. 1  𝐹 =
𝑠𝑛

1∓𝑑𝑛
 , so the solution of Eq. 1 can be found as, 

𝑞1,30 = ±
√𝛼𝑚2

2𝛿𝜖

𝑛
 

𝑠𝑛(𝑥−𝑐𝑡)

1∓𝑑𝑛(𝑥−𝑐𝑡)
,                                                     (84) 

𝑣1,30 = −
𝑐𝑚2

2𝛿
(

𝑠𝑛(𝑥−𝑐𝑡)

1∓𝑑𝑛(𝑥−𝑐𝑡)
)2.                                                  (85) 

When 𝑚 → 1, the solution is determined by the solution in 
equation 52. 

From Tab. 1, allocating 𝑃 =
1−𝑚2

4
, 𝑄 =

𝑚2+1

2
, 𝑅 =

1−𝑚2

4
 

and  

 𝐹 =
𝑐𝑛

1∓𝑠𝑛
,   

thus, 

𝑞1,31 = ±
√𝛼(1−𝑚2)

2𝛿𝜖

𝑛
 

𝑐𝑛(𝑥−𝑐𝑡)

1∓𝑠𝑛(𝑥−𝑐𝑡)
,                                               (86) 
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𝑣1,31 =
−𝑐(1+𝑚2)

2𝛿
 (

𝑐𝑛(𝑥−𝑐𝑡)

1∓𝑠𝑛(𝑥−𝑐𝑡)
)

2

.                                            (87) 

If we take a look at Tab. 2, we can determine the solitary wave 
solution of Eq. 1 for 𝑚 → 0, 

𝑞1,32 = ±
√

𝛼

2𝛿𝜖

𝑛
 

𝑐𝑜𝑠(𝑥−𝑐𝑡)

1∓𝑠𝑖𝑛(𝑥−𝑐𝑡)
,                                                      (88) 

𝑣1,32 =
−𝑐

2𝛿
 (

cos(𝑥−𝑐𝑡)

1∓sin(𝑥−𝑐𝑡)
)

2

.                                                       (89) 

Choosing  𝑃 =
(1−𝑚2)2

4
, 𝑄 =

𝑚2+1

2
, 𝑅 =

1

4
  and  𝐹 =

𝑠𝑛

𝑑𝑛∓𝑐𝑛
,  so that the solution of Eq. 1 can be obtained as,                                

𝑞1,33 = ±
√𝛼(1−𝑚2)2

2𝛿𝜖

𝑛
 

𝑠𝑛(𝑥−𝑐𝑡)

𝑑𝑛(𝑥−𝑐𝑡)∓𝑐𝑛(𝑥−𝑐𝑡)
,                                 (90) 

𝑣1,33 =
−𝑐(1+𝑚2)2

2𝛿
 (

𝑠𝑛(𝑥−𝑐𝑡)

𝑑𝑛(𝑥−𝑐𝑡)∓𝑐𝑛(𝑥−𝑐𝑡)
)

2

.                              (91) 

For 𝑚 → 0,  the solution is obtained as that of 51. 

 
a) 3-D visualization 
 

 
b) contour  visualization 

 

 
c) 2-D  visualization 

 

Fig. 1.  3-D, contour visualization and 2-D propagation of  𝑞1,1 for 

specific values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  

𝛿 = 0.5, 𝑚 = 0.9, 𝑐 = 0.1 

 
a) 3-D visualization 
 

 
b) contour  visualization 
 

 
c) 2-D  visualization 
 

Fig. 2. 3-D, contour visualization and 2-D propagation of  𝑞1,1 for specific 

values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 = 0.5, 

𝑚 = 0.9, 𝑐 = 01 
 

 
 

a) 3-D visualization 



Muhammad Ishfaq Khan, Waqas Ali Faridi, Muhammad Amin Murad, Mujahid Iqbal, Ratbay Myrzakulov, Zhanar Umurzakhova                               DOI 10.2478/ama-2025-0016                                                                                                                                                           

The Formation and Propagation of Soliton Wave Profiles for The Shynaray-IIa Equation 

142 

 

 
b) contour  visualization 

 

 
c) 2-D  visualization 

 
Fig. 3. 3-D, contour visualization and 2-D propagation of  𝑞1,1 for specific 

values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 = 0.5, 𝑚 =
0.9, 𝑐 = 2.5 

 
a) 3-D visualization 
 

 
 
b) contour  visualization 
 
 
 

 
c) 2-D  visualization 
 
Fig. 4. 3-D, contour visualization and 2-D propagation of  𝑣1,1 for specific 

values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 = 0.5, 𝑛 =
1.5, 𝑐 = −1.5, 𝑚 = 0.9, 𝑐 = 0.1. 

 
a) 3-D visualization 
 

 
b) contour  visualization 

 

 
c) 2-D  visualization 

 
Fig. 5. 3-D, contour visualization and 2-D propagation of  𝑣1,1 for specific 

values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 = 0.5, 𝑛 =
1.5, 𝑐 = −1.5, 𝑚 = 0.9, 𝑐 = 01 
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a) 3-D visualization 
 

 
b) contour  visualization 
 

 
c) 2-D  visualization 
 
Fig. 6. 3-D, contour visualization and 2-D propagation of  𝑣1,1 for specific 

values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 = 0.5, 𝑛 =
1.5, 𝑐 = −1.5, 𝑚 = 0.9, 𝑐 = 2.5 

 

 
a) 3-D visualization 
 
 

 
b) contour  visualization 
 

 
c) 2-D  visualization 

 
Fig. 7. 3-D, contour visualization and 2-D propagation of  𝑞1,2 for specific 

values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 = 0.5, 𝑚 =
0.5, 𝑐 = 0.1 

 

 
a) 3-D visualization 
 

 
b) contour  visualization 
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c) 2-D  visualization 
 
Fig. 8. 3-D, contour visualization and 2-D propagation of  𝑞1,2 for specific 

values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 = 0.5, 𝑚 =
0.5, 𝑐 = 01 

 

 
a) 3-D visualization 
 

 
b) contour  visualization 
 

 
c) 2-D  visualization 

 
Fig. 9. 3-D, contour visualization and 2-D propagation of  𝑞1,2 for specific 

values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 = 0.5, 𝑚 =
0.5, 𝑐 = 2.5 

 

 
a) 3-D visualization 
 

 
b) contour  visualization 
 

 
c) 2-D  visualization 
 
Fig. 10. 3-D, contour visualization and 2-D propagation of  𝑣1,2 for 

specific values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 =
0.5, 𝑛 = 1.5, 𝑐 = −1.5, 𝑚 = 0.5, 𝑐 = 0.1 

 

 
a) 3-D visualization 
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b) contour  visualization 
 

 
 

c) 2-D  visualization 

 
Fig. 11. 3-D, contour visualization and 2-D propagation of  𝑣1,2 for 

specific values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 =
0.5, 𝑛 = 1.5, 𝑐 = −1.5, 𝑚 = 0.5, 𝑐 = 01 

 

 
a) 3-D visualization 

 

 
b) contour  visualization 
 
 
 
 

 
c) 2-D  visualization 
 
Fig. 12. 3-D, contour visualization and 2-D propagation of  𝑣1,2 for 

specific values of the parameters are  𝜖 = 1.2, 𝛼 = 1.3,  𝛿 =
0.5, 𝑛 = 1.5, 𝑐 = −1.5, 𝑚 = 0.5, 𝑐 = 2.5 

4. PHYSICAL EXPLANATIONS  

This section offers physical explanation of Figure [1-12] and 
selection of wave solutions that have been obtained by applying 
the Jacobi elliptic function expansion method to the S-IIAE equa-
tion. In order to create visual representations of different soliton 
wave patterns, we have carefully selected and used certain pa-
rameter values. These patterns are illustrated in the accompany-
ing figures. For every scenario, we have produced surface and 
contour visualization plots in two and three dimensions. These 
visual aids are important because they can verify that the theoreti-
cal conclusions, we came to earlier are accurate. It's important to 
keep in mind that these graphs and figures were produced using 
Mathematica. Consequently, one can notice that, the above-
mentioned graphics are presenting the dark-bright, periodic, com-
posite and bright soliton behavior respectively, under the influence 
of variation of wave number. On the other hand, the influence of 
wave is also discussed and noticed that, researchers and physi-
cists can acquire their required results by controlling the propaga-
tion of soliton with wave number. 

5. CONCLUSION  

In conclusion, this research article explored the application of 
the Jacobi elliptic function expansion method for the Shynaray-IIA 
Equation (S-IIAE). The partial differential model is transformed 
into ordinary differential equation by employing the next travelling 
wave transformation according to considered analytical technique. 
Numerous properties of a particular class of solutions, called the 
Jacobi elliptic functions, make them useful for the analytical solu-
tion of a wide range of nonlinear problems. Using this powerful 
method, we derive a set of exact solutions for the Shynaray-IIA 
(S-IIA) equation, shedding light on its complex dynamics and 
behavior. The proposed method is shown to be highly effective in 
obtaining exact solutions in terms of Jacobi elliptic functions, such 
as dark, bright, periodic, dark-bright, dark-periodic, bright periodic, 
singular, and other various types of solitons. Additionally, a thor-
ough examination of the accuracy and convergence of the ob-
tained solutions is carried out. Overall, this research enriches the 
theoretical framework for the S-IIAE and presents a valuable tool 
for researchers and practitioners working in the field of nonlinear 
differential equations and mathematical physics. 
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Abstract: The aim of this study is to analyze the process of remodeling the mandibular bone in the context of functional adaptation after 
tooth extraction. The mandible, as a bone structure, undergoes continuous remodeling, allowing it to adapt to changing mechanical  
conditions. After tooth loss, significant changes occur in the distribution of loading, which can lead to bone resorption in areas with reduced 
mechanical stimulation and to excessive loading of the remaining teeth. The study utilizes a geometric model of the mandible, taking  
into account different chewing conditions before and after tooth extraction, as well as numerical simulations to assess changes in bone 
density. The results show significant changes in stress and bone density in the region of the extracted tooth, including an increase in the 
density of cortical and cancellous bone, confirming hypotheses regarding adaptive mechanisms. Understanding these processes is crucial 
for dental practice, enabling doctors to better plan therapy after tooth extractions and to avoid complications associated with tooth loss. 

Key words: tooth extraction, mandible, bone remodeling simulation, finite-element-analysis 

1. INTRODUCTION 

The mandible undergoes a process of functional adaptation of 
bone. As a bone structure, it combines the properties of living tissue 
with the strength necessary to withstand large loads resulting from 
muscle contractions during chewing. It undergoes continuous re-
modeling of its structure, allowing for the ongoing exchange of old 
bone material for new(1). In addition to systematic renewal, a pro-
cess of functional adaptation may occur, allowing the bone struc-
ture to adjust to changes in the mechanical environment(2). This 
corresponds with the 19th-century theory known as Wolff's law(3). 
Its further development has been contributed to by researchers 
such as Cowin(4, 5), Carter and Beaupre(6), Huiskes(7, 8), and 
Frost, who formulated the "mechanostat" hypothesis(9). According 
to all these studies, the value of the so-called mechanical stimulus 
beyond a threshold level (the "lazy zone") can disrupt the equilib-
rium state of bone, leading to "functional adaptation": a value of the 
stimulus below the threshold level can cause resorption, while a 
value above the threshold level leads to additional bone formation. 
This mechanistic approach is very straightforward and is often ap-
plied in bioengineering analyses. 

The process of functional adaptation of the mandible can be 
disrupted in the event of the loss of one or more teeth. The mandi-
ble adapts to new working conditions, for instance, when a tooth or 
teeth are extracted. As a result, changes occur in the transfer of 
loads through the mandible. After tooth loss, the distribution of load-
ing changes, which can lead to excessive loading on the remaining 
teeth and areas of bone. This situation is the opposite of the case 
when a full dentition is present, where the chewing forces are 
evenly distributed across all teeth, providing optimal stimulation of 
the bone(10). After tooth loss, the mandible may respond through 
the process of resorption in areas where there is a lack of mechan-
ical stimulus, which can lead to a decrease in its volume and a loss 

of bone density(11). 
Unfortunately, tooth removal, also known as tooth extraction, is 

one of the most commonly performed dental procedures in clinical 
practice. Tooth extraction is a common dental procedure in adult 
populations, often performed due to caries or periodontal disease 
[12]. The most common reasons for this dental procedure include 
dental caries, misalignment of teeth, teeth damaged by trauma, or 
the need to prepare teeth for orthodontic treatment. Furthermore, 
the teeth most frequently subjected to this procedure are molars 
[13]. 

Understanding the processes of bone remodeling and func-
tional adaptation is crucial for dental practice, enabling dentists to 
properly plan and conduct therapy after tooth extraction, which is 
essential for maintaining the integrity and health of the stomatog-
nathic system(12). Additionally, the research context suggests that 
a better understanding of these processes is necessary to improve 
the effectiveness of therapy and to avoid complications after tooth 
extraction. The study conducted in this article aims to investigate 
the state of bone strain before and after tooth removal under vari-
ous chewing conditions. By utilizing numerical simulations and cur-
rent scientific knowledge, we can understand the impact of tooth 
extraction on the biomechanics of the stomatognathic system and 
identify potential risk factors for the state of the mandible. 

2. METHODS 

2.1. Geometrical and material model 

The mandible model was developed based on imaging data 
from computed tomography and processed using the 3D Slicer Im-
age Computing Platform. Both the trabecular bone and the sur-
rounding cortical bone were modeled, reflecting the structure of the 
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mandible visible in the tomographic data. Two geometric models 
were prepared: 1) a basic anatomical model, which included all the 
teeth, such as incisors, premolars, and molars; and 2) an anatomi-
cal model following the extraction of a right-side molar from the 
mandible (Fig. 1) 

 
Fig. 1.   Geometric models prepared for the study: a) basic anatomical   

model before extraction; b) anatomical model after tooth 
extraction 

In the studies, it was assumed that the Young's modulus for 
cancellous bone is 1.37 GPa, for cortical bone 13.7 GPa, for dental 
enamel 80 GPa and for dentine 20 GPa, (Fig. 2). The initial density 
for cancellous bone is 0.71 g/cm3 and for cortical bone is 1.37 
g/cm3. The Poisson ratio was assumed to be 0.3 for all materi-
als.(13-15).  

 
Fig. 2.  The cross-section A-A  of the molar tooth and the mandibular 

bone 

The discretization of the model was carried out using the AN-
SYS system preprocessor, utilizing 10-node tetrahedral elements 
(Solid187). A quality mesh test was conducted to evaluate the max-
imum Huber-Mises-Hencky (HMH) stresses. Given the complex 
anatomy of the mandible, the mesh was optimized globally and lo-
cally. A Jacobian test was also performed, where it was determined 
that the coefficient was 0.4, which is consistent with literature 
data(16). The optimized mesh comprised approximately 56.,000 el-
ements, distributed over about 80.,000 nodes. 

2.2. Boundary conditions 

During the modeling of boundary conditions, the conditions pre-
vailing in the temporomandibular joint during chewing were as-
sumed. To this end, a cylindrical coordinate system was introduced 
along the main axis of the joint, which was used to define the 
boundary conditions, allowing rotation around the Z-axis while 
blocking the other two degrees of freedom, namely displacement 
along the X-axis and displacement along the Z-axis. The study was 

conducted for four support variants, considering the conditions pre-
sent when during chewing the following occurs: 

− incisors resting on the maxillary teeth (Fig. 3a), 

− symmetric lower and upper molars (Fig. 3b), 

− lower and upper molars on the side of the deficiency (Fig. 3c), 

− lower and upper molars on the opposite side of the deficiency 
(Fig. 3d). 

 
Fig. 3.   Representation of the force vectors exerted by the main muscles 

acting on the mandible. The vectors are labeled (e.g. RM: Right 
Masseter, LT: Left Temporalis) to correspond with the muscle 
names listed in Table 1. The directions and magnitudes of the 
vectors were determined based on the values provided in Tab. 1 

Analyzing the anatomy of the musculoskeletal system, the lo-
cations of the forces exerted by the main muscles acting on the 
mandible were identified (Fig. 3), namely: right masseter, left mas-
seter, right temporalis, left temporalis, right lateral pterygoid, and 
left lateral pterygoid. It was taken into account that changes in con-
tact between the teeth also vary the values of the muscle forces. 
Therefore, for four different chewing conditions, appropriate muscle 
force actions were designed, indicated in Figure 3 by the letters A-
A, B-B, B-C, and C-B. The corresponding muscle forces were as-
signed to the letter designations in Table 1.  

Tab. 1. Values exerted by the muscles(17) 

Muscles description  A B C 

Middle   temporalis [N] 5.7 64.0 63.0 

Deep masseter [N] 21.2 48.9 17.1 

Superficial masseter [N] 76.1 114.2 137.0 

Anterior temporalis [N] 1.6 91.6 115.4 

Medial pterygoid [N] 136.4 104.9 146.9 

2.3. Bone remodelling 

Research on bone regeneration utilizes Huiskes’ algorithm(7), 
developed by Weinans(8). The model integrates bone density ρ 
with strain energy density U, which is called as mechanical stimulus 
and described by the equation: 

𝑆 =
𝑈

𝜌
  (1) 

 

 

A 
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The bone remodeling algorithm takes into account the process 
of bone resorption, the dead zone, where the processes of resorp-
tion and bone formation are in equilibrium, and the process of bone 
formation:  

𝑑𝜌

𝑑𝑡
=

{
 
 

 
 𝐵

𝑈

𝜌
− (1 − 𝑆)𝑘,                      

𝑈

𝜌
< (1 − S)𝑘

0,                           (1 − 𝑠)𝑘 ≤
𝑈

𝜌
≤ (1 + S)𝑘

𝐵
𝑈

𝜌
− (1 + 𝑆)𝑘,                       

𝑈

𝜌
  > (1 + 𝑆)𝑘

           (2) 

The constant values used in the algorithm were as follows: s = 
0.1, B = 10, and k = 0.002. Initial material values for the bone and 
the implant were assumed, which are described in the "Geometrical 
and Material Model" section. The material model of the bone un-
derwent remodeling:  
for cortical bone according to the relationship(18): 

𝐸 = 0.014ρ3 − 6.142      (3) 

gdzie: C – constans = 3790, ρ -  bone density at the given step, for 
cancellous bone according to the relationship(19):   

𝐸 = 1.02ρ1.22 .     (4) 

The bone remodeling algorithm was implemented in ANSYS 
APDL language. Numerical calculations were performed using the 
finite element method in ANSYS v. 24R1 (Ansys Inc., Canonsburg, 
Pennsylvania, United States). 

3. RESULTS 

The results are presented as maps of HMH stress for cancel-
lous bone (Fig. 4a) and cortical bone (Fig. 4b) in the region sur-
rounding the root of molar tooth number 6. The bone remodeling 
process was modeled based on Equations (1) and (2).The change 
in material properties of cortical and cancellous bone was con-
ducted according to equations 3 and 4, respectively. 

 
Fig. 4.  Cross-section of the tooth and mandibular bone highlighting the  

zone: a) for cancellous bone; b) for cortical bone 

Below are the results for trabecular bone in the presence of a 
tooth (Fig. 5), trabecular bone after the extraction of the molar (Fig. 
6), cortical bone in the presence of the molar (Fig. 7), and cortical 
bone after the extraction of the molar (Fig. 8), during different chew-
ing conditions, namely for: 

− incisors – when contact occurs between the incisors of the 
mandible and the incisors of the maxilla, 

− molars – when contact occurs between the molars of the 
mandible and the molars of the maxilla, 

− left molars – when contact occurs on the left side between the 
molars of the mandible and the molars of the maxilla, 

− right molars – when contact occurs on the right side between 
the molars of the mandible and the molars of the maxilla. 

 
Fig. 5.   Distribution of HMH stress [MPa] in cancellous bone before tooth 

extraction  

 
  

Fig. 6.   Distribution of HMH stress [MPa] in cancellous bone after tooth 
extraction 

 
Fig. 7.   Distribution of HMH stress [MPa] in cortical bone before tooth 

extraction 

 
Fig. 8.   Distribution of HMH stress [MPa] in cortical bone after tooth 

extraction 
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Fig. 9.  Division into areas for: a) cancellous bone; b) cortical bone 

Tab. 2.  Change in cancellous bone density in the analyzed areas [g/cm3] 
for the model after tooth extraction compared to the model 
before tooth extraction 

 

 Tab. 3.  Change in cortical bone density [g/cm3] in the analyzed areas  
for the model after tooth extraction compared to the model 
before tooth extraction 

4. DISCUSSION 

The results of the analysis of the area around the molar tooth 
(Fig. 5) indicate significantly higher stresses in the trabecular bone 
at the moment of contact between the incisors, reaching values 
from 4.50 to 13.00 MPa. The maximum HMH stress are located at 
the end of the root, where a phenomenon of stress shielding is ob-
served. Slightly lower stress values are noted in the case of contact 
with molars, especially the left molars, where the maximum values 
reach up to 10.50 MPa. After tooth extraction, the distribution of H-
M-H stress changes in each of the four chewing conditions, wherein 
for aliquots as well as for molars on the left and right sides, stress 
shielding is noted in the area around the extraction site (Fig. 6). 
Stresses accumulate on the posterior wall of the socket where the 
root of the molar tooth was supported. There is also a decrease in 
H-M-H stresses on the lateral wall of the tooth deficiency. 

In the cortical bone, a concentration of stresses was observed 

around the upper boundary between the bone and the molar tooth. 
In the analyzed area, the maximum HMH stress reach approxi-
mately 30 MPa across the four different chewing conditions. The 
distribution of stresses changes after tooth extraction. In the case 
of incisors, stresses increase to 26.5 MPa from both the anterior 
and posterior sides of the tooth (Figs. 7, 8). A similar phenomenon 
occurs with contact between the right and left molars, with the max-
imum HMH stress being localized at the anterior side within the cor-
tical bone and the socket. Around the socket, in the area of support 
between the molars, a minimum of H HMH stress was noted. 

The results of the analysis of cortical and trabecular bone den-
sity after tooth extraction confirm the mechanisms of functional ad-
aptation of the bone, consistent with Wolff's law. The mandible un-
dergoes intense remodeling after tooth removal, evidenced by 
changes in bone density in the analyzed areas. In the cortical bone, 
particularly around the socket (CR1–CR4), significant increases in 
density were recorded, especially in CR3 (+285%) and CR5 
(+323%) (Tab. 3). This increase can be explained by the increased 
mechanical stimulation of the remaining areas that must take on 
additional loads after extraction. In contrast, the decreases in den-
sity in areas such as CR6 (-72%) may indicate diminished loads, 
leading to bone resorption in line with Frost’s “mechanostat” hy-
pothesis (Tab. 3). This indicates that a lack of adequate mechanical 
stimulus leads to a decrease in bone density. Similar phenomena 
occur in the trabecular bone, where the most significant changes 
were observed in the alveoli (CN1, CN2, CN4) and surrounding ar-
eas. An extreme increase in density in CN1 (+938% for incisors, 
+505% on the right side) and CN6 (+2059% on the right side of the 
molars) indicates intense remodeling of these regions, acting as an 
adaptive response to the altered loading conditions (Tab. 2). In con-
trast, areas such as CN4 (-24% for incisors, -18% for molars) ex-
perienced a decrease in density, suggesting reduced mechanical 
stimulation and associated resorption. 

These results clearly show that in regions where force trans-
mission increases after extraction, bone density rises, consistent 
with Wolff's law. Conversely, in areas with reduced loading, such 
as CR6 and CN4, resorption occurs due to the lack of mechanical 
stimulation. This phenomenon illustrates how crucial the balance 
between loading and bone remodeling is. From a clinical perspec-
tive, these findings highlight the importance of understanding the 
processes involved in the functional adaptation of bone following 
tooth extraction. Proper planning of therapy and rehabilitation, in-
cluding appropriate mechanical stimulation, can support bone re-
generation and prevent excessive resorption in areas with reduced 
loading. This is vital for maintaining the health and integrity of the 
mandible after tooth removal, which has significant implications for 
the long-term health of the patient. 

5. CONCLUSION 

Both cortical and trabecular bone undergo intensive remodeling 
processes after tooth extraction. In areas of increased loading, 
there is a rise in bone density, whereas in places with reduced stim-
ulation, resorption is observed.  

After tooth extraction, bone density increases in the areas sur-
rounding the socket, particularly in regions that take on greater 
loads. This phenomenon was especially noted in CR3, CR5, as well 
as in CN1 and CN6.  

In some areas, such as CR6 and CN4, there was a decrease in 
bone density, suggesting that the lack of an adequate mechanical 
stimulus leads to bone resorption.  

Region Incisiors  Molars Molars 
right 

Molars 
left 

CN1 [%] 938 -72 505 27 

CN2 [%] 82 -56 103 725 

CN3 [%] 80 0 59 483 

CN4 [%] -24 -18 28 1415 

CN5 [%] 37 0 189 49 

CN6 [%] 68 0 2059 0 

Region Incisiors Molars Molars 
right 

Molars 
left 

CR1 [%] 0 102 -9 -12 

CR2 [%] -12 27 -9 -2 

CR3 [%] 285 28 52 2 

CR4 [%] -7 49 -5 3 

CR5 [%] 323 -4 127 0 

CR6 [%] -72 181 0 0 

CR7 [%] -10 -4 9 0 

CR8 [%] 0 48 0 -17 

CR9 [%] 0 3 0 0 

CR10 [%] 0 8 0 0 
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The results of the study confirm the crucial role of mechanical 

stimulation in maintaining the health and density of the mandible. 
Proper rehabilitation after tooth extraction should include a bone 
stimulation strategy to prevent resorption and promote regenera-
tion.  

The findings are significant for planning dental treatment after 
tooth extractions. Understanding the adaptive mechanisms of bone 
can aid in developing effective therapies that minimize the loss of 
bone density and support the regeneration process. 
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Abstract: Under operating conditions, gas turbine blades may experience overheating. The degree of unfavourable modifications  
of the condition of both the protective insulating coating and the alloy (microstructure degradation) depends, among other factors,  
on the temperature and its exposure time. In this study, under laboratory conditions, in the presence of aviation kerosene exhaust gases, 
the influence of temperature (mainly outside the range of nominal operating temperatures) on the condition of uncooled polycrystalline rotor 
blades of aircraft turbine jet engines was examined. The object of the research were new gas turbine blades of the SO-3 aircraft engine 
made of the EI-867 WD alloy, which were exposed to high temperatures for a period of two hours in a laboratory furnace in the temperature 
range T = 1123 - 1523K, every 100K. The article determines the nature of changes (modifications) both in the state of the coatings and  
in the core material (alloy). A multifactor analysis was taken into account, including in the case of coatings modifications: morphological 
microstructure of the coating, chemical composition of oxides and roughness parameters, and in the case of the alloy mainly grain growth, 
and modification of the strengthening γ' phase. As a result of exposure to high temperatures in the surroundings of exhaust gases,  
the roughness of the surface changes and various types of oxides are formed, and its thickness increases. An increasing number of carbides 
appeared in the EI-867 WD alloy and grain growth was found as a function of the heating temperature. In particular, the blade alloy structure 
experienced the growth of the reinforcing γ’ phase, which is adverse in terms of heat resistance, and the percentage-wise depletion of this 
phase in the alloy structure. Due to the aforementioned changes, heated blades experiences significant reduction in heat resistance and 
high-temperature creep resistance. The article also indicates the possibility of using the characteristics of microstructural changes  
to determine the technical condition of the tested turbine element in a non-destructive way. 

Key words: gas turbine blade, temperature, coating structure, alloy structure 

1. INTRODUCTION 

In aviation, the gas turbine has found wide application due to 
the relatively high efficiency of the energy conversion process, 
amounting to 30-45%. Its most important feature is the high 
operating temperature of the blades. Nickel-based superalloys are 
widely used due to their particular combination of very good 
mechanical properties and good structural stability at high 
temperatures [1÷3]. However, increasing the operating 
temperature of blades made of nickel superalloys is limited. This is 
due to the barrier of reducing the heat resistance of the superalloy 
in the presence of high exhaust gas temperature. A number of 
measures are taken to reduce the temperature of the blade 
superalloy, such as allowing internal cooling and applying coatings 
[4÷11]. 

During the operation of gas turbine blades, and especially the 
rotor blades of the manoeuvring aircraft engine, the blades are 
subjected to complex stress and thermal loads, as well as oxidation 
and hot corrosion processes. Extreme and complex operating 
conditions of the blades may intensify the basic destructive 
processes, which mainly include: creep, overheating and melting, 
corrosion and fatigue cracking, intergranular and thermal corrosion, 
low- and high-cycle fatigue: thermal and thermo-mechanical, 
erosion, and burnout [13÷16]. Among the factors that degrade the 

blades, high operating temperature is of particular importance, as it 
rapidly accelerates the diffusion processes taking place in the 
blades. Under operating conditions, an excessive increase in 
exhaust gas temperature, which has a long-term effect, has a 
destructive effect on the technical condition of the blades [17÷22]. 
It is closely related to the material criterion, because the strength 
properties of superalloys are an appropriate microstructure that is 
not subject to weakening changes during operation, which is the 
main criterion for the durability of gas turbine blades [1, 3, 22÷26]. 

The process of destruction of blades during operation begins 
with the destruction of the coating, which is the first barrier of 
"contact" of exhaust gases (high temperature, pressure, chemical 
interaction) with the blade surface. High-temperature, highly 
oxidizing environments contain large amounts of chemical 
impurities. Therefore, heat-resistant coatings are mainly 
characterized by high resistance to high-temperature corrosion in a 
gaseous environment. Other features include low thermal 
conductivity and high structural stability [8, 11, 17]. To protect 
blades made of nickel alloys, mainly heat-resistant coatings made 
of metal alloys are used: (Ni, Co)-Cr-AI-Y or AI-Si-Ni-Y. Among the 
aluminium compounds that are created during the coating process, 
the intermetallic phase β-(NiAl) turns out to be the best compromise 
because it is a very good mix of mechanical properties and is 
characterized by high resistance to high temperatures [8, 11, 17]. 
In order to increase the thermal stability of this phase, the 
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composition of the covering material is supplemented with alloy 
additives. Under operating conditions, a layer of aluminium oxides 
Al2O3 is formed on the surface of the β-NiAl layer, significantly 
reducing the oxidation rate. Degradation of the coatings occurs as 
a result of diffusion processes causing oxidation and an increase in 
the thickness of the oxide layer, as well as the progressive burning 
of alloy additions from the coating material, which impairs the self-
regeneration capabilities of the coating (healing of micro-damages). 
Depletion of the covering material may also be caused by the 
diffusion of alloy additives into the substrate [4, 11, 27]. 

Assessment of the technical condition of turbine blades is a 
very important aspect in the process of operating aircraft turbine 
engines and is carried out using various techniques and methods 
[28, 29]. One of the techniques developed by M. Bogdan et al. 
[30÷32] is the possibility of assessing or computer-aided 
assessment of the technical condition of the blades based on 
operational colour changes of the blade coating surface. 

In this context, one of the main goals of this work was to 
describe the structural changes in both the coating and the alloy, 
reflecting a significant deterioration in the technical condition of the 
test object defined on the basis of the material criterion. This 
approach is important for specifying the procedure of the proposed 
non-destructive testing (NDT) for operational blades. 

The article examined in laboratory conditions in the 
environment of exhaust gases the influence of increased 
temperature (outside the nominal operating range of the blades) on 
the modification of the alloy material as well as the condition of the 
coating of the blades made of the EI-867 WD alloy with a diffusion-
applied aluminized coating. In section 2, the research object (the 
method of its production and selected features) and the     
implementation of the experiment were characterized. Section 3 
specifies the changes occurring in the coating in terms of changes 
in surface roughness, its chemical composition, morphological 
structure and coating thickness. Section 4 draws attention to 
selected aspects related to the change of the alloy structure. 
Changes in grain size, carbide precipitates and the strengthening 
γ' phase were determined. Section 5 discusses the test results in 
the context of linking material changes in the blades with the 
deterioration of strength properties In section 6, practical 
implications of the findings and their limitations are outlined. The 
final part of the article contains final conclusions. 

2. CHARACTERISTICS OF THE TESTED OBJECT AND 
DESCRIPTION OF THE EXPERIMENT 

A set of new blades (Fig. 1) from one production batch was 
used for laboratory tests. Five blades were exposed to 
temperatures ranging from 1123K to 1523K, every 100K, by 
heating them for two hours in an FCF 60 chamber furnace filled with 
continuously generated aviation kerosene exhaust gases. Cooling 
took place in the furnace. The heating time and temperature affect 
both coagulation and the growth kinetics of γ' phase particles, as 
well as modifying the thickness of the blade's protective coating. 
The duration of temperature exposure was selected experimentally 
based on the results of the analysis of data obtained from the 
operational flight parameter recorder of the Ts-11 Iskra training 
aircraft (with an SO-3W turbojet engine installed). The profile of the 
flights performed and the engine service life of 400 hours were 
taken into account. Additionally, based on the metallographic tests 
carried out, it was found that the differences between heating for 2 
hours and 3 hours at a temperature above the maximum 

temperature after the turbine, i.e. 1323 K, do not significantly affect 
the change in the coating thickness or the average particle size of 
the γ' phase. 

 
Fig. 1. Example of blade convex (suction face) surfaces 

The EI–867 WD alloy is characterized by a structure typical of 
nickel superalloys. It consists of carbides, γ phase and γ' reinforcing 
phase and borides. The γ phase is a solid solution in nickel of 
elements such as chromium, molybdenum, aluminium, cobalt and 
tungsten. The relative volume of the γ' phase (Ni3Al), which takes 
the shape of cubic particles, does not exceed 31–34%. The 
distinguishing feature is that the EI-867 WD alloy (chemical 
composition given in Tab. 1) does not contain titanium. In addition, 
it is characterized by a lower chromium content compared to other 
superalloys, which translates into greater susceptibility to corrosion. 
Therefore, elements made of these alloys require protective and 
insulating coatings. They are produced using thermochemical 
treatment, i.e. in the aluminization process. Aluminizing is carried 
out using the out-of-pack method at a temperature of 1223 K and 
for 12 hours. 

Tab 1.  Chemical composition of the superalloy used in the present study 
(wt.%) 

C Mn Si Cr Co Mo W Al B Fe Ni 

max max max      max  
Rest 

0.1 0.3 0.6 9.0 14.0 10.3 5.0 4.5 0.02 4.0 

The desired properties of the alloy (increase in mechanical 
strength, yield strength with increasing temperature, corrosion 
resistance required in special, demanding working conditions) are 
formed in a complex technological process of alloy production and 
include heat treatment involving precipitation hardening. Heat 
treatment includes supersaturation and aging. Supersaturation 
takes place at a temperature of 1473±283 K for 4 to 6 hours, 
causing the dissolution of some carbides and intermetallic phases 
in the matrix. Cooling in air during supersaturation leads to the 
separation of small particles of the γ' phase, the relative volume of 
which is approximately 20%. The aging process affects the further 
secretion of γ' phase particles and the growth of previously isolated 
particles. Among the carbides whose relative volume in the alloy 
does not exceed 2%, the M23C6 carbide dominates. It is formed 
during heat treatment or is released during operation, usually at the 
grain boundaries in the temperature range of 933 K ÷ 1253 K. M6C 
carbide occurs inside the grains [25]. 

3. STUDYING THE BLADE COATING MICROSTRUCTURAL 
CONDITION 

3.1. Surface roughness tests  

One of the parameters, the value of which can change due to 
blade heating at different temperatures is surface roughness. It is 



DOI 10.2478/ama-2025-0018                                                                                                                                                          acta mechanica et automatica, vol.19 no.1 (2025)                                                                                                                                                                                                                                                                       

155 

defined as a non-conformity or deviation from the product profile 
assumed in the drawing. This parameter is measured at small 
surface sections. It is described by two basic parameters: Ra and 
Rz [8]. The Ra parameter is privileged in testing and is most often 
measured. There is the Rz≈4Ra relationship between these 
parameters. The 2D assessment of the surface geometric structure 
was conducted in the blade ridge area, using a PGM-1C 
profilometer with a BS 1000-10-1 WAT head. To define the surface 
profile, its roughness in the form of profile ordinate arithmetic 
means (Ra, Rz) were determined. 

A sample roughness profile measured on the ridge in the 
middle part of a new blade profile is shown in Fig. 2. Based on the 
obtained measurement data presented in the form of graphs (Figs. 
3 and 4), the authors concluded that heating temperature increase 
entails a decrease in Ra and Rz roughness first for a temperature of 
1223 K and 1323 K, followed by a clear increase of said parameters 
at a temperature of 1523 K. 

 

 
Fig 2. Sample roughness and undulation profile – new blade 

 
Fig. 3. Impact of heating temperature on roughness profile changes – Ra 

 

Fig. 4. Impact of heating temperature on roughness profile changes – Rz 

The recorded roughness changes directly translate to changes 
on the surface of the analysed blades under the influence of 
temperature and the environment. Based on the conducted 
microscopic examinations, chemical composition and surface 
distribution testing related to the elements, it was concluded that 

scale made of an external aluminium, nickel and chromium oxide 
layer and fuel combustion products is formed on the surface of the 
described alloys. 

3.2. Surface structure tests 

The surface morphology of the analysed blades was tested and 
microstructural changes within the coatings were observed using a 
high-resolution scanning electron microscope Quanta 3D FEG. 
Quanta 3D FEG combines emission scanning electron microscope 
(SEM) with focused ion beam (FIB). It was concluded that scale 
was formed on the surface, leading to very significant 
morphological changes (imaging of surface topography using 
backscattered electrons (BSE) and topographic separation (BSE-
TOPO)) - Figs. 5 ÷ 10. The surface of the new blade is relatively 
undeveloped with few defects in the scale formed on it. Cracks and 
delamination of the scale were observed in a few areas. As the 
heating temperature increases, on the one hand, the scale 
increases, which causes its delamination and, consequently, falling 
off. In this case, the morphological changes of the surface are 
caused by coagulant oxides forming on the scale surface, 
especially visible in Fig. 8b. A further increase in temperature only 
accelerates this process, causing the scale to fall off and, as a 
consequence, the native material is exposed (compare Fig. 5 with 
Fig. 10). It was found that increasing heating temperature on the 
surface of the analysed blades leads to the formation of, mainly, 
Al2O3 and NiO oxides (Fig. 11). They form a surface layer protecting 
against further oxidation. The Al2O3 oxide has a morphologically 
heterogeneous structure and a tendency to uneven growth and 
exfoliation, which reduces roughness at higher heating 
temperatures. Furthermore, there were areas observed on blade 
surfaces that are highly rich in carbon and sulphur, the presence of 
which is directly associated with aviation fuel components. The 
most undesirable aviation fuel component in this case is surface 
layer sulphur, which can occur in free or bound form (e.g., 
sulphides, disulphides, hydrogen sulphide and other). Furthermore, 
it was found that sulphur-enriched areas have products of partial or 
complete fuel combustions, e.g., SO2, SO3, H2S, etc., which cause 
the formation of sulphides based on the coating material. 
 

 
Fig. 5. Blade surface morphology - new, not heated: a) BSE-TOPO; b) BSE 
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Fig. 6. Blade surface morphology at 1123 K: a) BSE-TOPO; b) BSE 
 

Fig. 7. Blade surface morphology at 1223 K: a) BSE-TOPO; b) BSE 

Fig. 8. Blade surface morphology at 1323 K: a) BSE-TOPO; b) BSE 

Fig. 9. Blade surface morphology at 1423 K: a) BSE-TOPO; b) BSE 

Fig. 10. Blade surface morphology at 1523 K: a) BSE-TOPO and b) BSE 

Fig. 11. Blade surface morphology: a) new; b) 1123 K; c) 1223 K; d) 1323 
K; e) 1423 K; f) 1523 K 

3.3. Area share of elements and oxides 

Recorded structural changes ongoing on the surface of the 
analysed blades under the impact of temperature lead to very 
significant difference in the chemical and phase composition. It was 
found, among others, that a blade heating temperature increase 
results in considerable changes in the content of individual surface 
elements, primarily oxygen, chromium, nickel and carbon (Fig. 12-
13). The observed changes are confirmed by independent EDS 
(Energy Dispersive Spectroscopy) and element mapping testing. 

Fig. 12.  Percentage share by weight of elements on the surface of tested    
               blades – (SEM/EDS) 

 

 

Fig. 13. Percentage share of elements on the surface of tested blades –      
element mapping method  

 



DOI 10.2478/ama-2025-0018                                                                                                                                                          acta mechanica et automatica, vol.19 no.1 (2025)                                                                                                                                                                                                                                                                       

157 

Changes in the content of individual elements also translate to 
phase changes. They are particularly emphasized if we analyse the 
impact of temperature on the percentage content share of oxides 
on the surface of tested blades (Fig. 14). Based on the obtained 
data, it can be clearly seen that with increasing temperature, the 
mass oxide share reaches its maximum for a blade heated at 1423 
K. In this case, the total oxide share exceeds 50% of the weight 
content. Furthermore, the recorded changes in oxide share directly 
translate to changes in their type. The impact of temperature on 
nickel oxide share changes is particularly noticeable in this case 
(Fig. 15). NiO content share changes impacted by temperature are 
primarily associated with the creation of the Al2O3 scale on the 
surface of the analysed blades. 

 
Fig. 14. Total percentage share of oxides measured on the surfaces of      

tested blades 

Fig. 15. Percentage share of individual oxides measured on the surfaces                         
             of tested blades 

3.4. Microstructural tests 

Thickness measurements were conducted using computer 
software for processing and analysing images from a Quanta 3D 
FEG microscope. Coating thickness was measured at 
characteristic blade locations, i.e., its edge of attack, trough surface 
and blade ridge – both inside and near the blade vane profile trailing 
edge. This provided an averaged aluminium thickness layer for 
each recorded (analysed) image (Fig. 16). Measured coating 
thickness values of a new blade (not heated) and a blade heated at 
different temperatures are shown in Fig. 17. 

 

 

Fig. 16. Blade coating microstructures by heating temperature: a) new;   
b) 1123 K; c) 1223 K; d) 1323 K; e) 1423 K; f) 1523 K 

 
Fig. 17. Changes in the thickness of the external and diffusion coating   

exposed to different temperatures 

3.5. Elemental composition of the internal and diffusion 
layers 

The tests demonstrated that increased blade heating 
temperature leads to significant changes in the content of individual 
coating elements, nickel, chromium and aluminium in particular. 
Cumulative test results for a new blade and blades heated at 1123 
K – 1523 K are shown in graphs (Figs. 18 and 19). 
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Fig. 18. Chemical composition of the external coating part of a new blade 

and heated blades 

 
Fig. 19. Chemical composition of the diffusion coating part of a new blade 

and heated blades 

4.   MICROSTRUCTURAL TESTS OF THE BLADE EI-867 WD 
ALLOY 

4.1. Grain size tests 

Metallographic microsections were tested under a Nikon MA-
200 optical microscope and a Quanta 3D FEG and XL30 LaB6 
scanning (SEM) microscopes by Philips. Using NIS Elements AR 
material microstructure image analysis software, the authors 
determined the mean size (area) of the alloy grain and reinforcing 
phase γ’, expressed as the diameter of a circle with an area equal 
to the surface area of the measured object (Eqdia=sqrt(4*Area/π)). 
Images depicting alloy grain size by heating temperature can be 
seen in Fig. 20, and a change in its average size as a heating 
function can be seen in the graph in Fig. 21.  

Fig. 20. Blade alloy grain size by heating temperature: a) new; b) 1123 K; 
c) 1223 K; d) 1323 K; e) 1423 K; f) 1523 K 

Fig. 21. The dependence of a change in the average blade alloy grain size    
              on heating temperature, expressed by an equivalent diameter of 

a circle with an area equal to the grain surface area 

4.2. Reinforcing γ’ phase and carbide precipitate tests 

The presence of carbides, even in a non-heated blade, can be 
observed in the alloy microstructure. Carbide content increases 
during heating, especially on grain boundaries. Carbides are stand-
alone and in the form of “Chinese writing”. A change in the γ' 
precipitate morphology was also found. The exposure of turbine 
blade alloy to high temperature also impacted their microstructural 
change, leading to a modification and distribution of the dispersive 
γ' phase. Fig. 22 shows sample images of microsections 
demonstrating the phase γ' precipitate morphology and the 
presence of stand-alone carbides. Based on analysing the 
microsections, the authors calculated a percentage content of 
individual phase γ' size classes in the blade alloy (Fig. 23) and the 
content of average-sized precipitates of this phase (Fig. 24). 
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Fig. 22. Blade alloy phase γ’ precipitate morphology by heating 
temperature: a) new; b) 1123 K; c) 1223 K; d) 1323 K; e) 1423 
K; f) 1523 K 

In the course of heating, the reinforcing γ' phase experiences 
significant changes, and its structure is modified (Fig. 23). A 
temperature of 1123 K favours the growth of phase γ’ particles.  

Fig. 23. Percentage precipitate content of individual phase γ' molecule size      
             classes in the alloy 

The average size of this phase molecules increases at a 
temperature of 1323 K (Fig. 23, Fig. 24). While at 1423 K, due to 
coagulation, the molecules with the largest initial dimensions 
increase (Fig. 23, Fig. 24). 

Fig. 24. Dependence of the average phase γ' precipitation in the alloy 

It was found that temperature increase entails a reduction in the 
number of molecules with the largest dimensions relative to 
material microstructure changes in a new blade and a blade heated 
at 1123 K (Fig. 23). An increasing distance between γ' phase 
molecules is simultaneously seen. The observed growth, merging 
and wavy shape of the γ' phase particles are characteristic of an 

overheated alloy and significantly reduce its heat resistance. 
Assuming the change in the phase γ' precipitate structure (Fig. 25) 
as a material criterion that enables further operation of the material, 
one can determine the suitability threshold for their further 
operation. According to the test results, after the temperature 
exceeds 1223 K and after an even relatively short exposure time, 
an intensive growth of the γ’ precipitate occurs due to the bonding 
of fine-grained cubic phase γ’ molecules into lamellas. This leads 
to the loss of cubic shape stability and the formation of irregular and 
undulated lamellas (Fig. 25). 

Fig. 25. Phase y’ precipitate microstructure of a new blade and heated   
             blades (20000x zoom) – with visible coagulation, change of shape      
             from cubic to irregular and phase precipitate undulation 

5.   DISCUSSION OF TEST RESULTS 

In the course of the tests, it was found that coating surface 
morphology, as well as the chemical composition microanalysis 
spectrum and results indicate that these values significantly, and 
above all adversely, changed after heating. In the article [33] for the 
same material but under different experimental conditions, based 
on SEM/TEM studies in connection with the possibility of 
strengthening the physical basis of non-destructive testing of 
blades, microstructural processes occurring in the upper, most 
external layer of the coating were identified. It was found that above 
the temperature of 1223 K, a layer of aluminium oxide Al2O3 is 
formed, the microstructure of the coatings is coarsened, pores are 
formed, Fe and Cr diffuse to the surface and Fe-Cr particles are 
formed and subsequently coarsened on the surface of the 
aluminium oxide layer. In the context of non-destructive inspection 
of blades exposed to high temperatures, the last process 
mentioned above is of particular importance, because it explains 
the changes in the light reflected from the blade surface. 
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The impact of increasing temperature causes the Ra and Rz 
roughness parameters initially decrease up to a temperature of 
1223 K, followed by a slight increase up to 1323 K. The increase in 
Ra and Rz parameters is caused by the growing thickness of the 
heat-resistant coating, which considerably impacts the deterioration 
of its heat and corrosion resistance. Furthermore, various Al2O3 and 
NiO oxides are formed on the blade coating surface together with 
increasing heating temperature. Aluminium oxide protects the 
coating surface against further oxidation. It has a morphologically 
heterogeneous structure and a tendency to uneven growth and 
exfoliation. Fluctuations in the parameters determining surface 
roughness are related to the processes of thermal softening, 
oxidation and microstructural changes. The presence of areas 
highly rich in carbon and sulphur was found on the coating surface. 
Their occurrence is directly associated with aviation fuel 
components. The most undesirable aviation fuel component is 
sulphur, which can occur in free or bound form of sulphides, 
disulfides and hydrogen sulphide. In the course of tests, the authors 
found that the total percentage share of oxides on coating surfaces 
initially grows, followed by a decrease at the highest heating 
temperature. The percentage weight share of the elements making 
up the coating is modified due to heating. A significant content 
difference can be seen, primarily in relation to the following 
elements: W, Mo, Ni and Al. 

When testing the EI-867 WD alloy, it was found that MC 
carbides appeared when producing the blades in the alloy. They 
were found as stand-alone and in the form of “Chinese writing”, 
mainly at grain boundaries. Carbides of such type can cause 
instabilities that reduce plasticity at low temperatures. The second 
of the identified carbides, M6C, is more stable at higher 
temperatures. The M6C carbide was mainly observed near grain 
boundaries. The next carbide. M23C6, precipitates during low-
temperature heat treatment or in the course of alloy operation at 
temperatures from the 1033 K – 1253 K range. It is shaped as large, 
irregular precipitates at grain boundaries, in the form of lamellas or 
polygons. A M23C6 carbide significantly impacts nickel-based 
superalloy properties. Grains grow in the alloy, which adversely 
impacts its mechanical properties. The observed transformation of 
M23C6 carbides into M6C in an alloy exposed to prolonged high 
temperatures (above 1223 K) is related to the diffusion of atoms, 
primarily molybdenum and tungsten present in the tested alloy, into 
the carbide structures. This high-temperature transformation from 
M23C6 to M6C leads to a decrease in creep resistance, as the 
process reduces the amount of stable reinforcing particles along 
the grain boundaries. Larger and less homogeneous M6C carbides 
limit the alloy’s ability to resist deformation under creep conditions. 
Additionally, the growth and transformation of carbides contribute 
to microstructural degradation, as M6C carbides are less effective 
than M23C6 in binding carbon at grain boundaries. This results in 
unfavourable changes in the alloy’s microstructure, which in turn 
weakens its corrosion and oxidation resistance. 

The expansion of the phase γ' particles leads to the loss of their 
stability, resulting in coagulation of some particles and dissolving of 
others. That process occurs above certain temperatures and 
heating time, characteristic for a given phase. According to the test 
results, after the temperature exceeds 1223 K and after an even 
relatively short exposure time, an intensive growth of the γ’ 
precipitate occurs due to the bonding of fine-grained cubic phase γ’ 
molecules into lamellas. This leads to the loss of cubic shape 
stability and the formation of irregular and undulated lamellas. This 
conclusion is also confirmed by the results in [34]. A similar 
conclusion was drawn by the authors of [25, 27, 35]. Based on the 

example of the Udimet 700 alloy, lamellar-form precipitates above 
a temperature of 1093 K significantly deteriorate the yield strength. 
The kinetics of phase γ' precipitation depends on the 
supersaturation of the matrix, i.e., phase y, with alloy elements. 
Exudation shape depends on the degree of mismatch between their 
grid with the warp grid. The authors of [34, 36] concluded that the 
precipitates of the γ’ phase are coherent with the matrix, and the 
morphology is related to the degree of mismatch between phase γ 
and phase γ’ lattice parameters. Furthermore, they found that the 
phase γ, with mismatch of the grid Δa = 0.2% exudes in spheroid 
shape, at Δa = 0.5 – 1% takes the cuboid form and at Δa = 1.2% - 
tile form. A number of alloy properties depend on the phase y’ 
precipitate shape and amount. These include, e.g., the value of 
yield strength of weakening of adverse action of brittle phases – 
e.g., Laves. The exudation hardening theory shows that the factors 
deciding the hardening degree are diameter of phase γ' particles 
and distance between them. These parameters depend on the 
growth rate (controlled by volumetric diffusion) and coagulation of 
these molecules. Phase γ' chemical composition significantly 
impacts the value of its aγ' lattice and the associated degree of 
mismatch between Δa and the aγ lattice matrix. Wherein Δa = (aγ-
aγ')/aγ. This impact phase γ’ precipitate morphology and its 
durability range. It turns out that the degree of mismatch of phase 
lattice parameters is a function of temperature. According to [34], 
the highest high-temperature creep resistance is exhibited by alloys 
with positive phase lattice mismatch. The chemical composition, 
morphology and microstructural arrangement of phase γ’ 
precipitates have a decisive impact on alloy strength properties. 

According to [25], the change in R0.2 and Rm strength properties 
for an analogous EI-867 alloy and for various test temperature 
values is of similar nature. A minor change in these two parameters 
is observed up to a temperature of 473 K. The value slightly 
increases up to approximately 673 K, followed by low fluctuation up 
until a temperature of ca. 1073 K, above which a clear reduction in 
tensile strength and yield strength can be seen. 

6.   PRACTICAL IMPLICATIONS OF THE FINDINGS  
AND THEIR LIMITATIONS 

The tested turbine element, due to its core material, is classified as 
a nickel-based alloy, polycrystalline alloy with reduced chromium 
content and titanium-free. The lower chromium content requires the 
use of a coating – a coating that increases heat resistance 
properties and operating temperature by about 100 K. The tested 
object can be representative of a wide range of polycrystalline 
alloys with a similar chemical and volumetric composition of the γ' 
phase, which are used in heat exchangers, cooling systems or 
renewable energy systems. Certain findings, despite limitations 
resulting from tests conducted in laboratory conditions, have 
practical significance in relation to the group of alloys and coated 
materials characterized above: 

− The γ' phase determines the mechanical properties of the alloy 
(durability of turbine blades). 

− The microstructural modification of the γ' phase, carbides and 
grain boundaries depends on the temperature and time of its 
action and may constitute a parameter of the degree of 
microstructural degradation. 

− Based on changes in the size of γ', the approximate working 
temperature of the nickel alloy can be determined. The γ' phase 
precipitates change their size and shape during long-term 
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exposure to high temperature, which allows them to be used as 
indicators of the material's working temperature. 

− In order to verify the technical condition of the blades, a 
comparative method can be used, in which the size and shape 
of the γ' phase of the new blade (standard values) are 
compared to the blade considered unfit for further operation 
during the technical inspection. On this basis, it can be stated, 
for example, that the damaged turbine blade (or superalloy in 
general) operated at an exhaust gas temperature above the 
maximum permissible temperature. Unfortunately, such tests 
are carried out using destructive methods. The proposed 
methodology for identifying damage to the gas turbine blade 
may prove helpful in the event of an engine failure, if the 
information on its operating conditions is insufficient. 

− Diffusion processes (movement of aluminium from the interior 
of the coating to its surface) are more intensive the higher the 
temperatures. Additionally, long-term exposure to high 
temperatures leads to strong depletion of aluminium from the 
surface layer, which translates into a significant reduction in its 
resistance. 

− Combustion products appear on the outer layer of the coating, 
and the presence of sulphur in exhaust gases intensifies 
corrosive processes. Sulphur reacts with aluminium, creating 
unstable compounds (e.g. sulphides), which weaken the 
coating and contribute to its degradation. Sulphur corrosion can 
lead to the formation of cracks and microcracks in the coating 
(acceleration of the coating degradation process). To some 
extent, combustion products affect the surface colour. 

− Increase in coating thickness due to exposure to high 
temperatures is related to thermal expansion, phase changes 
and its oxidation. "Coating swelling" translates into a strong 
deterioration of its protective properties (in operating conditions, 
all destructive processes are intensified). Microstructural 
changes of the coating affecting the colour of its surface. 
Several selected operational aspects that affect the limitations 

in formulating generalizations of the discussion of the results of the 
conducted laboratory experiment: 

− Often, in real conditions, overheating of blades is local because 
the degree of impact of exhaust gases, thermal loads on the 
blade surface, is not uniform over the entire surface. The 
highest temperature values occur on the leading edge of the 
blade, because it is often accompanied by the process of 
stagnation of the exhaust gas temperature (dependence of the 
static value of the exhaust gas stream with defined 
thermodynamic properties and the flow rate value). 

− The morphology of the γ' phase particles also depends on the 
sign of the mechanical stress. The tensile stress occurring 
axially of the blade during the rotation of the turbine rotor 
promotes the growth of the γ' phase in the plane perpendicular 
to the direction of stress. As a result, plates are formed from the 
original cuboid shape, the wider walls of which are located 
perpendicular to the direction of stress. 

− There are several factors that increase the acceleration of the 
degradation processes of aluminium-based coatings. The 
working environment can be considered as particularly 
important. In coastal areas (even 40 kilometres from the 
reservoir) due to the increased concentration of chloride ions 
(Cl-), aluminized coatings are subject to accelerated 
degradation and destruction due to hot corrosion and oxidation. 
Under the influence of sea salts and high temperatures, they 
lose their protective properties. The coating loses thickness, 
which results in the gradual exposure of the basic blade 

material, exposing it to further corrosion and operation at 
elevated temperatures despite the nominal operating 
conditions. 

7. CONCLUSIONS 

Gas turbine blades are exposed to high-temperature corrosion 
and cyclic thermal stresses, which lead to surface damage and 
thermomechanical fatigue. Prolonged exposure to this process, 
along with the adverse effects of elevated temperatures, causes 
blade overheating (significant microstructural degradation of the 
superalloy). Under operational conditions, this results in the 
formation of microstructural zones with locally diminished 
mechanical properties-namely, reduced heat resistance and creep 
resistance of the alloy. Excessively high temperatures relative to 
the nominal operating temperature, combined with tensile stresses 
during rotation, lead to creep in the superalloy. An important aspect 
of this issue is an attempt to determine the extent of modification in 
the state of the coating and the blade alloy material due to the 
effects of supercritical temperatures. Additionally, to approximate 
real conditions, the experiment was conducted in an exhaust gas 
environment. The research conducted could contribute to defining 
criteria for determining the suitability or unsuitability of the tested 
turbine element for further operation, based on information obtained 
through endoscopic devices without the need to dismantle the 
blades from the turbine. The technical condition of the blades can 
be indirectly assessed, i.e., based on the correlation between the 
light signal reflected from the coating surface (or, in its absence, the 
alloy surface) and the microstructural state of the alloy/coating. 

The article describes the material changes (alloy and coating) 
in gas turbine blades of jet engines caused by high temperatures. 
Additionally, to simulate real conditions to some extent, the 
experiment was conducted in an exhaust environment. 
Microstructural studies performed, along with quantitative and 
qualitative results obtained, help in identifying significant material 
changes in both the coating and the alloy. They represent an 
attempt to comprehensively describe the material modifications in 
the blades (demonstrating differences compared to the material 
characteristics of a new blade). Section 6 presents practical 
implications of the results and certain limitations. The 
generalizations in this section attempt to point out potential 
applications in engineering practice while also considering certain 
limitations due to the experimental conditions and the interpretation 
of results in the context of real, complex working conditions of 
superalloys. The reflected light signal (colour) is influenced by 
factors such as the position and nature of the light source, as well 
as the surface roughness and chemical composition (see section 
3). In terms of gas turbine blade durability, this material criterion is 
a decisive factor in defining strength properties (section 4 and 
discussion of results, see section 5). 
1. Coating surface morphology, as well as the chemical 

composition microanalysis spectrum and results indicate that 
these values significantly changed after heating. 

2. Due to the impact of increasing temperature, the Ra and Rz 
roughness parameters initially decrease up to a temperature of 
1223 K, followed by a slight increase up to 1323 K. The 
increase in Ra and Rz parameters is impacted by growing 
thickness of the heat-resistant coating. Therefore, its heat and 
corrosion resistance deteriorates. 

3. Various Al2O3 and NiO oxides are formed on the blade coating 
surface together with increasing heating temperature. 
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Aluminium oxide has a morphologically heterogeneous 
structure and a tendency to uneven growth and exfoliation.  

4. Furthermore, there are areas on blade surfaces that are highly 
rich in carbon and sulphur, the presence of which is directly 
associated with aviation fuel components.  

5. The total percentage share of oxides on coating surfaces 
initially grows, followed by a decrease at the highest heating 
temperature. The percentage weight share of the elements 
making up the coating is modified due to heating.  

6. There is little carbide presence when creating blades using the 
EI-867WD alloy, with the process dominated by the M23C6 
carbide, both in grains and at grain boundaries. The size and 
structure of the carbides changed in the course of heating, 
ultimately transforming into M6C, and found primarily at grain 
boundaries.  

7. Alloy grain growth was identified under the impact of high 
temperature, mainly above 1223 K. 

8. The most significant microstructural changes were found in the 
precipitate morphology of the reinforcing γ' phase. The growth 
of molecules in this phase led to the loss of their stability.  

9. The growth (adverse for heat resistance) and the percentage 
depletion of the reinforcing γ' phase in the alloy structure 
appeared at a temperature above 1223 K. This was caused by 
coagulation, a change of the shape from cubic to irregular and 
undulation of the reinforcing γ' phase precipitation. 

10. The aforementioned changes in the microstructure of the EI-
867WD changes led to significantly deteriorated strength 
properties in the course of heating at a temperature above  
1223 K. 
Further work will continue in the area of material 

characterization, focusing on single-crystal alloys and various types 
of coatings. On the other hand, diagnosing blades using 
videoscopes without removing them from the turbine remains 
challenging. The quality of the image obtained from the videoscope 
depends on the lighting and the device itself. Improper lighting 
settings, light reflections, or variable lighting conditions can affect 
the image coloration, which may lead to incorrect conclusions 
regarding the condition of the coating or the alloy surface. 
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Abstract: The integration of the Balanced Scorecard and Data Envelopment Analysis offers a powerful method for evaluating a company's 
financial health in a multi-dimensional manner, with a strong emphasis on digitization. By combining strategic performance metrics from BSC 
with the efficiency-focused analysis of DEA, organizations can gain deeper insights into both financial and operational aspects of their  
business. Digitization plays a crucial role in this approach by automating data collection, enabling real-time monitoring, and improving  
the accuracy of performance assessments. This digital transformation not only enhances decision-making but also allows for scalable  
and flexible implementations across various departments. Ultimately, the integrated BSC-DEA approach, supported by digital tools, helps 
companies optimize their resources, align with strategic goals, and ensure long-term financial sustainability. This research paper also  
explores the process, mathematical formulation and benefits of using this integrated approach to evaluate company financial health. 

Key words: financial health, Balanced Scorecard, Data Envelopment Analysis, model, digitization, software   

1. INTRODUCTION 

The implementation of the integrated Balanced Scorecard 
(BSC) and Data Envelopment Analysis (DEA) model in an industrial 
company involves aligning strategic objectives with measurable 
performance indicators across key perspectives, such as financial 
health, customer satisfaction, and operational efficiency. Accurate 
data collection and validation are critical, followed by the integration 
of this data into the Data Envelopment Analysis framework to as-
sess the relative efficiency of different decision-making units. The 
process includes benchmarking performance, identifying areas for 
improvement, and implementing targeted action plans to enhance 
efficiency. By leveraging digital tools, cmpanies can automate data 
collection, enhance real-time monitoring, and make more informed 
decisions, ultimately aligning with strategic goals and ensuring 
long-term financial sustainability. 

2. INTEGRATED BSC-DEA MODEL 

Despite the popularity of both the BSC and DEA approaches, 
there are very few studies that examine their integration for better 
evaluation of the performance and efficiency of industrial enter-
prises and their financial health. Given the proposed systematic re-
lationship between these two methods, it is essential to first sum-
marize their fundamental differences, weaknesses and strengths. 
In general, DEA evaluates inputs and outputs, while BSC utilizes 
qualitative or quantitative multi-criteria assessment, DEA does not 
take into account the company's strategy, whereas in BSC, strategy 
is the foundation for decision-making process. More weaknesses of 
BSC and strengths of DEA method are summarized in Table 1. 

Tab. 1. BSC weaknesses and strengths of DEA [1] 

  Weaknesses of BSC 

One of the challenges in BSC is having the baseline which performance 
is measured against. Evaluation is impossible without a benchmark. 
First, a baseline for evaluation should be determined and then we 
should do the evaluation against the baseline. However, baselines and 
benchmarks are hard to determine and can be ambiguous. As DEA is 
based on relative comparison, the DMUs are evaluated against each 
other. By combining the BSC with DEA we can answer this important 
challenge of BSC. 

BSC confronts managers with an extraordinarily complex optimization 
problem because of BSC has complexity and the interrelated 
indicators. This complexity also rises from the large number of 
variables. Big companies, which should try to track hundreds of 
measures in BSC, state that BSC lacks a single complex index to 
summarize the interaction between these measures of performance. 

Lack of a common scale of measurement causes more complexity. 
Moreover, in BSC, we may have dimensionless ratios and index 
numbers.  

  Strengths of DEA 

DEA permits to analyze multiple inputs and output factors 
simultaneously. This ability is very helpful in real-world management 
situations because there are usually multiple, multidimensional inputs 
and outputs. From this perspective, DEA is better in comparison with 
traditional approaches that can only deal with multiple inputs and a 
single output. Managers can use the results of DEA to improve and 
increase corporate performance, efficiency and competitiveness. 

DEA solves an optimization problem and gains its weights result. 
Hence, DEA is only dependent on the empirical observations. This fact 
gives the DEA a great advantage over usual optimization procedures. 

DEA is a non-parametric approach so it does not need to have an 
explicit functional form to relate inputs to outputs.  
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As for the mathematical model, BSC does not provide a 
mathematical model or a complex index to summarize the 
interaction between performance indicators for inter-company 
comparison or comparison of several companies between each 
other. The use of the non-parametric DEA method offers an overall 
view of the efficiency of the compared companies based on the 
calculated efficiency value. 

2.1. Comparison of the integrated BSC-DEA model with other 
performance measurement systems  

The choice between these systems depends on the company's 
specific needs, resources, and objectives. Compared to next 
systems, the integrated BSC - DEA model offers a more 
comprehensive view of performance,  both strategic alignment and 
efficiency analysis and a balance of qualitative and quantitative 
measures. However, it also requires more expertise to implement 
and interpret, may be more resource-intensive and could be overly 
complicated for smaller organizations or companies. 
 

 
 

 
Fig. 1. Comparison BSC-DEA model with other systems [2] 

Each performance measurement system offers unique benefits 
and is suited to different organizational needs. While the BSC - DEA 
model provide a complete strategic, performance and efficiency-fo-
cused approach, other systems like Six Sigma, TQM, and EVA offer 
more specialized management tools. The choice of system de-
pends on the business's goals, resources and strategic priorities. 

2.2. Company's financial health 

A financially healthy company typically demonstrates con-
sistent profitability, a strong balance sheet with manageable debt 
levels, positive and stable cash flows, the ability to invest in growth 
opportunities, resilience to economic downturns, and good credit 
standing [3].. 
 

 
Fig. 2. Key aspects of a company's financial health 
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Regularly monitoring the financial health of a company is es-
sential for investors, creditors, management, and other stakehold-
ers. It enables them to evaluate the company's performance, iden-
tify potential risks and opportunities, and make informed decisions 
regarding investment, lending, strategic planning, and resource al-
location. By staying informed about the company's financial posi-
tion, stakeholders can proactively address challenges and capital-
ize on growth opportunities [4]. 

3. PROCESS PROPOSAL FOR IMPLEMENTING  
THE INTEGRATED BSC-DEA MODEL FOR ASSESING  
A COMPANY′S FINANCIAL HEALTH 

Assessing a company’s financial health involves analysing fi-
nancial statements, market performance, and industry trends. The 
implementation of an integrated BSC-DEA model offers a compre-
hensive approach to evaluating this issue. Below is a proposal out-
lining how the integrated BSC-DEA model can be applied in a com-
pany to assess its financial health (Figure 3). 

 
 

 
Fig. 3. Decision – making process of BSC - DEA model 

The integrated BSC-DEA model offers a robust framework for 
assessing and improving the financial health of companies and 
their viability. From the DEA method's perspective, the integrated 
model formalizes the way to calculate the efficiency of business 
processes based on identified inputs and outputs, which are the 
KPIs assigned to specific strategic goals within the BSC perspec-
tives.  

From the BSC perspective, the integrated model proposes a 
new approach to performance evaluation using quantitative analy-
sis that combines KPI values within each perspective into a single 
value. As a result, the BSC-DEA model for industrial enterprises 
provides a comprehensive view of the company from both financial 
and non-financial, as well as short-term and long-term perspec-
tives, and provides valuable insights for managers and stakehold-
ers in understanding and enhancing business performance [4]. 

3.1. Assessing company financial health using an integrated 
BSC-DEA model 

The specification of the individual steps from the point of view 
of evaluating the financial health of the company is as follows: 
1. BSC framework for evaluation of a company financial health  

The BSC provides a structured framework for evaluating com-
pany performance across multiple perspectives. When applied to 
assess financial health, the BSC typically includes the following 
perspectives, objectives and KPIs [8].: 

− Financial Perspective: 
a) Objectives: Increase profitability, optimize costs, improve 

cash flow, and manage debt. 
b) Key Indicators: Return on Equity (ROE), Return on Assets 

(ROA), Debt-to-Equity Ratio, and Liquidity. 

− Customer Perspective: 
a) Objectives: Enhance customer satisfaction, increase cus-

tomer loyalty, and grow market share. 
b) Key Indicators: Customer Satisfaction Index, Customer Re-

tention Rate, and Market Share. 

− Internal Process Perspective: 
a) Objectives: Improve internal process efficiency and opti-

mize operational costs. 
b) Key Indicators: Inventory Turnover, Production Cycle Time, 

and Operational Costs as a percentage of revenue. 

− Learning and Growth Perspective: 
a) Objectives: Foster innovation, develop employees, and en-

sure long-term sustainability. 
b) Key Indicators: R&D Expenditure, Training Hours per Em-

ployee, and Employee Engagement Index. 

− Social Perspective: 
a) Objectives: Enhance social responsibility, community en-

gagement, and employee well-being. 
b) Key Indicators: Corporate Social Responsibility (CSR) initi-

atives, community investment, diversity and inclusion met-
rics, employee satisfaction, and turnover rates. 

− Environmental Perspective: 
a) Objectives: Minimize environmental impact, improve re-

source efficiency, and support sustainability. 
b) Key Indicators: Carbon footprint, energy consumption, 

waste reduction, water usage, and compliance with envi-
ronmental regulations. 

2. DEA Framework for evaluation of a company financial health  
DEA is a non-parametric method used to evaluate the relative 
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efficiency of decision-making units (DMUs) within an organization. 
When applied in conjunction with the BSC, DEA can assess how 
efficiently different departments, branches, or business units con-
vert inputs (e.g., costs, resources) into desired outputs (e.g. profits, 
customer satisfaction) [5]: 

− Inputs: In the context of financial health, inputs might include 
operational costs, capital expenditures, and employee-related 
expenses. These are resources which the company uses to 
generate financial outcomes. 

− Outputs: Outputs are the financial results achieved, such as 
profitability, revenue growth, and market share. DEA evaluates 
the efficiency of converting inputs into these financial outputs. 
By integrating the KPIs from the BSC into the DEA model, the 

company can compare the efficiency of different units in achieving 
financial health. DEA provides an efficiency score for each unit, 
highlighting which units are performing well and which require im-
provement. 

Tab. 2. Comparing different DEA models [6] 

Model 

Scale 

Assump-
tion 

Efficiency 
Focus 

Applicabil-
ity 

Key 

Advantage 

CCR 
Constant 

Returns 

Overall 

Technical 

Standardized 

processes 

Simple 

and widely 

applicable 

BCC 
Variable 

Returns 

Pure 

Technical 

Units of 

varying sizes 

Handles 

scale 

effects 

Additive Non-radial 
Slack- 

based 

Input-output 
balance 

critical 

Measures 

input and 

output 

inefficiency 

Malmquist 

Index 

Time-
based 

Productivity 

Change 

Longitudinal 
performance 

studies 

Measures 

efficiency 

over time 

Super- 

Efficiency 

Constant/ 

Variable 
Returns 

Ranking 

Efficient 

Units 

Competitive 
benchmark-

ing 

Ranks 

DMUs 

beyond effi-
ciency fron-

tier 

Network 
DEA 

Multi-
stage  

Process 

Process-
based 

Complex  
operations 

(e.g., supply 
chains) 

Evaluates 

internal 

processes 
separately 

Comparing different DEA models involves evaluating how they handle 
various aspects of efficiency measurement, including their focus, 
assumptions, and applicability. 

 
3. The integrated BSC - DEA approach 

The integrated BSC-DEA approach combines the qualitative 
and quantitative strengths of both models to provide a more com-
prehensive assessment of financial health. 
Step 1: Identify and measure KPIs 

− Define KPIs for each BSC perspective relevant to financial 
health. 

− Collect data for these KPIs across different DMUs within the 
company. 

Step 2: Build a DEA model that uses these inputs and outputs to 
each DMU. 
Step 3: Calculate efficiency scores 

− Run the DEA model to compute efficiency scores. These 
scores indicate how well each DMU is utilizing its resources to 
achieve financial health. 

− A score of 1 indicates that the unit is efficient (on the efficiency 

frontier), while scores less than 1 indicate inefficiency. 
 

 
Fig. 4. Visualization of efficiency scores in BSC-Dea model 

This graph visualizes the relationship between inputs (opera-
tional costs) and outputs (profitability) for different companies, help-
ing to evaluate their financial health through the integrated BSC-
DEA approach. 
4. Benchmarking 

This step includes benchmarking and analysis of: 

− the efficiency scores across DMUs to identify best practices 
and areas for improvement,  

− the results to understand which factors are contributing to inef-
ficiencies and how they can be addressed. 

5. Strategic insights and decision-making  
The integrated BSC-DEA approach provides valuable insights 

that can guide strategic decision-making. 

 
Fig. 5. Strategic Insights of BSC-DEA mdoel 

6. Continuous Improvement  
One of the strengths of the integrated BSC-DEA model is its 

flexible nature. By continuously updating the BSC and DEA models 
with the latest data, companies can monitor their financial health 
over time and make ongoing adjustments to strategies and opera-
tions. 

− Implement feedback loops to regularly assess performance, 
adjust targets, and refine strategies based on the latest insights 
from the BSC-DEA analysis. 

− As the business environment changes, the integrated model 
can be adapted to incorporate new KPIs, inputs, and outputs, 
ensuring that the company remains agile and responsive to 
market conditions. 

 

Resource 
Allocation

• Allocate resources
more effectively by
understanding which
units are making the
best use of their
inputs to achieve
financial health.

Process 
Improvement

• Identify specific
areas where internal
processes can be
optimized to reduce
costs and improve
financial outcomes.

Strategic 
Investments

• Use insights from the
Learning and Growth
perspective to make
strategic investments
in employee
development,
innovation, and
technology that will
drive future financial
performance.
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Fig. 6. Benefits of the Integrated Approach 

By leveraging the strategic focus of the Balanced Scorecard 
and the efficiency analysis of Data Envelopment Analysis, compa-
nies can gain deeper insights into their financial performance and 
make more informed, data-driven decisions. This integrated ap-
proach not only helps in assessing current financial health but also 
provides a framework for continuous improvement and long-term 
financial sustainability. 

3.2. Mathematical formulation of the proposed integrated 
BSC-DEA Model 

To mathematically express the integrated BSC-DEA model, 
which includes the financial, customer, internal process, learning 
and growth, social, and environmental perspectives, we will con-
struct the model to evaluate the efficiency of DMUs using multiple 
inputs and outputs derived from the BSC framework. 
1. Model variables 

− Xik is the i-th input for DMU k 

− Yrk is the r-th output for DMU k 

− vi is the weight assigned to input i 

− ur is the weight assigned to output r 

− θk is the efficiency score for DMU k 
2. Inputs and outputs categorization 

The inputs and outputs will be categorized based on the per-
spectives of the expanded BSC framework: 
Inputs Xik: 

− Financial Inputs: Operating costs, capital expenditures. 

− Customer Inputs: Marketing expenditures, customer service 
costs. 

− Internal Process Inputs: Manufacturing costs, operational ex-
penses. 

− Learning and Growth Inputs: Employee training costs, R&D ex-
penses. 

− Social Inputs: CSR expenditures, community investments. 

− Environmental Inputs: Costs related to energy consumption, 
waste management. 

Outputs Yrk: 

− Financial Outputs: Profitability, Return on Investment (ROI), 
cash flow. 

− Customer Outputs: Customer satisfaction, market share, cus-
tomer retention. 

− Internal Process Outputs: Process efficiency, cost savings, pro-
duction output. 

− Learning and Growth Outputs: Innovation (e.g., new products 
developed), employee satisfaction. 

− Social Outputs: Community impact, employee well-being. 

− Environmental Outputs: Reduced carbon footprint, waste re-
duction. 

3. Objective function 
The DEA model aims to maximize the efficiency score θk for 

each DMU. The efficiency score θk  is defined as the ratio of the 
weighted sum of outputs to the weighted sum of inputs: 

𝜃𝑘 =
∑ 𝑢𝑟𝑌𝑟𝑘

𝑅
𝑟=1

∑ 𝑣𝑖𝑋𝑖𝑘
𝐼
𝑖=1

  (1) 

R is the total number of outputs across all perspectives. 
I is the total number of inputs across all perspectives. 
4. Constraints 

To ensure fair evaluation and normalization of efficiency 
scores, the following constraints are applied: 
Efficiency Constraint: 

For all DMUs  j = 1, 2, ., N, the efficiency score must be less 
than or equal to 1, indicating that no DMU can exceed 100% effi-
ciency: 

∑ 𝑢𝑟𝑌𝑟𝑘
𝑅
𝑟=1

∑ 𝑣𝑖𝑋𝑖𝑘
𝐼
𝑖=1

≤ 1       ∀𝑗= 1,2, … , 𝑁   (2) 

Normalization Constraint: 
For the DMU under evaluation (DMU k), the sum of the 

weighted inputs is normalized to 1: 

∑ 𝑣𝑖𝑋𝑖𝑘
𝐼
𝑖=1 = 1  (3) 

Non-Negativity Constraint: 
The weights assigned to the inputs and outputs must be non-

negative: 

𝑣𝑖 ≥ 0       ∀𝑖= 1,2, … , 𝐼  (4) 

𝑢𝑟 ≥ 0       ∀𝑟= 1,2, … , 𝑅  (5) 

These constraints ensure that the DEA model remains con-
sistent and that the efficiency scores are meaningful across all 
DMUs. 
5. Linear Programming Formulation 

To solve the DEA model using linear programming, we trans-
form the objective function into a minimization problem, which is 
equivalent to maximizing efficiency. The goal is to minimize the sum 
of weighted inputs while ensuring that the weighted outputs are 
maximized relative to all other DMUs. 

− Objective Function: 

Minimize 𝜃𝑘 = ∑ 𝑣𝑖𝑋𝑖𝑘
𝐼
𝑖=1   (6) 

− Subject to the following constraints: 
a) Output Constraints: 

∑ 𝑢𝑟𝑌𝑟𝑗
𝑅
𝑟=1 ≤ ∑ 𝑣𝑖𝑋𝑖𝑗     ∀𝑗= 1,2, … , 𝑁𝐼

𝑖=1   (7) 

• By combining financial and non-financial metrics, the BSC-
DEA approach provides a more complex evaluation of
financial health than traditional financial analysis alone

Comprehensive Evaluation

• DEA offers an objective method for benchmarking
performance, helping companies identify where they stand
relative to peers or internal benchmarks.

Objective Benchmarking

• The BSC ensures that the financial health evaluation is
aligned with the company’s broader strategic goals, making
the results more actionable.

Strategic Alignment

• DEA highlights areas where resources are not being used 
efficiently, enabling targeted improvements that can 
enhance financial performance.

Efficiency Focus
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b) Normalization Constraint: 

∑ 𝑣𝑖𝑋𝑖𝑘
𝐼
𝑖=1 = 1  (8) 

 
c) Non-Negativity Constraints: 

𝑣𝑖 ≥ 0       ∀𝑖  (9) 

𝑢𝑟 ≥ 0       ∀𝑟   (10) 

7. Interpretation Of Results 

− Efficient DMUs: DMUs with an efficiency score of θk = 1 are 
considered efficient, meaning they use resources optimally to 
achieve their outputs. 

− Inefficient DMUs: DMUs with efficiency scores θk < 1 indicate 
place for improvement, as they are not utilizing their resources 
as effectively as the benchmark DMUs. 
The complete mathematical formulation of the integrated BSC-

DEA model incorporates a wide range of inputs and outputs across 
various perspectives.  

This model enables companies to evaluate performance com-
prehensively and identify specific areas for improvement. The re-
sulting efficiency scores offer actionable insights for optimizing re-
source allocation and achieving long-term sustainability. 

4. THE IMPORTANCE OF DIGITIZATION FOR THE 
INTEGRATED BSC-DEA MODEL IN EVALUATING 
FINANCIAL HEALTH OF COMPANIES 

Digitization plays a critical role in the implementation of the in-
tegrated BSC-DEA model for evaluating the financial health of com-
panies. As companies increasingly rely on data-driven decision-
making, digitization enhances the accuracy, efficiency, and scala-
bility of performance evaluation models like the BSC-DEA in vari-
ous areas, which we identify as follows:  

− Automated Data Gathering: Digitization enables the automation 
of data collection from various sources, such as financial sys-
tems, customer relationship management (CRM) tools, enter-
prise resource planning (ERP) systems, and environmental 
monitoring systems. This ensures that the data used in the 
BSC-DEA model is timely, accurate, and comprehensive. 

− Centralized Data Repositories: By digitizing data management, 
companies can create centralized databases that integrate fi-
nancial, operational, customer, social, and environmental data. 
This centralization facilitates the seamless flow of information 
across departments, making it easier to apply the BSC-DEA 
model. 

− Dynamic Performance Tracking: Digitization allows for real-
time monitoring of KPIs across all BSC perspectives. This ena-
bles companies to track their financial health continuously ra-
ther than relying on periodic assessments. Real-time updates 
ensure that the DEA model is always using the most current 
data for efficiency analysis. 

− Immediate Feedback: With digital tools, companies can receive 
immediate feedback on their performance, allowing for quicker 
adjustments to strategies and operations. This ability is crucial 
for maintaining financial health in a rapidly changing business 
environment. 

− Advanced Analytics: Digitization enables the use of advanced 
analytics, such as machine learning and artificial intelligence, 
to enhance the predictive power of the BSC-DEA model. These 
tools can identify patterns, forecast trends, and suggest optimal 

resource allocations, making the DEA model more powerful 
and accurate. 

− Scenario Analysis: Digital platforms can simulate various sce-
narios, allowing companies to evaluate how changes in inputs 
(e.g., costs, investments) might affect outputs (e.g., profitability, 
customer satisfaction). This capability is essential for strategic 
planning and risk management. 

− Scalable Solutions: Digitization allows the BSC-DEA model to 
be scaled across multiple departments, business units, or even 
global operations. As companies grow, digital tools can handle 
the increased data volume and complexity, ensuring that the 
model remains effective at evaluating financial health at scale. 

− Customization and Flexibility: Digital platforms enable compa-
nies to customize the BSC-DEA model to their specific needs, 
allowing them to focus on the most relevant KPIs for their in-
dustry or business model. This flexibility enhances the model’s 
relevance and applicability. 

− Dashboards: Digitization enables the creation of interactive 
dashboards that present BSC-DEA results in a clear and ac-
cessible format. Stakeholders can easily visualize efficiency 
scores, compare performance across business units, and track 
progress toward strategic goals. 

− Automated Reporting: Digital tools can automate the genera-
tion of reports, ensuring that stakeholders receive regular up-
dates on financial health without manual intervention. This im-
proves transparency and keeps all parties informed. 

− Data-Driven Decisions: With digitization, companies can base 
their strategic decisions on accurate, real-time data from the 
BSC-DEA model. This reduces the reliance on intuition and en-
sures that decisions are backed by quantitative analysis. 

− Strategic Alignment: Digitization helps ensure that the insights 
derived from the BSC-DEA model are aligned with the com-
pany’s overall strategy. By integrating digital tools into the de-
cision-making process, companies can ensure that their strate-
gies are consistently executed across all levels of the organiza-
tion. 
Figure 7 summarizes the possible digitization tools for imple-

mentation of BCS-DEA method in company and the comparison of 
the software options suitable for BSC-DEA digitalization with visu-
alization features is processed in Table 3. 

Digitalizing the BSC-DEA method involves leveraging digital 
tools and technologies to streamline, automate, and enhance the 
process of evaluating a company’s financial health. 
The specific characteristics of individual industries significantly im-
pact the selection of digitization tools when applying the BSC-DEA 
model. 

− Automation and robotics: The use of IoT sensors, AI analytics, 
and predictive maintenance enables fast and accurate perfor-
mance evaluation of individual processes. 

− Mechanical engineering: The focus on optimizing production 
processes leads to the deployment of ERP systems and digital 
twins to simulate production efficiency. 

− Biomedical engineering: This sector relies on clinical data man-
agement software, ensuring regulatory compliance and effi-
ciency analysis in product development. 
Digital tools play a different role in each sector and influence 

how the BSC-DEA model is practically implemented. This variability 
underscores the importance of sector-specific approaches to digit-
ization within the BSC-DEA framework. 
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Fig. 7. Digitization tools for BSC-DEA model 

Tab. 3. Software options suitable for BSC-DEA digitalization [6] 

Software Best For Strengths Limitations 

BSC 

Designer 

BSC 
implementation 

with strategy 
maps and KPI 

tracking 

User-friendly, 
good 

visualization 
for BSC 

May lack 
advanced 

DEA 
functionaliti

es 

ClearPoint 
Strategy 

Comprehensive 
strategy 

management 
with reporting 

and 
visualization 

Strong BSC 
features, 
extensive 
reporting 

May not 
provide 
detailed 

DEA 
analysis 

MaxDEA 

Dedicated DEA 
analysis with 

advanced 
models 

Specialized in 
DEA, strong 
visualization 

Lacks BSC 
functionaliti

es 

DEA-Solver 
Pro 

Advanced DEA 
modeling with a 

focus on 
efficiency 
analysis 

Highly 
regarded for 

DEA, 
advanced 
modeling 

Requires 
expertise, 

not focused 
on BSC 

PIM-DEAsoft 

Intuitive DEA 
tool with solid 
visualization 

features 

Good for 
DEA, intuitive 

interface 

Doesn’t 
focus on 

BSC 

QPR Software 

Integrated 
performance 
management 

across BSC and 
other 

methodologies 

Versatile, 
strong BSC 

features 

May not 
have the 

same depth 
in DEA 

Tableau 
(customized 

for BSC-DEA) 

Customizable 
and advanced 

data 
visualization 

Powerful 
visualization, 
customizable 

Requires 
manual 

setup for 
DEA 

R with 
Benchmarking 

Package 

Users 
comfortable with 

programming 
and 

customization 

Flexible, 
advanced 
analysis 

Requires 
coding skills 

MATLAB with 
DEA Toolbox 

Advanced users 
needing custom 
DEA solutions 

Powerful 
analytics, 

customizable 

Requires 
significant 
expertise 

Frontier 
Analyst 

Performance 
benchmarking 

with DEA 

Strong DEA 
focus, good 
visualization 

Limited 
BSC 

functionality 

5. CONCLUSION 

By integrating the Balanced Scorecard with Data Envelopment 
Analysis, companies can comprehensively assess their financial 
health. This model not only evaluates financial performance but 
also incorporates the influence of customer satisfaction, internal 
processes, learning and growth, social and environmental aspects 
on financial outcomes. It provides a holistic approach to improving 
financial health by identifying inefficiencies and guiding strategic 
improvements.  

Digitization is essential for maximizing the effectiveness of the 
integrated BSC-DEA model in evaluating the financial health of 
companies. It enhances data accuracy, enables real-time monitor-
ing, supports advanced analytics, and facilitates scalability and cus-
tomization. By leveraging digital tools, companies can make more 
informed, data-driven decisions that align with their strategic goals, 
ultimately improving their financial performance and long-term via-
bility. 

Despite the widespread use of BSC and DEA models across 
various industrial sectors, their application differs depending on the 
industry in which a company operates. In mechanical engineering, 
performance is primarily evaluated through production quality, cost 
optimization, and sustainability. DEA methodology provides an ad-
vantage in benchmarking the efficiency of production lines, while 
BSC ensures a strategic framework for long-term management. In 
biomedical engineering, compliance with strict regulatory require-
ments and the development of innovative healthcare technologies 
are top priorities. When applying the BSC-DEA model, it is crucial 
to incorporate parameters related to regulatory compliance, tech-
nological innovation, and patient satisfaction. These differences in-
dicate that industry specificity influences the way the BSC-DEA 
model is implemented, with various sectors emphasizing different 
performance parameters. 

 

• ERP Systems (e.g., SAP, Oracle)

• CRM Systems (e.g., Salesforce)

Data Collection and Integration

• Cloud Storage Solutions (e.g., Google Cloud, AWS)

• Data Warehousing Tools (e.g., Snowflake, Microsoft Azure)

Data Management and Storage

• Data Analytics Platforms (e.g., Tableau, Power BI):

• Python/R Programming

Data Processing and KPI Calculation

• Optimization Software (e.g., GAMS, MATLAB)

• Python Libraries (e.g., CVXPY, Pulp)

• software options for BSC with visualization features: BSC 
Designer, ClearPoint Strategy, QuickScore, Kapta

• Tableau, QPR Software, Spider Strategies, StrategyBlocks, 
Adaptive Insights, Geckoboard

• software options for DEA with visualization features: DEA-
Solver Pr, MaxDE, Frontier Analys, PIM-DEAsoft, Windea

BSC-DEA Model Implementation

• Dashboard Tools (e.g., Power BI, Tableau)

• Notification Systems (e.g., Slack, Microsoft Teams)

Real-Time Monitoring and Dashboards

• Decision Support Systems (DSS)

• Project Management Tools (e.g., Asana, Trello):

Decision-Making and Strategy Execution

• Automated Reporting Tools (e.g., Power BI, Tableau)

• Collaboration Tools (e.g., Slack, Microsoft Teams)

Reporting and Communication
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Abstract: In this study, a hybrid genetic-geometrical path finding method is presented. Its main feature is the division of the path-finding 
process into global and local path-finding to achieve a trajectory optimized under the shortest travel time condition in an environment filled 
with obstacles. To improve the reliability of the algorithm, a safety zone around obstacles is included. In this zone, the maximum velocity 
allowed for a robot is additionally limited to decrease the probability of collision due to noise in obstacle mapping, distraction from terrain  
irregularities or malfunction of the steering system. The simulation and real world experiment results are presented in another paper. 

Key words: mobile robot, path planning, path optimization, robot rover, autonomous, genetic algorithm 

1. INTRODUCTION 

Nowadays, the usage of robots in production services is con-
stantly increasing. This trend extends even to domestic applica-
tions, such as vacuum cleaners and lawnmowers. The expanding 
range of fields where autonomous robots can be employed pre-
sents us with new challenges. Widely known are autonomous 
cars, which are specifically adapted to road environments. How-
ever, off-road areas are much more prevalent on Earth. Tasks 
such as rescue actions, emergency transportation, patrol, and 
exploration in natural disaster areas often occur in regions with 
limited or nonexistent transportation infrastructure. Therefore, 
robust navigation methods that consider travel time constraints 
are crucial for further development in these types of terrains. Path 
planning and obstacle avoidance methods are often based on 
graph algorithms such as A* [22, 1], Dijkstra [14], or D* [20]. The 
path obtained by those methods has to be smoothed before ap-
plying it to a controller [5]. Another approach is to use artificial 
neural networks (ANN) [3, 19, 21, 25]. An alternative way is to use 
optimization methods. Biology-inspired genetic algorithms [10, 7, 
9, 14], ant colony optimization [22], particle swarm optimization 
[24], chicken swarm optimization [6], cuckoo search optimization 
[2], grey wolf algorithm [16], whale optimization algorithm [17]. 
Other noteworthy approaches are potential fields [11] and fuzzy-
based potential fields [4]. An interesting field of path planning are 
methods based on the Dubins path. Worth mentioning are espe-
cially methods using the coverage path planning approach, which 
can be used for both a priori known [12] and unknown [13] envi-
ronments. 

2. 3K METHOD OVERVIEW 

When it comes to avoiding an obstacle, the solution is trivial. 
The robot can ride on its left or right side. The problem becomes 
more complex when there are multiple obstacles. But if we want to 
go from point A to point B as fast as possible, the task becomes 

very complex. When a robot knows only about obstacles in its 
surroundings it does not have enough knowledge to choose the 
best path in the general context. On the other hand, if it follows a 
path, that was found using only previously mapped obstacles, it 
cannot omit a new object in the working area. The 3K method 
combines two strategies: it finds a global path using a priori known 
obstacles from maps and optimizes it under the travel time criteri-
on; then, during the ride, it uses the global path as a set of way-
points and corrects the trajectory by finding a local obstacle-free 
path. These local obstacles are detected autonomously by the 
robot. The local path is also selected under the shortest travel 
time condition. 

The characteristic features of the 3K method in comparison to 
the other ones are obstacles modeled as circles, division of the 
problem to the local and the global scales and introduction of the 
velocity reduction area around obstacles for more precise naviga-
tion in the immediate vicinity of obstacles, especially those not 
known a priori, for safety reasons. 

The main algorithm is presented in Fig. 1. The current robot 
position is considered a start position, while the ordered travel 
point is considered a destination point. At first, the map of a priori 
known obstacles is loaded. Then the global path is found, and the 
travel begins. The robot moves along the sequence of the global 
path waypoints. If at least one obstacle is detected, the local path 
between the current robot position and one of the more distant 
global waypoints is determined, and the robot starts following the 
local path. The local path computation is repeated as long as at 
least one local obstacle is in the robot’s view range. When the 
robot has avoided all the obstacles, it continues following the 
global waypoints. The 3K method ends when the last global way-
point, the destination point, is reached. 

2.1. Map and obstacle models 

The map is modeled in a 2D Cartesian coordinate system. 
This simplification, in relation to the real form of Earth, facilitates 
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its mathematical description and is a good approximation on short 
distances on the planet surface. The map is stored as a list of 
obstacles. It is shown in Fig. 2. 

All obstacles are modeled as circles. In the case of bigger ob-
stacles or those of complex shape, they can be either circum-
scribed by a large circle or covered by multiple smaller ones. Each 
𝑖-th circle 𝑂𝑖 is described by two values: radius 𝑂𝑟,𝑖 [m] and 

center point 𝑂𝐶,𝑖 [m, m] where 𝑂𝐶,𝑖 ∈ 𝐶. The axis of the real part 

is identical to the X axis of the robot-centered coordinate system 
and, similarly, the imaginary part to the Y axis of the robot-
centered coordinate system. The advantage of this model is its 
mathematical simplicity, which allows for easy collision detection.  

Around each obstacle, the velocity reduction area is applied. It 
is the additional circle, in which the velocity of the robot has to be 
reduced to provide better precision of steering when the robot 
moves close to the obstacle. This approach reduces the probabil-
ity of a collision in the case of an error in the obstacle position 
estimation. 

 
Fig. 1. Flowchart of 3K method 

 
Fig. 2. Example of map model 

2.2. Path model 

The path of the global path method is modeled using a B-
spline curve, which is a special case of a NURBS curve (Non-
Uniform Rational B-Spline) [18]. The B-spline has uniformly dis-
tributed knots, unlike the NURBS, in which the knots can be dis-
tributed non-uniformly. The shape of the B-spline is defined by a 
vector of control points and a degree of the curve. The number of 
control points has to be at least greater by one than the curve 
degree. In curves of a higher degree, more control points are 
considered when particular points of the curve are computed. The 
main advantage of the B-spline is its property, that translation of a 
control point of a curve modifies it only to a limited distance from 
the control point (depending on the curve degree). The size of the 
shape modification depends on the distance of the translation. It 
makes the B-spline very well suited to be a model of a path that 
undergoes operations of an optimization algorithm. 

2.3. Collision detection 

A collision between the B-spline and a circle can be detected 
by computing a set of equidistant curve points S and testing, if any 
of them lies inside the currently considered circle (Fig. 3). In the 
case of obstacle avoidance, however, where an optimization 
algorithm is used, the binary information is not enough. A smooth-
er solution is required. Hence, the collision depth is adopted in-
stead. It is computed as follows. Firstly, the closest point 𝑝𝑐 of the 
S set to the obstacle center 𝑂𝐶 is selected. Then the collision 
depth is the difference between the obstacle radius 𝑂𝑟 and the 

distance between the obstacle center 𝑂𝐶 and the 𝑝𝑐 point, divided 
by the radius 𝑂𝑟. Then the collision depth value is always in the 
range [0; 1]. It is shown in Fig. 4 and given by the formula (1). 

𝑚𝑘 =
𝑂𝑟−|𝑂𝑐𝑝𝑐|

𝑂𝑟
, |𝑂𝐶𝑝𝐶| ≤ 𝑂𝑟 , 𝑂𝑟 ≠ 0   (1) 

 
Fig. 3.   Example of collision detection between B-spline and circle-

shaped obstacles 

 
Fig. 4. Visualization of the collision depth 
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3. VELOCITY PROFILER 

To find a path of the shortest travel time, it is necessary to 
know the path travel time itself. To estimate it, the velocity profile 
of a path is needed. The travel, however, has to fulfill certain 
constraints: 

− the robot must not exceed the given maximum velocity, 

− the robot must not exceed the maximum velocity of consid-
ered segment of the path, to secure the robot against skid-
ding, 

− the acceleration must not exceed the maximal acceleration 
value, either set or achievable by the robot, 

− the deceleration, as in the case of the acceleration, must not 
exceed the maximal acceleration value, either set or achieva-
ble by the robot. 
The acceleration and deceleration rate in the 3K method are 

considered as constant in time. The difference between the con-
stant rates and the real ones is negligible because of many other 
factors present in a real environment, which can greatly affect the 
robot during the journey. 

The computation of the velocity profile consists of the follow-
ing steps: 
1. computation of the maximum permissible velocities on all the 

segments of the path (between waypoints) – the maximum ve-
locities profile, 

2. reduction of velocities from the maximum velocities profile in 
such a way that the given acceleration value is maintained, 

3. reduction of velocities from the reduced velocities profile in 
such a way that the given deceleration value is maintained, 

4. computation of the travel time of the individual path segments 
and the total travel time. 
The main factor limiting the robot’s velocity is the friction be-

tween the robot wheels and the ground. The speed must be low 
enough to prevent the robot from getting out of a track due to the 
centrifugal force. The formula for the maximum velocity 𝑣𝑚𝑎𝑥 on 
the particular path segment (4) is derived from the formulae for 
the friction 𝑇 (2) and the centrifugal 𝐹𝑐 (3) forces. The maximum 
velocity is a velocity of the state where both forces are equal, i.e. 
𝑇 = 𝐹𝑐. 

𝑇 = 𝜇𝑁 = 𝜇𝑚𝑔   (2) 

𝐹𝑐 =
𝑚𝑣2

𝑟
   (3) 

𝑣𝑚𝑎𝑥 = √𝜇𝑔𝑟   (4) 

where 𝑚 is the mass of the robot [kg], 𝑔 is standard gravity ac-
celeration [m/s2], 𝑣 - velocity [m/s], 𝑟 - radius of the path segment 
[m]. In the case of a straight segment the maximum velocity is 
infinite, which is in fact the maximum velocity allowed for the robot 
to reach. 

In the velocity reduction steps, the new velocity for the 𝑖 + 1-
th waypoint is computed from the formula (5). The start and the 
end point velocities are set at the beginning of the algorithm and 
are equal to 0. They remain intact during the whole process. 

𝑣𝑖+1 = √2𝑎𝑑𝑖 + 𝑣𝑖
2, 𝑖 ∈ [0, 𝑛 − 2], 𝑎 ≤ 0   (5) 

where 𝑎 - a set acceleration or deceleration [m/s2], 𝑑𝑖 - Euclidean 
distance between 𝑖-th and 𝑖 + 1-th waypoint, 𝑛 - number of way-
points. This formula is derived from the equation (6) [8]. 

𝑣2 = 𝑣0
2 + 2𝑎(𝑥 − 𝑥0)   (6) 

The acceleration and deceleration steps are computed in the 
same manner, although as the deceleration is a reverse operation 
to the acceleration, the reduction process has to proceed from the 
last waypoint to the first one. 

The partial travel times, which mean times between each pair 
of the following waypoints, is computed by formula (8) which is 
derived from (7) [8]. 

(𝑥 − 𝑥0) =
1

2
(𝑣0 + 𝑣)𝑡   (7) 

𝑡𝑖 =
2𝑑𝑖

𝑣𝑖+𝑣𝑖+1
, 𝑖 ∈ [0, 𝑛 − 2]   (8) 

where in (7): 𝑥 - current distance, 𝑥0 - initial distance, 𝑣0 - initial 

velocity, 𝑣 - current velocity, 𝑡 - travel time; in (8): 𝑡𝑖 - travel time 
between 𝑖-th and 𝑖 + 1-th waypoints, 𝑑𝑖 - distance between 𝑖-th 
and 𝑖 + 1-th waypoints, 𝑣𝑖 velocity at 𝑖-th waypoint, 𝑣𝑖+1 velocity 

at 𝑖 + 1-th waypoint, 𝑛 – number of waypoints. 
Total travel time 𝑡𝑐 [s] is a sum of all the partial times (9). 

𝑡𝑐 = ∑ 𝑡𝑖
𝑛−2
𝑖=0    (9) 

4. GLOBAL PATH METHOD 

The global path method is based on a genetic algorithm (GA). 
It is used for finding a collision free path, whose shape is opti-
mized to minimize the travel time. The features of the used GA 
are: 

− roulette parents selection operator, 

− arithmetical non-symmetric crossing operator, 

− population size of 100 individuals, 

− elitism: the best individual of a current generation is trans-
ferred into a next one, 

− mutation operator of low probability and a narrow range of a 
gene value change, 

− a chromosome is a sequence of following B-spline control 
points, 

− control points are defined as complex numbers, 

− optimization takes place under two criteria: collision (obstacle 
avoidance) and travel time. 
The collision criterion is measured with a collision depth value 

which is introduced by the formula (1). It is a sum of the collision 
depths between the considered path and all the obstacles. The 
travel time is computed for the considered path by the velocity 
profiler. Sets of the fitness values, that mean the collision and the 
travel time, of the all individuals are then remapped to a new 
domain [0; 1] separately. Then they are weighted and summed. It 
is shown by the equation (10). 

𝐹 = 𝑀𝑘𝑐𝑚 + 𝑇𝑐𝑝; 𝑐𝑚 + 𝑐𝑝 = 1; 𝑐𝑚, 𝑐𝑝 > 0    (10) 

where F is a vector of the fitness values of the whole population, 
𝑀𝑘 is a vector of the remapped collision criteria, 𝑇 is a vector of 
the remapped travel times, 𝑐𝑚 and 𝑐𝑝 are coefficients of the 

collision criterion and the travel time respectively. 
The initial population is generated by random modifications of 

the curve, that is built of equidistant control points, which are 
located on the straight line between the first and the last control 
point. The first point is equal to the robot start position and the last 
point is equal to the destination point. The robot start position and 
the destination point are converted from the ECEF coordinates 
system to the local coordinates system of the robot. The initial 
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straight line variant of the curve is always included in the initial 
population. The modification range is limited to the area around 
known obstacles. The algorithm stops when the differences be-
tween the individuals become smaller than a set threshold. 

When the algorithm stops, the result path is returned, that 
means the path with the lowest fitness value in the last generation 
of the individuals. Before use, it is converted to a set of the follow-
ing waypoints. 

5. LOCAL PATH METHOD 

The local path is computed in a geometrical way. The general 
idea of the method is presented in the Fig. 5. The map and obsta-
cle models are the same as described in section 2. The method 
looks for a path constructed with two straight line segments be-
tween the local start 𝑃𝑆 and the local destination 𝑃𝐾 points. At 
first, rays, 𝑙𝑠,𝑖 from 𝑃𝑆 and 𝑙𝑘,𝑖 from 𝑃𝐾 , tangent to each obstacle 

are computed. It gives two pairs of the rays for each obstacle. To 
this set, a straight path between 𝑃𝑆 and 𝑃𝐾 points is added. Next, 
the intersection points 𝐷𝑖 between the rays are calculated. This 
process is shown in the Fig. 6. The paths are created from seg-
ments of intersecting rays from the points 𝑃𝑆 and 𝑃𝐾 , which ends 
at their intersection point. Each path is then tested for a collision. 
If it is detected for at least one obstacle, the path is removed from 
the set. 

 
Fig. 5. Flowchart of the local path finding method 

The same process is done for the velocity reduction areas in-
stead of the obstacles. Collisions, however, still are computed for 
the obstacles. 

For the remaining paths, approximate travel times are com-
puted. The approximate travel time 𝑡𝑗 for the 𝑗-th path is de-

scribed by the formula (11). 

𝑡𝑗 =
𝑙𝑗−𝑐𝑗

𝑣𝑚𝑎𝑥
+

𝑐𝑗

𝑣𝑚𝑖𝑛
    (11) 

where 𝑙𝑗 is the length of the 𝑗-th path, 𝑐𝑗 is the sum of the chord 

lengths in the velocity reduction areas i.e. these parts of the path, 
that lie in the circles of the velocity reduction areas, 𝑣𝑚𝑎𝑥 is the 
maximum allowed velocity for the robot, 𝑣𝑚𝑖𝑛 is the maximum 
allowed velocity in the velocity reduction areas. 

When the approximated travel times of every path are known, 
then the path of the shortest time is selected from the set as a 
result path and the local path algorithm ends. 

 
Fig. 6. Visualization of local path computation 

6. ROBOT NAVIGATION METHOD 

The robot navigation method joins the results of the global 
path method (sec. 4) and the local path method (sec. 5). It con-
sists of three layers: movement along the global path, deviation 
from the global path to avoid local obstacles (movement along the 
local path), return to the global path. 

6.1. Movement along the global path 

The global path is set for the algorithm as a sequence of the 
waypoints. The robot sets the course to the following waypoints. 
The current waypoint is changed to the next one, when the dis-
tance between the current waypoint and the robot is shorter than 
the given one. This distance is named point change distance. It is 
often set up to several meters. A shorter distance forces the robot 
to follow the path more strictly, a longer one is less prone to errors 
of losing the path. 

Before beginning, the velocity profile for the global path is 
computed. During the ride, the robot velocity is set to the value 
from the profile that corresponds to the currently selected way-
point. 

6.2. Movement along the local path 

If at least one obstacle is detected, then the local path method 
is used to create a path. The local destination point is set to a 
distant point from the set of not yet reached waypoints. The mini-
mal distance for the selection is set by the robot operator. The 
result is a navigation point, which the robot sets the course to. The 
algorithm is frequently repeated while any obstacles are in sight. 
The robot velocity is set dependently on the local path - if it goes 
through the velocity reduction area (𝑣𝑚𝑎𝑥 (11)) or not (𝑣𝑚𝑖𝑛 (11)). 
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6.3. Return to the global path 

When again no obstacle is detected, the closest global way-
point to the robot is set as the navigation point. The point change 
distance smooths the return to the global path, because of the 
navigation point changing to the next waypoints as the robot 
comes closer to them. 

6.4. Termination 

The algorithm stops along with the robot, when the global des-
tination point is reached within the given accuracy. 

7. SUMMARY 

The 3K method described in the paper divides the path plan-
ning problem into two cases: the global context and the local 
context. Two distinct methods to both global and local path finding 
were developed in order to achieve necessary performance for 
successfully controlling the robot. 

The global method is based on a genetic algorithm, and it us-
es the map of a priori known obstacles to produce a path. The 
local method is based on the geometrical path planning approach 
with numerous simplifications of the problem model. It uses the 
data about the obstacles that are detected during the run. 

The third method was designed to control the robot using data 
obtained from the global and the local path finding methods. It 
leads the robot along the global path, but when an unknown ob-
stacle is found, the local path is used to avoid it. 

The main purpose of the 3K method is to minimize travel time 
of the robot in partially unknown environments. The results of the 
experiments in simulations and in the real world are described in a 
following paper. 
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