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Abstract: This study presents a numerical prediction of the fatigue life of steel panels repaired by a composite patch. The effect of length 
cracks, the stress ratio R and properties of the patch is presented. The obtained results show that the bonded composite repair  
significantly reduces the stress intensity factors at the tip of repaired cracks. The results are in a good agreement with those  
in the literature. The Monte Carlo method is used to predict the distribution function governing crack propagation in fatigue analysis.  
In computing the failure probability of the structure, we consider the statistical uncertainty associated with key variables, along  
with the previously discussed model uncertainty. The results obtained highlight the considerable impact of variations in crack length  
and stress ratio on the distribution function. Notably, uncertainty in these parameters significantly amplifies the probability of structural  
failure in plates, thereby diminishing overall structural durability. 
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1. INTRODUCTION 

Fatigue is a phenomenon where, due to the influence of cy-
clic, repetitive, or fluctuating stresses or strains, there is a trans-
formation in the material's local characteristics, potentially result-
ing in the development of cracks and, eventually, structural failure. 
Accurately predicting fractures and ensuring the reliability of struc-
tures across diverse real-world applications are of utmost im-
portance, considering their significant implications for both eco-
nomic considerations and safety [1].  

The repairing damaged structures by composite patch are ap-
plied in marine structures, in oil and gas industries for the repair of 
corroded pipes and pressure vessels as well as in civil engineer-
ing. Lifetime prediction is necessary for the design of structures 
subjected to fatigue loads, [2, 3]. 

A.A. Baker [4] is credited as the initial trailblazer in these ex-
plorations, which took place at the aeronautical and maritime 
research laboratory of the Royal Australian Air Force. The chal-
lenge of implementing composite patches arises from a complex 
interplay of numerous factors. These factors encompass the 
mechanical characteristics of diverse materials (such as aluminum 
panels, composites, and adhesives), the geometric attributes of 
the composite patch, and the specific loading conditions. 

Several authors have computed the stress intensity factor at 
the crack tip of repairing cracks among them [5 – 14]. These 
researches have shown that, after repair, the stress intensity 
factor exhibits an asymptotic behaviour as the crack length in-
creases. The durability and reliability of structures repaired with 
composite patches depend mainly on the mechanical and thermal 
behavior of the adhesive layer. These are the most essential 
points for studying the causes of failure and the degradation of the 
entire repair [15 – 23]. 

The primary objectives of this investigation are to estimate the 
fatigue life of steel panels that have undergone repair using a 
composite patch and to examine the influence of crack length, the 
stress ratio R, and patch properties. The study employs the Monte 
Carlo method to forecast the distribution function governing crack 
propagation in fatigue. Additionally, the calculation of the structur-
al failure probability takes into consideration both the statistical 
uncertainty associated with fundamental variables and the model 
uncertainty, as previously outlined. 

2. PRESENTATION OF THE MODEL 

2.1. Geometrical of the model 

The basic geometry of the cracked structure considered in this 
study is shown in Fig. 1. Consider a plate with the following di-
mensions: width Wp=100mm and thickness Tp=2mm. The plate is 
subjected to uniaxial tensile following a stress value equal to 100 
MPa for elastic analysis. A central crack of length 2a=6mm per-
pendicular to the loading axis was supposed to exist in the plate. 

This crack is repaired with boron/epoxy and graphite/epoxy 
composites patches. The laminate consists of 11 symmetrical 
plies with a thickness of 0.132mm per ply (Tr=1.452mm), and the 
stacking sequence is as follows [-45°, 0°, 0°, +90°, 0°, 0°, 0°, 0°, 
0°, 0°, +45°]s. With width Wr=99mm.  

The adhesive is used to bond the patch on cracked plate: 
FM73 (tab. 2), Epoxy adhesive. The adhesive thickness Ta is 
taken equal to 0.132mm. 

The boundary conditions are: Ux = Uz = URx = URy = URz = 
0 and Uy ≠ 0. 
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Fig. 1. Geometrical model 

2.2. Elastic properties of the model 

The elastic properties of the HY80 steel plate used for the 
manufacture of gas pipelines and the composite patch are given 
in Table 1, and the adhesive is given in Table 2. 

Tab. 1. Mechanical properties of model studied [24] 

 HY80 steel Boron/epoxy Graphite/epoxy 

EL [MPa] 20.6843x104 20.6843x104 17.2369x104 

ET [MPa] - 19.3053x103 10.3421x103 

GLT [MPa] - 5.17107x103 4.82633x103 

νLT 0.33 0.3 0.31 

νTL - 0.14 0.13 

αL [K-1] - 4.3x10-6 -7x10-7 

αT [K-1] - 1.87x10-5 3.6x10-5 

Tab. 2. Mechanical properties of Adhesive FM-73 [24] 

GLT [MPa] 413.368 

νLT 0.33 

2.3. Theoretical model 

We used a calculation code for studying fatigue crack propa-
gation to predict the fatigue life of metal structures called AF-
GROW. 

The NASGRO model was developed and modified by Maier-
hofera et al. [25] is applied to predict crack propagation. The crack 
propagation equation used by NASGRO is: 

 
𝑑𝑎

𝑑𝑁
= 𝐶 [(

1−𝑓

1−𝑅
) ∆𝐾]

𝑛 (1−
∆𝐾𝑡ℎ
∆𝐾

)
𝑝

(1−
𝐾𝑚𝑎𝑥
𝐾𝑐𝑟

)
𝑞                                              (1) 

where: 

∆𝐾 = 𝐾𝑚𝑎𝑥 − 𝐾𝑜𝑝                                                                    (2) 

𝐾𝑚𝑎𝑥  : maximum stress intensity factor; 

𝐾𝑚𝑎𝑥 = 𝑌𝜎𝑚𝑎𝑥√𝜋𝑎                    (3) 

𝐾𝑜𝑝 : crack opening stress intensity factor corresponds to the 

minimum value; 

𝐾𝑜𝑝 = 𝑌𝜎𝑚𝑖𝑛√𝜋𝑎                     (4) 

𝐾𝑐𝑟  : critical stress intensity factor 

𝐾𝑐𝑟 = 𝑌𝜎𝑐𝑟√𝜋𝑎𝑐𝑟                      (5) 

The function f is:          

𝑓 =
𝐾𝑜𝑝

𝐾𝑚𝑎𝑥
                                (6) 

Tab. 3. NASGRO equation parameters for HY80 steel [24] 

C n p q 

3.0101x10-11 2.5 0.25 0.25 

3. RESULTS AND DISCUSSION 

3.1. Comparison of FEM and analytical results 

Fig.  2  shows  a  comparative  analysis  of  the  stress intensi-
ty factor SIF variation  obtained  from the FEM results, developed 
in this work, and that resulting from an analytical solution (7). The 
stress intensity factor SIF is the only significant parameter, the 
relation between the far applied stress on the plat σ and the stress 
intensity factor KI is as follows: 

𝐾𝐼 = 𝑌𝜎√𝜋𝑎            (7) 

with: 𝑌 = 1.12 

It can be seen, according to Fig. 2 that the presence of the 
patch has a considerable effect on the stress intensity factor SIF 
variation at the crack tip. It shows that the patch repair highly 
decreases the stress intensity factor, the maximum reduction of 
stress intensity factor KI is about to 70% of the crack length 
a=40mm.  

The analytical solution gives a good agreement of the stress 
intensity factor compared with the finite element method. 

 
Fig 2. Variation of the SIF according to the crack length for the cases with 

and without patch for analytical and FEM solution 
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3.2. Effect of the stress ratio R 

In cyclic loading, the stress ratio plays an important role in the 
development of fatigue cracking in healthy and repaired struc-
tures.  

 
Fig. 3.   Illustrates the effect of the variation in crack length as a function 

of   the number of cycles for different value of R 

The study showed that the fatigue life increases for the re-
paired plate compared with the unrepaired one, the cycle of failure 

is double for all stress ratios studied. When the stress ratio R 
increases from 0 to 0.5 the cycle of failure increases because of 
higher stress values (See Fig. 3). 

3.3. Effect of patch properties 

To evaluate the influence of the patch material on crack prop-
agation (initial crack a=3mm) and to highlight the repair process of 
a central crack, we chose two patches, boron/epoxy and graph-
ite/epoxy, with identical geometric shapes and different mechani-
cal properties, to repair a cracked HY80 steel plate. 

Fig. 4 illustrates the effect of the mechanical properties of the 
patch on the variation in crack length as a function of the number 
of cycles without repair and with repair (boron/epoxy and graph-
ite/epoxy). 

For the variation in crack propagation life, for the unrepaired 
and repaired plate with boron/epoxy and graphite/epoxy, for the 
different stress ratios is very distinct, seeing the better properties 
of the composite patches for repair and absorption of the stresses 
that stress the crack head, since these patches improve and 
increase the life of this plate. 

 

 
Fig. 4.   Illustrates the effect of the specimen structure on the variation in crack length as a function of the number of cycles without repair and with repair 

process (boron/epoxy and graphite/epoxy). a) R=0, b) R=0.1, c) R=0.3, b) R=0.5
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4. PROBABILISTIC ANALYSIS 

4.1. Random parameters and fracture response 

The density function is evaluated by using Monte Carlo meth-
od. The basic idea is to draw random samples for the input pa-
rameters, then to compute the mechanical response for each 
sample. we have realised this work by the FORTRAN program, 
response by using Monte Carlo method. To achieve a high accu-
racy of the results, we have carried out 105 simulations. 

Consider a cracked structure with uncertain mechanical and 
geometric characteristics that is subject to random loads. Denote 
by X an N-dimensional random vector with components character-
izing all uncertainties in the system and loading parameters. For 
example, the possible random components are: geometric pa-
rameters, H, W, and L, mechanical parameters, E, υ, ratio R 
varies from 0 to 0.5 and length of cracks a varies from 5 to 30mm: 
All or some of these variables can be modeled as random varia-
bles. Hence, any relevant fracture response, such as the KI and 
(a), may be evaluated by the probability. 

The Monte Carlo method is used to predict the distribution 
function of the mechanical response, the sensitivities of the me-
chanical response are evaluated regarding the uncertainties in the 
design variables. The fundamental concept involves generating 
random samples for the input parameters and subsequently calcu-
lating the mechanical response for each one. As a substantial 
number of Monte Carlo samples are collected, it enables us to 
perform statistical analysis on the response datasets, ultimately 
yielding the probability density function.  

The basic idea is to draw random samples for the input pa-
rameters, then to compute the mechanical response. In order to 
capture the role of the random variables, the sensitivity of the R(x) 
regarding the uncertainties of the input parameters was analysed, 
Table 4. 

Tab. 4.  Random variables and corresponding parameters 

Variable Mean 
Coefficient of variation 

(COV) 

E(MPa) 

υ 

HP(mm) 

WP(mm) 

TP (mm) 

a(mm) 

20.6843.104 

0.3 

100mm 

100mm 

100mm 

20mm 

1% 

1% 

2% 

2% 

2% 

3% 

 Tab. 5.  Mean R(x) and fitting error for probabilistic distributions 

Fitting probability 
density functions 

Average R(x) 
Least square 
fitting error 

Gaussian 2,72474.106 0% 

Tab. 6.  Random variables and corresponding parameters of stress  
intensity factor 

Length of crack (a) Mean Standard deviation 

20 6,88762 3,44381 

4.2. Probabilistic results 

Fig. 5 plots the histograms of the R obtained by Monte Carlo 
simulations. The probability density function PDF is obtained by 
fitting the histogram with theoretical models three distribution laws 
are investigated: Gaussian it can be clearly observed that the 
three distributions give more or less good approximation of the R 
probability density function, with good estimation of the average. 

 
Fig. 5. Histogram and probability density function of R 

Figs. 6 - 7 show the probability density of the ratio R and the 
crack length a. We have noted that when the value of the ratio R 
and the crack length a is large, the value of the probability density 
is low and the failure rate is high.  

It can be seen that the margin increases significantly with the 
uncertainties associated with the ratio R is the crack length a, 
leading to a higher probability of failure.  

Finally, we note that the ratio R and the crack length a, are the 
important factor influencing on the durability of structure. 

 
Fig. 6. Probability density function of R 
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Fig. 7. Probability density function of a 

5. CONCLUSIONS 

The work we have carried out has enabled us to examine the 
influence of patch material properties on the fracture parameter 
values calculated for a plate subjected to tensile stress containing 
a central crack. The qualities of the patch material, the crack 
length and the stress ratio have a direct influence on the fatigue 
life of the structures. 

Fatigue results have shown that increasing the stress ratio in-
creases crack propagation velocity, leading to an increase in the 
values of cycles to fracture. For composite patch-repaired plates, 
an increase in stress ratio leads to a reduction in repair efficiency, 
resulting in an increase in numbers of cycles to fracture. 

The presence of a patch considerably reduces crack propaga-
tion, which can delay the speed of cracking and subsequently 
increase the fatigue life of the structure. The results are in a good 
agreement with those in the literature [26]. The Monte Carlo 
method is used to predict the distribution function of propagation 
of crack in the fatigue.  

The failure probability of the structure was calculated by taking 
into account both the statistical uncertainty on the basic variables 
and the model uncertainty as previously discussed.  

According to the obtained results, we note that the crack 
length variations and the stress ratio are important factors influ-
encing the distribution function.  

Finally, we note that the ratio R and the crack length a, are the 
important factor influencing on the durability of structure. 

List of Symbols 

WP Width of plate [mm] 
TP Thickness of plate [mm] 
σ Stress [MPa] 
a Length of crack [mm] 
Tr Thickness of patch [mm] 
Wr Width of patch [mm] 
Ta Thickness of adhesive [mm] 
EL Longitudinal Young's modulus [N/mm2] 
ET Transverse Young's modulus [N/mm2] 
GLT Shear modulus in XY- plane direction [N/mm2] 
νLT Poisson’s ratio modulus in XY- plane direction 

νTL Poisson’s ratio modulus in YX- plane direction 
αL Longitudinal coefficients of thermal expansion [K-1] 
αT  Transverse coefficients of thermal expansion [K-1 
C, n, p and q Material parameters (see Tab. 3);  
R Stress ratio; 
Kmax Maximum stress intensity factor [MPa.m1/2] 
Kop Crack opening stress intensity factor [MPa.m1/2] 
Kcr Critical stress intensity factor [MPa.m1/2] 
KI  Stress intensity factor [MPa.m1/2] 
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Abstract: The article concerns the modeling of the transverse impact of an impactor (test sample) on the surface of an infinite elastic layer. 
The Laplace transform with respect to time and the Hankel transform with respect to the radius for the axisymmetric case were applied. 
The propagation of elastic waves in the layer and local deformations in the contact zone are taken into account. Impact force, impact time 
and the coefficient of restitution were examined. The results are compared with the elastic half-space. The calculations carried out showed 
that for layer thicknesses of more than five impactor diameters, the layer can be considered as a half-space.  

Key words: collision, impactor, anvil, elastic layer, plate, Hertz’s theory, elastic waves, impact speed, integral transforms 

1. INTRODUCTION 

The purpose of the paper is to analyse the wave phenomena 
occurring during the impact of an impactor (rod, test sample) 
against an anvil (elastic layer) and to develop a method for calcu-
lating the parameters of selected physical quantities occurring in 
the anvil and impactor in the initial post-impact period. The paper 
continues the analysis of modelling of the anvil considered in [1] 
as an elastic half-space.  

Many examples of impact-type transient processes with differ-
ent strain rates can be found in the fields of seismology, earth-
quake engineering, dynamic soil-substrate interactions and terrain 
characterization, aviation, machinery, transportation, civil engi-
neering, agriculture, military applications, mathematical modeling 
of erosion processes, spraying [2-11].  

A study of the transient waves generated in the layer by the 
application of a normal linear and point load with rapid changes in 
time was carried out in papers [7, 10, 12-14]. The Laplace trans-
form with respect to time and the exponential Fourier transform 
with respect to the longitudinal variable for the linear load and the 
Hankel transform due to the radius for the axisymmetric case 
were applied.  

The infinite plate model was formulated in papers [15, 16] as a 
closed form approximation for the initial elastic impact response of 
an isotropic plate. In paper [17] an analytical solution of the Zener 
equation was proposed to predict elastic impact of a sphere on 
the large plate. Energy loss caused by bending wave and motions 
of the sphere and the plate were studied utilising contact force 
history.  

It was later extended to orthotropic plates [18, 19], which was 
used to study the elastic impact of orthotropic composite lami-
nates. In the paper [20], plastic deformation and bending vibra-

tions were taken into account for such a model, a non-linear elas-
tic-plastic model was presented to evaluate the coefficient of 
restitution Rf.  

In paper [21] the authors replaced the nonlinear contact law 
with the linear one to solve Zener model for elastic sphere impacts 
on large, thin plates. They cocnluded that the solution well agree 
for λ*<0.85 and Rf*>0.2 (defined in section 3.2). Such a linearisa-
tion method was utilised to investigate the cotact time [22] and the 
energy sissipation [23]. The effect of elastic waves on elasto-
plastic strain was studied in [24].  

The problem of collision of elastic bodies in terms of their de-
formation has a rich history. Elementary collision theory uses the 
coefficient of restitution Rf as the key parameter to characterise 
the deformation properties of colliding bodies and does not reflect 
the various characteristics of the internal state of bodies [5, 25].  

In practice, the Hertzian impact theory is used to determine 
the stresses occurring during the interaction of two bodies [6]. 

Sears [26] considered the influence of the spherical shape of 
the rod ends on the obtained results. In these studies, he took into 
account both local deformations and wave propagation. This 
approach led to a good agreement of theoretical and experimental 
results and is used in many subsequent works [27, 28].  

The theory of crossbeam impact comes from Timoshenko 
[29].  

Paper [7] presents an overview of the approaches developed 
by the author and his colleagues to study the effect of a blunted 
elastic body on the surface of an elastic medium. Mathematically, 
the problem is generally formulated as a non-stationary mixed 
boundary problem of continuum mechanics, in which the unknown 
contact limit varies in time and space. The process of collision 
between a blunt body and an elastic medium always involves a 
supersonic phase, during which the boundary value problem can 
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be formulated as a non-mixed boundary and thus solved by sim-
pler methods [7, 8, 30]. 

The impact of the supersseismic phase on the collision pro-
cess immediately after the first contact is investigated within the 
framework of Hertz's theory of impacts in [30]. For small values of 
the αA parameter (defined in point 4), the influence of the su-
persseismic state on the course of the impact can be neglected.  

Paper [31] presents a numerical analysis of the plastic target 
plate behaviour evoked by the high-velocity impact of a blunt-
nosed cylindrical rigid projectile. The impact strength of elastic 
bars of variable cross-section was nalysed in [32] to investigate 
the relation between the restitution coefficient and the imacting 
body shape. 

We will consider the collision of an impactor with an elastic 
layer. The study will be carried out under the basic geometrical 
assumptions of Hertzian theory [33] 

We limit ourselves to considering the direct interaction of the 
central bodies, i.e. we assume that they are the resultant of the 
dynamic contact pressures applied to the colliding bodies, di-
rected along a straight line connecting their centers of inertia and 
coinciding with the normal to the compression surface at the point 
of initial contact of the non-deformed the surface of these bodies.  

This simplifying assumption will allow us to consider only one 
component of the displacement of bodies at a point coinciding 
with their point of initial contact. 

2. IMPACT PROBLEM STATEMENT 

Assuming that a heavy body strikes an elastic layer and, at 
the moment of contact, a layer of thickness h has a velocity of V0. 
Under impact, local deformations will occur in the elastic layer and 
in an impact cylinder of radius r0, and, in addition, vibrations of the 
layer are produced. We assume that the friction between the 
contacting surfaces is negligible and that the elastic layer material 
with Young's modulus E and Poisson's ratio 𝜈 does not undergo 
plastic deformation or cracking. 

The assumption of elastic behaviour of the metal layer (anvil) 
can be extended to the case of real processes where there is only 
local plastic deformation in the material, limited by the proximity of 
the initial point of contact; moreover, the energy required to pro-
duce a residual indentation is only a small fraction of the initial 
kinetic energy [34]. 

Continuing with the contact between the impactor and the lay-
er, the displacements of the impactor will consist of a part de-
pendent on the local compression and a part determined by the 
dynamic deflections of the layer. As is known, the dynamic deflec-
tions of the layer satisfy the differential equations [10]. 

2.1. Mathematical model of the elastic layer 

A point source gives rise to volumetric longitudinal (P) and 
shear (S) waves, Rayleigh-Lamb waves and Rayleigh (R) waves. 
In [35], Lamb considered the problems of wave propagation in an 
isotropic elastic layer.  

Let us consider in a cylindrical coordinate system (𝑟, 𝜃, 𝑧) a 

layer (0 ≤ 𝑧 < ℎ), where r – radial and z – axial coordinates; θ –
 angular coordinate (Fig. 1). The medium is assumed to be homo-
geneous and isotropic. Axially symmetric non-stationary loads 
depending on position and time act on the surface p(r, t) with 
relative spatial distribution Z(r) and the resultant P(t); i.e. 

p(r, t) = Z(r)P(t)  in time  t > 0. As a result of this action, there is a 
vector field of displacement in the structure 𝑈 ≡ (𝑢, 0, 𝑤), where 
u, w are the components of the displacement vector on the axis, 
r, z respectively. 

An elastic layer is characterized by the velocities of longitudi-

nal (P) c1 and shear (S) c2 waves or the Lame constants λ, , and 

density , which are related by c1=((λ+2)/)1/2, c2=(/)1/2. 
On the free surface of the medium, stresses 𝜎𝑧𝑟 , 𝜎𝑧𝜃 , 𝜎𝑧𝑧 are 

either converted to zero or take values corresponding to a given 
limit load.  

We assume that the medium is at rest and at the initial mo-
ment t = 0 the axisymmetric disturbance source starts to act 
p(r, t)=Z(r)P(t).  

As a rule, the forces arising during an impact P(t) (impact 
force) are not known in advance, they must be determined in the 
problem-solving process, and only in some cases can they be 
considered predetermined. 

The discussed issue boils down to solving Lamé displacement 
equations in a cylindrical coordinate system [10, 12]:  

 
Fig. 1. Physical model of an anvil (elastic layer) with a surface area load  

 with  r0  radius 

(𝜆 + 2) (
∂2𝑢

∂𝑟2 +
1

𝑟

∂𝑢

∂𝑟
−

𝑢

𝑟2
) + 

∂2𝑢

∂𝑧2 + (𝜆 + )
∂2𝑤

∂𝑟 ∂𝑧
= 𝜌

∂2𝑢

∂𝑡2 , 

(𝜆 + ) (
∂2𝑢

∂𝑟 ∂𝑧
+

1

𝑟

∂𝑢

∂𝑟
) +  (

∂2𝑤

∂𝑟2
+

1

𝑟

∂𝑤

∂𝑟
) + (𝜆 + 2)

∂2𝑤

∂𝑧2
= 𝜌

∂2𝑤

∂𝑡2
,  

0 ≤ 𝑟 < ∞,  0 ≤ 𝑧 ≤ ℎ,  𝑡 ≥ 0  (1) 

at boundary conditions:   

𝜎𝑧𝑧(𝑟, 0, 𝑡) = −𝑝(𝑟, 𝑡) = −𝑍(𝑟)𝑃(𝑡), 0 ≤ 𝑟 < ∞ , 𝑡 ≥ 0  (2) 

𝜎𝑟𝑧(𝑟, 0, 𝑡) = 0,  0 ≤ 𝑟 < ∞ , 𝑡 ≥ 0  (3) 

𝜎𝑧𝑧(𝑟, ℎ, 𝑡) = 0,  𝜎𝑟𝑧(𝑟, ℎ, 𝑡) = 0,  0 ≤ 𝑟 < ∞ , 𝑡 ≥ 0  (4) 

and the initial conditions t = 0 [10]: 

𝑢 = 0,
𝜕𝑢

𝜕𝑡
= 0,   𝑤 = 0,

𝜕𝑤

𝜕𝑡
= 0,  0 ≤ 𝑟 < ∞, 0 ≤ 𝑧 ≤ ℎ  (5) 

p(r, t) is the contact pressure distributed over the contact area 
ω(t). Due to the axis of symmetry, ω(t) is a circle with a radius a(t). 
We assume that the contact area does not change with time and 
from the beginning the radius is equal to r0. 

We will consider the sources 𝑍(𝑟) on the surface for which the 
following condition is met 

2𝜋 ∫ 𝑍(𝑟)𝑃(𝑡)𝑟𝑑𝑟
∞

0
= 𝑃(𝑡),   (6) 

where [6]  

𝑍(𝑟) =
1

𝜋𝑟0
2

3

2
√(1 −

𝑟2

𝑟0
2) 𝐻 (1 −

𝑟2

𝑟0
2).  (7) 

where H(t) Heaviside function: H(t) = 0 for t < 0, H(t) = 1 for t  0. 
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For comparison, we will model the anvil as an elastic plate.  In 
this analysis of the response of large plates to localised impulse 
forces, we will use the usual approximate theory of thin plates. 
This theory assumes that the radius of curvature of the plate is 
everywhere large compared to its thickness, and that the angle 
between the plate and the original plane is everywhere small. 
From this approximate theory it follows that the displacement 
w*(0,t) of the point of application is proportional to the impulse P(t) 
[15]  

𝑤∗ = 𝛼∗ ∫ 𝑃(𝑡′)
𝑡

0
𝑑𝑡′  (8) 

with 

𝛼∗ = √
3𝜌(1−𝜈2)

𝐸

1

16𝜌(ℎ∗)2 ,  

where h* is the half-thickness of the plate. The displacement w* 
refers strictly to the displacement of the centre plane of the plate. 

2.2. Mathematical model of the impactor hitting the layer 

In the study of the response of the layer to impact, the system 
of equations describing the behaviour of waves in the layer inte-
grates simultaneously with the equation of motion of the impactor 
and the condition of compliance of displacements. The last one 
takes into account a contact approximation of a sample with mass 
m1 and layer. One of the ends of the cylindrical rod is hemispheri-
cal. We will consider that for the considered impact of the im-
pactor, the contact approximation can be determined based on 
the solution to the dynamic problem of Hertz for pressing a ball 
into an elastic half-space [6]. 

Let us denote, after S.P. Timoshenko [29], the total displace-
ment of the hitting body (impactor) from the start of the impact as 
W(t), and local compression as αH. Then, of course [19, 29]  

𝑊 = 𝛼𝐻 + 𝑤   (9) 

where w = w(0, 0, t) deflection of the elastic layer surface under 
the impactor. The displacement W(t) satisfies the differential 
equation of motion 

𝑚1
𝑑2𝑊(𝑡)

𝑑𝑡2 = −𝑃(𝑡)   (10) 

under initial conditions: 

𝑊(0) = 0, 
𝑑𝑊

𝑑𝑡
= 𝑉0,  𝑡 = 0   (11) 

here P(t) is the resultant of the contact pressure. 
In the following part, we assume that 

𝑚1

𝑃

𝜕2𝑤𝑒

𝜕𝑡2 ≪ 1   (12) 

where 𝑤𝑒(𝑟, 𝑧, 𝑡) characterizes the relative displacement of the 
sample elements due to its deformation. 

3. SOLUTION METHOD 

3.1. Key dependencies for the flexible layer 

In this article, the approach [10] was used to find the stress-
strain state of an elastic layer with a thickness h. Applying the 
Laplace and Hankel transformations to equations (1) and taking 

into account uniform initial conditions (5), we obtain linear differen-
tial equations with respect to the variable z. Since the solution to 
these equations depends on four unknowns, they can be found 
using the four boundary conditions (2)-(4). Using the inverse 
Laplace and Hankel transformations, we obtain the desired rela-
tionships. The displacements u, w and stresses can be expressed 
by the Duhamel integral 

{𝑢(𝑟, 𝑧, 𝑡), 𝑤(𝑟, 𝑧, 𝑡)} = ∫ {𝑢𝛿
𝑡

0
(𝑟, 𝑧, 𝑡 − 𝑡′), 𝑤𝛿(𝑟, 𝑧, 𝑡 − 𝑡′)} ∙  

𝑃(𝑡′)𝑑𝑡′ = {𝑢𝛿(𝑟, 𝑧, 𝑡), 𝑤𝛿(𝑟, 𝑧, 𝑡)} ∗ 𝑃(𝑡)   (13) 

{𝜎𝑧𝑧, 𝜎𝑟𝑟 , 𝜎𝜃𝜃 , 𝜎𝑟𝑧} = {𝜎𝑧𝑧,𝛿 , 𝜎𝑟𝑟,𝛿 , 𝜎𝜃𝜃,𝛿 , 𝜎𝑟𝑧,𝛿} ∗ 𝑃(𝑡)   (14) 

where 𝑢𝛿(𝑟, 𝑧, 𝑡), 𝑤𝛿(𝑟, 𝑧, 𝑡) are solutions to problem (1)-(6) for 
the impulse function P(t) = δ(t): δ(t) = ∞ for t = 0, δ(t) = 0 for t ≠ 0 
and 

∫ 𝛿(𝑡)𝑑𝑡
+∞

−∞
= 1 .   (15) 

Applying the Laplace and Hankel integral transformations to the 
considered problem (1) - (6) [10] e.g. for displacement 𝑤𝛿(𝑟, 𝑧, 𝑡) 

𝑤𝛿
𝐿(𝑟, 𝑧, 𝑠) = ∫ 𝑤𝛿(𝑟, 𝑧, 𝑡)𝑒−𝑠𝑡𝑑𝑡

∞

0
    (16) 

𝑤𝛿
𝐿𝐻(𝑘, 𝑧, 𝑠) = ∫ 𝑤𝛿

𝐿(𝑟, 𝑧, 𝑠)𝑟𝐽0(𝑘𝑟)𝑑𝑟
∞

0
    (17) 

we get a solution to the problem of the following form [36]: 

{𝑢𝛿 , 𝑤𝛿} =
1

2𝜋𝑖
∫ {𝑢𝛿

𝐿 , 𝑤𝛿
𝐿}𝑒𝑠𝑡𝑑𝑠

𝑐0+𝑖∞

𝑐0−𝑖∞
    (18) 

{𝜎𝑧𝑧,𝛿 , 𝜎𝑟𝑟,𝛿 , 𝜎𝑟𝑧,𝛿} =
1

2𝜋𝑖
∫ {𝜎𝑧𝑧,𝛿

𝐿 , 𝜎𝑟𝑟,𝛿
𝐿 , 𝜎𝑟𝑧,𝛿

𝐿 }𝑒𝑠𝑡𝑑𝑠
𝑐0+𝑖∞

𝑐0−𝑖∞
   (19) 

where: 

{𝑤𝛿
𝐿 , 𝜎𝑧𝑧,𝛿

𝐿 } = ∫ {𝑤𝛿
𝐿𝐻 , 𝜎𝑧𝑧,𝛿

𝐿𝐻 }𝑍𝐻(𝑘)𝑘𝐽0(𝑘𝑟)𝑑𝑘
∞

0
   (20) 

{𝑢𝛿
𝐿 , 𝜎𝑟𝑧,𝛿

𝐿 } = ∫ {𝑢𝛿
𝐿𝐻 , 𝜎𝑟𝑧,𝛿

𝐿𝐻 }𝑍𝐻(𝑘)𝑘𝐽1(𝑘𝑟)𝑑𝑘
∞

0
    (21) 

𝜎𝑟𝑟,𝛿
𝐿 = ∫ 𝜎𝑟𝑟,𝛿

𝐿𝐻0𝑍𝐻𝑘𝐽0(𝑘𝑟)𝑑𝑘
∞

0
+

1

𝑟
∫ 𝜎𝑟𝑟,𝛿

𝐿𝐻1𝑍𝐻𝑘𝐽1(𝑘𝑟)𝑑𝑘
∞

0
    (22) 

𝐽𝑛(𝑘𝑟) is a Bessel function of the first kind of order n (n = 0, 1, …), 
k is positive parameter, c0 is a real number so that the contour 
path of integration is in the region of convergence of uδLH(k,z,s), 
wδLH(k,z,s). 

Integral expressions in (18)-(22) marked with "LH" have the 
following form  

𝑢𝛿
𝐿𝐻(𝑘, 𝑧, 𝑠) = −(𝐷1𝑘 ch(𝛼1𝑧) + 𝐷2𝑘 

sh(𝛼1𝑧)

𝛼1
+ 𝐷3 𝛼2

2 sh(𝛼2𝑧)

𝛼2
+

𝐷4 ch(𝛼2𝑧))    (23) 

𝑤𝛿
𝐿𝐻(𝑘, 𝑧, 𝑠) = (𝐷1𝛼1

2 sh(𝛼1𝑧)

𝛼1
+ 𝐷2ch(𝛼1𝑧) + 𝐷3𝑘ch(𝛼2𝑧) +

𝐷4𝑘 
sh(𝛼2𝑧)

𝛼2
)    (24) 

𝜎𝑧𝑧,𝛿
𝐿𝐻 (𝑘, 𝑧, 𝑠) = 𝜇(𝐷1𝛾 ch(𝛼1𝑧) + 𝐷2γ 

sh(𝛼1𝑧)

𝛼1
+ 𝐷32𝑘𝛼2

2 sh(𝛼2𝑧)

𝛼2
+

𝐷4 2𝑘ch(𝛼2𝑧)) ,   (25) 

𝜎𝑟𝑧,𝛿
𝐿𝐻 (𝑘, 𝑧, 𝑠) = −𝜇(𝐷12𝑘𝛼1

2 sh(𝛼1𝑧)

𝛼1
+ 𝐷22𝑘 ch(𝛼1𝑧) +

𝐷3𝛾 ch(𝛼2𝑧) + 𝐷4 γ
sh(𝛼2𝑧)

𝛼2
) ,   (26) 

𝜎𝑟𝑟,𝛿
𝐿𝐻0(𝑘, 𝑧, 𝑠) = −(𝐷1(𝑘2(𝜆 + 2𝜇) − 𝛼1

2λ)ch(𝛼1𝑧) +

𝐷2(𝑘2(𝜆 + 2𝜇) − 𝛼1
2𝜆) 

sh(𝛼1𝑧)

𝛼1
+ 2𝐷3𝑘𝛼2

2 𝜇 
sh(𝛼2𝑧)

𝛼2
+

𝐷42𝑘𝜇 ch(𝛼2𝑧))    (27) 

𝜎𝑟𝑟,𝛿
𝐿𝐻1(𝑘, 𝑧, 𝑠) = 2𝜇(𝐷1𝑘ch(𝛼1𝑧) + 𝐷2𝑘

sh(𝛼1𝑧)

𝛼1
+ 𝐷3𝛼2

2   
sh(𝛼2𝑧)

𝛼2
+

𝐷4 ch(𝛼2𝑧)) ,   (28) 
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𝜎𝜃𝜃,𝛿
𝐿𝐻0(𝑘, 𝑧, 𝑠) = 𝜆𝑎2s2(𝐷1ch(𝛼1𝑧) + 𝐷2

sh(𝛼1𝑧)

𝛼1
)    (29) 

𝜎𝜃𝜃,𝛿
𝐿𝐻1(𝑘, 𝑧, 𝑠) = −2𝜇(𝐷1𝑘ch(𝛼1𝑧) + 𝐷2𝑘

sh(𝛼1𝑧)

𝛼1
+

𝐷3𝛼2
2   

sh(𝛼2𝑧)

𝛼2
+ 𝐷4 ch(𝛼2𝑧)) , 

𝐷1 = −𝑍𝐻𝛾(8𝑘2(1 − 𝐶1𝐶2) + 2𝛾2𝑆1𝑆2)/𝐷, 

𝐷2 = −𝑍𝐻2𝛾(4𝑘2𝛼1
2𝑆1𝐶2 − 𝛾2𝐶1𝑆2)/𝐷 , 

𝐷3 = 𝑍𝐻4𝑘(4𝑘2𝛼1
2𝑆1𝐶2 − 𝛾2𝐶1𝑆2)/𝐷 , 

𝐷4 = −𝑍𝐻4𝑘(𝛾2(1 − 𝐶1𝐶2) + 4𝑘2𝛼1
2𝛼2

2𝑆1𝑆2)/𝐷,  

𝐷(𝑘, 𝑠) = 2𝜇{8𝑘2𝛾2(1 − 𝐶1𝐶2) + (𝛾4 + (4𝑘2𝛼1𝛼2)2)𝑆1𝑆2}, 

𝛾 = 2𝑘2 + 𝑐2
−2𝑠2,   (30) 

𝐶𝑗 = ch(ℎ𝛼𝑗),  𝑆𝑗 =
sh(ℎ𝛼𝑗)

𝛼𝑗
, 𝛼𝑗 = √𝑘2 + 𝑐𝑗

−2𝑠2, j = 1,2   (31) 

Hankel transform ZH(k) of the Z(r) source on the surface (7) 

𝑍𝐻(𝑘) =
3(sin (𝑟0𝑘)−𝑟0𝑘cos (𝑟0𝑘))

2𝜋𝑟0
3𝑘3

  (32) 

Analysis of the elements of the characteristic equation D(k, 
s)=0 was carried out for example in [37]. 

In order to receive the function 𝑤𝛿(0,0, 𝑡) for the initial mo-
ment 𝑡 → 0 we find the properties of the Laplace transform for 
𝑠 → ∞   

𝑤𝛿
𝐿𝐻(𝑘, 𝑧, 𝑠) =

𝑐2
2𝑒

−
𝑧𝑠
𝑐1

𝜇𝑐1
(

1

𝑠
−

𝑐1𝑧𝑘2

2𝑠2
+ ⋯ ) −

2𝑐2
4𝑘2𝑒

−
𝑧𝑠
𝑐2

𝜇𝑐1𝑠3
 .   (33) 

In the initial moment we get 

𝑤𝛿(0,0, 𝑡) =
𝑐2

2

𝜇𝑐1
𝐻(𝑡)𝑍(0), 𝑡 → 0   (34) 

𝜎𝑧𝑧,𝛿(0, 𝑧, 𝑡) = −𝛿(𝑡 − 𝑧/𝑐1)𝑍(0), 𝑡 − 𝑧/𝑐1 → 0   (35) 

Asymptotics (35) shows that for the calculation of stresses  it 
is better to use 

𝜎𝑧𝑧(𝑟, 𝑧, 𝑡) = ∫ 𝜎𝑧𝑧,𝐻(𝑟, 𝑧, 𝑡 − 𝑡′)
𝑑

𝑑𝑡′
𝑃(𝑡′)𝑑𝑡′

𝑡

0
    (36) 

where 𝜎𝑧𝑧,𝐻(𝑘, 𝑧, 𝑠) = 𝜎𝑧𝑧,𝛿(𝑘, 𝑧, 𝑠)/𝑠.  

The calculations of the inverse integral Laplace and Hankel 
transformations were performed in the same way as in the papers 
[36,38]. 

3.2. Solution method for the impactor 

Integrating the equation (10) using the Laplace transform and 
the initial conditions (11), we obtain 

𝑊(𝑡) = 𝑉0𝑡 −
1

𝑚1
∫ (𝑡 − 𝑡′)𝑃(𝑡′)𝑑𝑡′

𝑡

0
    (37) 

On the other hand, according to the theory of Hertz [6], we 
can assume  

𝛼𝐻 = (𝑃/𝐾)2/3 = 𝑘0𝑃2/3  or  𝑃 = 𝐾𝛼𝐻
3/2

   (38) 

where K is determined from the equation [6] 

𝐾 =
4𝐸∗√𝑟0

3
 , 𝑘0 = 𝐾−2/3 ,  

1

𝐸∗ =
1−𝜈1

2

𝐸1

+
1−𝜈2

𝐸
   (39) 

Taking (9), (37), (38) into account, we obtain the equation  

𝑉0𝑡 −
1

𝑚1
∫ (𝑡 − 𝑡′)𝑃(𝑡′)𝑑𝑡′

𝑡

0
= 𝑘0𝑃(𝑡)2/3 + 𝑤(0,0, 𝑡)   (40) 

At the moment of time t = tn = nt, n = 0, 1, 2, … , 𝛥𝑡 integra-
tion time is assumed to take place 

𝑉0𝑡𝑛 −
1

𝑚1
∫ (𝑡𝑛 − 𝑡′)𝑃(𝑡′)𝑑𝑡′

𝑡𝑛

0
= 𝑘0𝑃(𝑡𝑛)2/3 + 𝑤𝑛    (41) 

where wn = w(0,0,tn - 1). 
In the initial moment t = 0 (n = 0), sample displacement W = 0, 

displacement of half-space w = 0, sample speed v = V0. 
In moment t = t1 (n = 1), sample displacement W(t1)= 

W1=V0 t1, deflection of half-space w(0,0,t0) = w1 = 0, impact force 
(pressure) P(t1) = P1 =K (W1–w1)3/2, acceleration of the sample 
a1 = – P1/m1, sample speed v(t1) = v1 =V0. 

In the time moment t = t2 (n = 2), sample displacement 

W(t2) = W2 = W1 + v1 t + a1(t)2/2, deflection of layer 
w(0,0,t1) = w2, impact force (pressure) P(t2) = P2 = K (W2–w2)3/2, 
acceleration of the sample a2 = – P2/m1, sample speed 

v(t2) = v2 = v1 + a1t . 
The further course of the calculations is obvious. Let us write 

directly the formulas related to the nth stage: 

𝑊(𝑡𝑛) = 𝑊𝑛 = 𝑊𝑛−1 + 𝑣𝑛−1∆𝑡 + 𝑎𝑛−1(∆𝑡)2/2    (42) 

𝑤𝑛 = ∆𝑡 ∑ 𝑤𝛿(0,0, 𝑡𝑛−1−𝑡𝑚)𝑛−2
𝑚=1 𝑃𝑚 +

∆𝑡

2
𝑤𝛿(0,0,0)𝑃𝑛−1   (43) 

𝑃(𝑡𝑛) = 𝑃𝑛 = 𝐾(𝑊𝑛– 𝑤𝑛)3/2    (44) 

𝑎𝑛 = −𝑃𝑛/𝑚1    (45) 

𝑣(𝑡𝑛) = 𝑣𝑛 = 𝑣𝑛−1 + 𝑎𝑛−1∆𝑡    (46) 

For the impactor impact issue with a 2h* thick plate, the con-
tact condition will be [19, 29]  

𝑊 = 𝛼𝐻 + 𝑤∗    (47) 

We can therefore obtain a single equation for only one dependent 
variable αH by differentiating equation (8) twice with respect to 
time and then subtracting this equation from equation (10). Taking 
into account condition (47), the following equation is obtained [15]: 

𝑑2𝛼𝐻

𝑑𝑡2 +
1

𝑚1
𝑃(𝛼𝐻) + 𝛼∗ 𝑑

𝑑𝑡
𝑃(𝛼𝐻) = 0   (48) 

The non-linear differential equation proposed by Zener [15] is 
transformed to provide a solution by simplifying the Hertzian force 
P as a function of local compression αH . Thus, equation (48) is 
rewritten as 

𝑑2𝛼𝐻

𝑑𝑡2 +
1

𝑚1
𝐾𝛼𝐻

3/2 +
3

2
𝛼∗𝐾𝛼𝐻

1/2 𝑑𝛼𝐻

𝑑𝑡
= 0   (49) 

under initial conditions: 

𝛼𝐻(0) = 0, 
𝑑𝛼𝐻

𝑑𝑡
= 𝑉0,  𝑡 = 0   (50) 

A problem formulated in this way can be transformed into a 
dimensionless form 

𝑑2𝛼

𝑑𝜏2 + 𝛼3/2  +
3

2
𝜆∗𝛼1/2 𝑑𝛼

𝑑𝜏
= 0   (51) 

under initial conditions: 

𝛼(0) = 0, 
𝑑𝛼

𝑑𝜏
= 1,  𝜏 = 0   (52) 

where  = H / (TV0) ,   = t / T , T = (m1)2/5V0-1/5K-2/5 . 

𝜆∗ = 𝛼∗𝐾𝑉0
1/2

𝑇3/2.   (53) 
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By solving the problem (51), (52) the semi-imperial formula for 
the coefficient of restitution was derived Rf* [15] as a function of 
inelasticity parametr λ*  

𝑅𝑓
∗ = exp (−1.7191𝜆∗).   (54) 

4. NUMERICAL RESULTS 

A numerical analysis of the collision of a copper test sample 
with a steel anvil was carried out [1]. The parameters are given in 
Tab. 1. The mass of the tested sample m1 = 0.0122 kg, sample 
radius r0 = 0.004 m, collision speed V0 = 10 m s-1 i V0 = 100 m s-1.  

For the problem under consideration [39], the A = 

(πr03/m1)1/2(V0/c1)3/2 = 0.78510-3  parameter was calculated. Due 
to the low value of αA, the influence of the super-seismic state on 
the course of the impact can be neglected as a whole.  

Tab. 1. Mechanical properties of steel and copper 

Properties copper steel 

Longitudinal wave speed c1 [m s-1] 4597 5994 

Shear wave speed c2
 [m s-1] 2263 3204 

Density  [kg m-3] 8960 7830 

Coefficient  λ [GPa] 97.53 120.6 

Shear modulus of elasticity G,  [GPa] 45.9 80.4 

Poisson number  [-] 0.34 0.3 

Young's module E [GPa] 123 209 

Yield point Ry [MPa] 57 1000 

Tensile strength Rm [MPa] 227 1200 

Figures 2-5 show the time courses of the impactor character-
istics during impact. It can be seen that, initially, the force acting 
on the impactor P(t) during impact increases and reaches a max-
imum of Pmax at tmax, Pmax = P(tmax).  

 
Fig. 2. Variation in impact force P over time for impact velocity  

 V0 = 10 m s-1 

A graph of the P(t) relationship is shown in Figure 2 for differ-
ent layer thicknesses. Impact velocity V0=10 m s-1. As the layer 
thickness increases, the values of Pmax and tmax and for thickness 
h above 10 r0 the layer can be regarded as a half-space. Time of 

the event ts decreases with increasing layer thickness, P(ts) = 0. In 
case of impactor collision with an elastic body tmax is less than half 
the impact time ts. The sudden decrease of the impact force value 
observed in the figures is attributed to plasticity of the impact [40] 
and contact adhesion [41,42]. 

Figure 3 shows the change in impact force on the impactor P 
over time during a Hertz impact for an impact velocity of 
V0=100 m s-1. An increase in impact velocity leads to an increase 
in the maximum value of the interaction force Pmax and reducing 
the impact time ts  and tmax . Qualitatively, the P runs have the 
same appearance. The quantitative values of the impact parame-
ters are given in Tables 1 and 2 respectively for the impact veloci-
ty V0=10 m s-1 and V0=100 m s-1.  

 
Fig. 3. Time variation of force on impactor P during Hertz impact for  

 velocity V0=100 m s-1. 

 

Fig. 4. Variation of the impactor velocity v in time during a Hertzian  
  impact for the velocity V0=10 m s-1 

Figures 4 and 5 show the velocity of the impactor v(t) under 
impact with a layer of different thicknesses at different initial veloc-
ities. The velocity of the bumper decreases due to the force P(t) to 
zero at a time greater than tmax, so it changes sign and reaches 
Vs=v(ts) at time ts. The rebound velocity of the impactor will be 
used to calculate the coefficient of restitution Rf = Vs/V0. 
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The numerical values of Rf are shown in Tables 2 and 3. This 
coefficient is the ratio of the velocity of the body after impact v(ts) 
to the velocity just before impact V0. As the thickness of the layer 
increases, the rebound velocity Vs increases and for thickness h 
above 10 r0 the rebound velocity equals the rebound velocity from 
the elastic half-space.  

 
Fig. 5. Change of the impactor speed v in time during a Hertzian impact  

 for the collision velocity V0=100 m s-1 

 
Fig. 6. Change of half-space deflection w in time during a Hertzian impact  

 for the collision velocity V0=10 m s-1 

In Figures 6 and 7 the displacement of the surface of the layer 
w(t)=w(0,0,t) of different thickness during collision with the im-
pactor at different initial speeds V0  = 10 m s-1 and 100 m s-1 is 
shown. The displacement w(t) for a small layer thickness (h = r0) 
increases with time and reaches the greatest significance for t = ts. 
Increasing the layer thickness causes the appearance of a maxi-
mum in the w(t) relationship. An increase in the initial velocity 
causes an increase in the deflection of the layer at the collision 
point. Qualitatively, the deflections have the same appearance. 

Numerical parameter values presented in Tables 2 and 3. Col-

lision time ts decreases with increasing layer thickness from 46 s 

for thickness h = r0  = 4 mm to 40.20 s for thickness h = 10 r0 
(see the first row of Tab. 2). A tenfold increase in the collision 

speed leads to the collision time ts decreasing with increasing 

layer thickness from 34.30 s to 26.72 s (see the first row of 
Tab. 3). For such a speed, the duration of the collision ts is too 
long to see the moments of arrival of the longitudinal P wave, 
transverse S wave and Rayleigh R wave. For a thickness h = 5 r0, 
the time of collision with the layer does not differ from the time of 
collision with the elastic half-space.  

 
Fig. 7. Change of half-space deflection w in time during a Hertzian impact  

 for collision velocity V0=100 m s-1 

Tab. 2.  Parameters of collision of the sample with a plate of thickness h 
for V0 = 10 m s-1 

 h = 1 r0 h = 2 r0 h = 5 r0 h =10 r0 h =  

ts [s] 46.00 41.00 40.20 40.20 40.4 

t*s [s] 46.5 40.8 39.8 39.6 40.8 

tmax [s] 17.00 19.00 20.00 20.02 20.02 

t*max [s] 16.7 19.00 19.65 19.5 19.65 

Pmax [kN] 6.856 9.639 10.83 10.98 11.00 

P*max [kN] 6.812 9.7345 10.048 11.26 11.32 

Vs=v(ts) [m s-1] 3.44 7.68 9.65 9.98 10.0 

Rf = Vs/V0[-] 0.344 0.768 0.965 0.998 1.00 

λ* [-] (53) 0.6330 0.1582 0.025 0.0063 0.0016 

R*f  [-] (54) 0.3368 0.7618 0.9574 0.9892 0.9973 

Ea [mJ] 538 250 42.0 2.44 0.00 

Tab. 3.  Parameters of collision of the sample with a plate of thickness h 
for V0 = 100 m s-1 

 h = 1 r0 h = 2 r0 h = 5 r0 h =10 r0 h =  

ts [s] 34.3 27.40 26.72 26.72 27.0 

t*s [s] 34.05 26.3 25.1 24.5 24.98 

tmax [s] 10.08 12.16 13.12 13.28 13.28 

t*max [s] 10.00 11.75 12.4 12.5 12.5 

Pmax [kN] 86.9 134.3 158.8 161.5 161.5 

P*max [kN] 87.28 142.45 172.3 177.8 179. 

Vs=v(ts) [ms-1] 17.67 65.67 93.52 98.65 99.13 

Rf = Vs/V0[-] 0.177 0.657 0.935 0.986 0.991 

λ* [-] (53) 1.0032 0.2508 0.0401 0.0100 0.0025 

Rf* [-] (54) 0.1782 0.6498 0.9333 0.9829 0.9957 

Ea [J] 59.1 34.7 7.65 1.64 1.06 
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Analysis of the numerical values of Pmax indicates that there is 
an increase from 6.856 kN to 10.98 kN with increasing layer thick-
ness for an impact velocity of 10 m s-1 and from 86.9 to 161.5 for 
V0 = 100 m s-1. We can also conclude that for layer thicknesses 
above h = 5 r0, the maximum value of the impactor force Pmax to 
the third significant digit does not differ from this value for the half-
space. 

The rebound velocity Vs = v(ts) increases from 3.44 m s-1 for 
layer thickness h = r0 to 9.98 m s-1 for h = 10 r0, initial velocity V0 = 
10 m s-1. For the initial velocity V0 = 100 m s-1, the rebound veloci-
ty increases from Vs = 17.67 m s-1 for the layer h = r0 to the value 
of 98.65 m s-1 for the layer with a thickness h = 10 r0. Fig. 8 shows 
the values of the restitution coefficient Rf = Vs/V0 as a function of 
the ratio of the layer thickness to the impactor diameter (h / r0) for 
the impact speed V0 = 10 m s-1 and V0 = 100 m s-1. As you can 
see from this figure, the coefficient of restitution increases and 
strive for the value of the coefficient of restitution for the elastic 
half-space.  

 
Fig. 8. Dependence of the coefficient of restitution Rf on the   

 dimensionless parameter  h / r0 for collision velocities V0=10 m s-1   
 and V0=100 m s-1 

The last rows in Tables 2-3 present the absorption energy Ea. 
The conversion of kinetic energy is transformed into strain energy 
resulting from deformation 

𝐸𝑎 =
𝑚1𝑉0

2

2
−

𝑚1𝑉𝑠
2

2
    (55) 

Research has shown that thin layers have the best ability to 
absorb energy. The deformation energy at impact decreases as 
the collision speed increases. 

Tables 2 and 3 show the corresponding kinematic and dynam-
ic values (marked with an asterisk) calculated according to solving 
problem (49), (50) (Zener model [15]) taking into account (8), (47). 
Comparing the values without asterisks with the values with aster-
isks, we see that they come very close to a thin slab with thick-
ness h = 2 h*. This allows us to carry out the calculation of the 
impact parameters in a much simpler way. 

Fig. 9, based on Tables 2 and 3, shows the results of the de-
pendence of the coefficient of restitution Rf on the dimensionless 

parameter * which is referred to in the literature as the inelasticity 
parameter[15]. Inelasticity is the dissipation of energy during a 

collision due to the formation of elastic waves which lift the energy 
away from the collision point. 

 
Fig. 9. Dependence of the coefficient of restitution Rf on inelasticity   

 parameter λ* for collision velocities V0=10 m s-1 and V0=100 m s-1.  
 Results from Tab. 2 presented in diamonds, results from Tab. 3  
 presented in circles, the solid line corresponds to formula (54)  

for Rf* 

For velocity V0 = 10 m s-1, the results are presented in dia-
monds and for V0 = 100 m s-1 they are presented in circles. The 
solid line corresponds to the semi-empirical relationship (54) of 

the coefficient of restitution  Rf* with * . The calculated results 
from the tables correlate well with this curve.  

5. SUMMARY 

A mathematical model of the dynamics of the contact system 
between a bumper and a layer of finite thickness during their 
collision has been developed. The proposed calculation method 
using classical Laplace and Hankel transforms allows to solve the 
problem of the spatial model of the body. 

The proposed analysis makes it possible to calculate the 
stresses and displacements in the elastic layer, as well as the 
kinematics of the impactor. 

Original elements of the paper include the proposed general 
approach to solving the contact dynamics problem. The approach 
presented is to determine the impact force on the sample P(t) 
during impact as a joint solution of the problem for the impactor 
and the problem for the elastic layer under the assumptions of 
Hertzian theory. The resulting force P(t) allows the determination 
of displacements and stresses. 

The calculations carried out showed that for layer thicknesses 
of more than five impactor diameters, the layer can be considered 
as a half-space. The model of the anvil will be a half-space.  

Let us point out that the Zener model [15] of the coefficient of 
restitution (54) for the elastic plate under the conditions consid-
ered agrees well with the results for the elastic layer including and 
for the half-space (Fig.9). 

The proposed method can be useful for the dynamic analysis 
of issues such as the collision of a sample with a layered  
body [43]. 
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Abstract: The paper describes the numerical calculations of a conceptual air brake valve of a trailer equipped with a differential section, 
which is intended to shorten response time and braking distance. The static flow characteristics have been determined using  
computational fluid dynamics (CFD). Mixed (global and local) computational meshes were used in the paper to determine the static flow 
characteristics of the valve sections. The use of the local mesh was relevant for valve openings smaller than 0.5mm. Using CFD,  
it was possible to determine the static flow characteristics of the main, auxiliary feed and the differential sections, which were linear,  
degressive and progressive depending on the section. The analyzes, which have not yet been described in the literature, showed a signifi-
cant difference in the MFR of the additional and main feed tracts, which reached 52.29%.The results are applicable to the configuration  
of the braking system. Further research will include performing dynamic simulations using dedicated software and building a test  
rig to validate the CFD calculation results. 

Key words: Mechanical engineering, differential braking valve, pneumatic braking valve, CFD, static flow characteristics 

1. INTRODUCTION 

Technological developments in agriculture [1][2], particularly 
organic farming [3]-[5], have encouraged the increasing use of air 
and hydraulic braking systems widely used in crop trailers. What 
works in favour of pnuematic systems is the lack of possibility of 
environmental and groundwater contamination [6] in the event of 
damage. Maintaining the agricultural tractor, machinery and trail-
ers in good working order contributes to reducing the possibility of 
environmental pollution. Replacement of pneumatic solutions for 
trailer braking systems used in agriculture with hydraulic solutions 
has made it possible to improve the performance of the system 
with a concomitant increase in the risk of environmental pollution 
from hydraulic oil [7]. Environmental pollution can occur during 
coupling, uncoupling of the trailer or in the event of a system 
failure, while the use of a pneumatic braking system neutralizes 
this risk, limiting it to the emission of only the products of wear of 
the friction material of the brake linings [8][9] used in transport 
trailers. 

Pneumatic braking systems are widely used in the transporta-
tion industry, both on truck tractors and agricultural tractors, as 
well as semi-trailers and trailers. Due to the increasing normative 
requirements [10] imposed by regulations, classical systems 
controlled by pneumatic signals are gradually being replaced by 
hydraulic systems and electropneumatic solutions [11]. This is due 
to the much faster response time of the above systems compared 
to fully pneumatic systems [12]. The authors noted the possibility 
of introducing design changes, in one of the most widely used 
classic valves for activating the brakes of a trailer Visteon 
44100110, also called HZS-02 valve, introducing a differential 
(accelerating) section. On the basis of preliminary analyses [13], it 
was noted that the response time of the system was significantly 

reduced compared to the original solution, and the performance of 
hydraulic and electro-pneumatic systems was brought closer [14].  

Computational fluid dynamics (CFD) is finding increasing ap-
plication in various industries due to its capabilities and reliable 
results. The results of CFD numerical calculations are obtained by 
solving a system of differential equations describing the flow of a 
gas or liquid in a simulated system [15]. Numerical modeling using 
CFD provides an alternative approach to determining flow param-
eters such as velocity, pressure, flow type and temperature at any 
point in a concentrated volume with respect to complex and elabo-
rate analytical models. CFD methods use the Reynolds-Averaged 
Navier-Stokes (RANS) equations [16][17] to search for a solution 
and allow evaluation of the effect of changing the model boundary 
conditions on the static characteristics of the valve without the 
need for verification on a laboratory bench. Determining the pres-
sure in the concentrated volume and the MFR (Mass Flow Rate) 
or VFR (Volumetric Flow Rate) gives the possibility to determine 
the static characteristics of the valve depending on its degree of 
opening and varying boundary conditions. The solution of the 
stream flow equations by local resistances, which are structural 
elements of the geometry under consideration, allow determining 
the velocity and pressure in any section of the simulation model. 
Numerical methods are used to determine flow parameters 
[18][19] and static characteristics [20] necessary for the correct 
selection of pneumatic and hydraulic components, including 
valves [21]-[24]. 

The high level of accuracy and quality of the simulation results 
obtained is largely dependent on the degree of discretization of 
the model resulting from the computational mesh used [25][26]. 
Over-densification of the global mesh in the clustered volume 
does not significantly improve the obtained results, but increases 
the simulation time [27][28]. In order to densify the model in sensi-
tive areas (narrow gaps), SolidWorks uses additional tools like 
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channels and equidistant refinement, that create a local mesh in 
the declared area bounded by the model planes. Other CFD tools, 
including Ansys Fluent, allow changing the shapes of computa-
tional mesh elements and creating hybrid meshes that form a 
combination of two or more default mesh types.  

Attempts at numerical modeling of pneumatic brake valves 
[29]-[31] have been noted among numerous research papers. The 
authors recognized a research gap related to the lack of studies 
containing attempts to simulate models of pneumatic brake valves 
as whole actuating components, using computational fluid me-
chanics (CFD) tools. 

Pneumatic systems, although increasingly displaced by hy-
draulic systems, do not pose an environmental hazard in the 
event of a system leak. Despite the longer response time of the 
pneumatic system compared to the hydraulic system in agricultur-
al transport, the most common are combination systems that allow 
connection with the air or hydraulic braking system of the tractor. 

The following sections of the article present the structure of 
the research object, the proposal of design changes introducing 
the differentiation term proposed by the authors, the theoretical 
basis for the numerical solution of flow problems and the bounda-
ry conditions of the performed numerical analyses. Mesh conver-
gence assessment enabled the selection of appropriate settings 
for a given geometry while maintaining optimal simulation time. 
Based on the selected mesh settings, CFD simulations were 
performed for three sections of the considered valve, taking into 
account different degrees of opening or diameter of the flow 
channel, taking into account the simplifications required for the 
correct implementation of the model in the CFD environment. The 
determined MFR values made it possible to determine the static 
flow characteristics of the trailer's pneumatic brake valve in its 
various power supply sections, which constitutes a research gap 
and is an introduction to the analysis of the results obtained using 
numerical and experimental methods, which are the authors' 
research area. The proposed modification of the structure of the 
trailer brake valve will shorten the response of the braking system 
in emergency braking situations and will probably lead to its im-
plementation in industry, after additional numerical and experi-
mental tests. 

2. OBJECT OF RESEARCH 

2.1. Trailer air brake valve Visteon 44100110 

For the implementation of the prototype differential valve, the 
Visteon 44100110 trailer brake valve was used (Fig. 1). 

 
Fig. 1.  Visteon 44100110 trailer  brake valve 

 
Fig. 2. CAD model of Visteon 44100110 brake valve 

Fig. 1 shows a view of the original valve, while Fig. 2 shows a 
CAD model of the valve created in SolidWorks software. The 
selected valve can work with both single- and dual-line systems, 
and a description of the valve's connection to both types of tractor 
air brake systems is shown in Tab. 1. 

Tab.1. Description of valve connections 

Symbol M Zm V Z 

Single 
line 

system 

Connected 
with brake 

supply 
and con-

trol section 

Not  

connected 
and sealed 

Connected 
with  

compressed 
air reservoir 
of a trailer 

Connected 
directly 

into brake 
actuator or 

brake 
force 

regulator 
Dual line 
system 

Connected 
with brake 

supply 
section 

Connected 
with brake 

control 
section 

 

 
a b c 

Fig. 3.  View of the valve: a - top view; b – A-A cross-sectional view of 
main supply line; c – B-B cross-sectional view of additional 
supply line 

Based on the valve construction diagram Fig. 3, it should be 
noted that during single-line operation, the pneumatic control and 
supply signal from the M connection feeds the compressed air 
tank chamber of the trailer D by flowing between the surface of 
the piston c with lip seal r and the valve body a and further 
through channel C. During driving, the valve performs the function 
of supplying the reservoir, and the chamber E is vented through 
the vent p due to the passage between the seat in the piston i and 
the bushing l. Applying the brakes causes a pressure drop in the 
M connection and chamber A, which translates into a pressure 
difference between the reservoir connection V and the supply and 
control connection M. The pressure difference causes the cham-
ber over the piston c to seal, overcoming the tension force of the 
spring e and displacing the piston c together with the guide d and 
piston i to the bushing l closing the connection with the atmos-
phere and opening the passage between the bushing l and the 
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body b from the tank chamber D to the chamber E connected with 
brake actuator. The increasing pressure in the chamber under the 
piston i and the force of the tension of the spring o causes the 
gradual movement of the piston assembly and bushing l until the 
connection between the output connection Z and the chamber of 
the tank D is closed. Depending on the ratio of pressures above 
and below the piston i, the braking force is reduced, causing the 
trailer to be decelerated and the air cylinders to be vented through 
the vent p. 

Connection of the valve in a two-line system requires the use 
of a control port Zm connected to the control chamber F under the 
element g. When the brakes are applied, the increasing pressure 
in the Zm connection causes the displacement of pistons h and i 
down into bushing l and the closing of the connection of chamber 
E with atmospheric pressure through vent p. The downward dis-
placement of bushing l, after overcoming the force in spring o, 
causes the connection of chambers D and E and the application 
of the trailer brakes. The pressure drop in the Zm connection 
caused by the deceleration of the vehicle combination causes the 
displacement of pistons h and i and the opening of the passage 
between piston i and bushing l, while closing the connection of 
chambers D and E. When the valve is switched to the reservoir 
supply function, the chambers of the pneumatic cylinders are 
vented through the vent p, and the trailer brakes are released. 

2.2. Conceptual differential braking valve 

The conceptual differential valve was obtained by appropriate 
modifications to the base valve shown in Fig. 3. The modified 
valve is shown in Fig. 4. The main change was the replacement of 
the main supply connection with a tee p, which also supplies 
through the s-connector and t-wire a chamber A above piston c. 

 
a b c 

Fig. 4.  View of differential valve; a - top view; b - A-A cross-sectional 
view of main supply tract; b - B-B cross-sectional view of dif-
ferential tract 

The existing supply connection M has been plugged with a 
plug q. At the same time, the valve is supplied by bushing l and 
the gap under piston i is adjusted by the position of piston i and 
bushing l regulates the supply of chamber E connected directly to 
the brake actuator. In the case of slow braking (Fig. 5), the tee p 
connection is supplied with compressed air and further supplies 
the output connection. The differential section in this case remains 
inactive, due to the small pressure difference between chambers 
A and B. 

In the case of panic braking (Fig. 6), there is a rapid pressure 
increase in the chamber A. The nozzle used with the appropriate 
cross-section restricts the flow between chambers. The increasing 
pressure in chamber A causes the valve's differential section to 
operate and move the piston c together with the pin d and the 
pistons h, i toward bushing l and close the supply from the tee p. 

The movement of the pistons and resting on the wall of bushing l 
causes it to move downward and open the supply to chamber E 
from an additional compressed air reservoir (chamber D) located 
near the valve. 

 
Fig. 5. Slow braking 

 
Fig. 6. Emergency, rapid braking 

In the situation of equalization of pressures in chambers A and 
B (Fig. 7) there is an upward displacement of pistons c, h, i with 
the pin d caused by the force in the spring u. This action causes 
deactivation of differential section and closure of the valve supply 
from the additional air reservoir and transition to the tracking 
action resulting from the valve supply from the tee p. 

 
Fig. 7.  Switching the braking valve to tracking function 

3. CALCULATION METHODOLOGY 

3.1. Theoretical basis 

The preponderance of flow calculation software uses the Fi-
nite Volume Method (FVM) [32][33]. This method is based on the 
division of extended geometries into smaller volumes, in which it 
is possible to determine the distributions of characteristic quanti-
ties, mainly flow velocity, pressure, density, temperature and 
others, without having to search for a general solution for the 
entire model. The division of concentrated volumes into individual 
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cells makes it possible to determine the values of its flow parame-
ters on the basis of the balance of a given cell and neighboring 
cells.  

The SolidWorks Flow Simulation used in this study uses an 
orthogonal mesh of concentrated volumes based on orthogonal 
cells with walls parallel to the planes of the model's main coordi-
nate system. The computational mesh, depending on the declared 
settings, can be the same size throughout the model cross-section 
(global mesh) or thicken in sensitive areas with a limited flow field 
(local mesh). By default, the mesh tools available in SolidWorks 
Flow Simulation allow the definition of seven degrees of global 
mesh density. The quality of the clustered volume mesh has a key 
impact on accuracy and calculation time, so local global mesh 
densities are used to minimize model discretization errors. How-
ever, the final mesh selection should be preceded by an assess-
ment of mesh convergence for a given geometry. Local mesh 
options include additional tools such as equidistant refinement 
and channels. Equidistant refinement allows a 9-degree thicken-
ing of the liquid or working gas area within a normal distance from 
the selected model element. Channels allows the mesh to be 
compacted into narrow channels bounded by the model walls to 
obtain the best flow velocity distribution profile. 

The finite volume method, which is the basis of CFD numeri-
cal calculations, including SolidWorks Flow Simulation, is based 
on dividing a continuous flow area into a set of discrete cells of a 
certain volume depending on the grid size, and determining by 
numerical methods the flow parameters of a liquid or gas stream 
by obtaining the solution of a system of differential equations. The 
search for a solution is limited to the principle of conservation of 
momentum for a moving gas according to the conservation of 
mass (1) [34] and the Navier-Stokes equations (2) [35]. The solu-
tion of these equations makes it possible to determine the velocity 
and pressure in any section of the model for any geometry.  

𝜕𝑝

𝜕𝑡
+ ∇(𝑝𝑣) = 0                                          (1) 

𝑝
𝜕𝑣

𝜕𝑡
= −∇𝑝 + 𝜌𝑔 + 𝜇∇2𝑣                                         (2) 

SolidWorks Flow Simulation allows simulation of laminar as 
well as turbulent flows, with the Navier-Stokes equations with 
Favre mass averaging [36][37] being used for turbulent flows of 
compressible gases. This type of calculation provides an oppor-
tunity to take into account the effect of turbulence on flow parame-
ters using the k-ε turbulence model, the solution of which is to find 
the value of μt shown in equations (3) and (4) based on the kinetic 
energy of the vortices k and the rate of dispersion ε.  

𝜇𝑡 =  𝜌𝑣𝑡 = 𝜌𝐶𝜇
𝑘2

𝜀
                                         (3) 

𝐶𝜇 = (
3𝐶𝑘

2
)−3 ≅ 0.1                                         (4) 

where: 𝜀 – rate of dispersion, k – kinetic energy of vortices for 

RANS model, 𝜌 – gas density, 𝐶𝜇 - constant ~0.1, 𝐶𝑘 – 

Kolomogorow constant, 𝐶𝑘=1.4-1.5, vt - turbulent viscosity coeffi-
cient.  

The components of equation (3) for the kinetic energy of tur-
bulence are shown in equation (5), and for the energy of disper-
sion in (6): 

𝜕𝜌𝑘

𝜕𝑡
+

𝜕𝜌𝑘𝑣𝑖

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
((𝜇 +

𝜇𝑖

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑖
) + 𝜏𝑖𝑗

𝑅 𝜕𝑣𝑖

𝜕𝑥𝑗
− 𝜌𝜀 + 𝜇𝑡𝑃𝐵     (5) 

 

𝜕𝑝𝑘

𝜕𝑡
+

𝜕𝜌𝜀𝑣𝑖

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
((𝜇 +

𝜇𝑖

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑖
) + 𝐶𝜀1

𝜀

𝑘
(𝑓1𝜏𝑖𝑗

𝑅 𝜕𝑣𝑖

𝜕𝑥𝑗
+

𝐶𝐵𝜇𝑡𝑃𝐵) − 𝑓2𝐶𝜀2
𝜌𝜀2

𝑘
            (6) 

where: 𝜎𝑘,𝜀  - turbulent Prandtl number. 

3.2. Calculation plan 

The CFD numerical calculations included an assessment of 
the convergence of the global mesh for the geometry under con-
sideration. Using all available mesh sizes in SolidWorks Flow 
Simulation, a simulation was carried out using constant boundary 
conditions in all variants to determine the effect of the mesh used 
on the values of the average relative and absolute error. 

The second step involved determining the static characteris-
tics of the main supply section of the prototype differential valve 
over the entire operating range (0...2.0) mm with a step of 
0.1 mm. The defined boundary conditions made it possible to 
evaluate the effect of the degree of valve opening on the Mass 
Flow Rate (MFR) at the pneumatic actuator port Z (Fig. 4).  

The third step involved the determination of the static charac-
teristics of the additional accelerating tract in the situation of acti-
vating the differential section according to Section 2.2. The static 
characteristics were determined over the full operating range 
(0...1.7) mm with a step of 0.1 mm. 

The last step of the calculation was to determine the static 
flow characteristics for the differential system with a nozzle of 
(0.75...3)  mm in diameter in 0.25 mm increments placed in the 
piston c (for simplicity, the nozzle model was replaced by a hole) 
between chambers A and B of the simulation model. 

Before determining the static characteristics of the conceptual 
valve, it was predicted that in the case of a slow build-up of pres-
sure in the control connection, the pressure difference in the 
differential section (chambers A and B) will be negligibly small. In 
the case of sudden (panic) braking, a large difference in pressure 
between chambers A and B will cause activation of the differential 
section, closure of the control signal supply to the control-power 
connection and opening of the supply to the connection with an 
additional pressure reservoir located in a short distance from the 
valve, which will switch the valve to the acceleration function. 
Once the pressures in chambers A and B are equalized, the 
supply from the additional reservoir will be closed with a slight 
pressure surge due to the higher pressure value in the executive 
connection with respect to the supply and control connection. 

4. RESULTS AND DISCUSSION 

4.1. Assessment of the sensitivity of the computational 
mesh 

As specified in the calculation plan, the sensitivity of the calcu-
lation grid was first evaluated. Based on the basic mesh sizes and 
fixed boundary conditions defined in SolidWorks Flow Simulation, 
the effect of the global mesh size on the MFR was investigated 
with the main valve feed section opening at the center of the 
operating range - 1.0 mm. 
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a) b) 

  
c) 

 
Fig. 8.  Pressure distribution for different global mesh densities in SW 

Flow Simulation: a – first level; b – fourth level;  
c – seventh level 

Tab. 2. Results of mesh convergence assessment 

Mesh size 1 2 3 4 5 

MFR [kg/s] 0.090821 0.089119 0.092036 0.093707 0.093245 

Fluid cells 7209 4228 19449 45606 128290 

Cells 6817 4076 14610 29170 65336 

Iterations 46 45 104 132 150 

Time [s] 15 11 45 105 251 

MAE 0.001671 0.003374 0.000457 0.001215 0.000752 

MAPE[%] 1.8% 3.6% 0.5% 1.3% 0.8% 

Mesh size 6 7 

MFR [kg/s] 0.094412 0.094110 

Fluid cells 13295523 3512115 

Cells 44101 889461 

Iterations 259 365 

Time [s] 3678 13056 

MAE 0.001919 0.001617 

MAPE[%] 2.1% 1.7% 

Based on the results obtained, as shown in Tab. 2, it was 
concluded that a global mesh size of 3 or 5 should be adopted for 
further study, as they have the lowest MAPE (Mean Absolute 
Percentage Error) in the case under consideration. Careful obser-
vation of the distribution of the global mesh in both cases and 
solver errors reporting the occurrence of turbulence affecting the 
final results decided to exclude these two grid sizes from further 
study. 

In order to reduce simulation time, authors decided to use the 
global mesh in 6th size with an additional local mesh with the 
channels and equidistand refinement tools in critical areas. Using 
a finer mesh would have significantly increased computation time. 

 

Fig. 9. MAPE value for different global mesh sizes 

 
a) b) 

  

Fig. 10.  Cross-sectional view of model with global mesh in 6th size: 
a - front plane view; b - right plane view 

4.2. Determining the static flow characteristics 

Before the appropriate calculations in SolidWorks Flow Simu-
lation, the model has been simplified to enable correct implemen-
tation in the numerical environment: 

− the pressure value in the main supply port was replaced by a 
fixed value of 901325 Pa, in the other connections of the valve 
the value was set to 101325 Pa. In the case of the implemen-
tation of the simulation of the acceleration section, the value of 
901325 Pa was declared in the connection of the additional 
compressed air tank, and the pressure in the main supply 
connection was replaced by the value of atmospheric pres-
sure 101325 Pa, 

− the springs u, v were removed (Fig. 4), 

− all o-ring seals were replaced with square seals, 

− The circlips were removed and replaced with ring elements 
(the circlips caused leaks in the model). 
According to the calculation plan presented in Section 3.2, 

three static characteristics of a conceptual brake valve with a 
differential section were determined. Tab. 3 shows the basic 
simulation parameters used throughout the study, while Tab. 4 
presents the parameters of the local grids used in all configura-
tions - the variables for each of the three cases were the limiting 
planes of the critical areas.  

The use of SolidWorks Flow Simulation software makes it 
possible to determine the static characteristics of the prototype 
differential valve solution, with other CFD tools to be used in the 
course of further work due to the high complexity of the valve's 
operation and the dynamic processes taking place. The built-in 
automation tools, including Parametric study and What If Analysis, 
enabled the valve elements' distance relationships to be changed 
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smoothly by creating separate simulation configurations. Consid-
eration of each configuration enabled analysis and observation of 
the MFR and pressure distribution in valve's each chamber. 

Tab. 3. Settings of simulation 

Parameter Value 

Unit system SI 

Analysis type Internal 

Fluid Air 

Flow type Laminar and turbulent 

Default wall thermal condition Adiabatic wall 

Pressure p0 = 101325 Pa 

Temperature T0 = 293.2 K 

Turbulence intensity 2% 

Turbulence length k 0.0010745 m 
 

Tab. 4. Settings of local mesh 

Parameter Value 

Level of refining fluid cells 0-9 3 

Level of refining cells at fluid/solid boundary 0-9 3 

Number of shells 0-3 2 

Maximum equidistant level 0-9 3 

Offset distance #1 0.025 mm 

Offset distance #2 0.05 mm 

Characteristic number of cells across channel 5 

Maximum channel refinement level 0-9 3 
 

4.2.1. Static flow characteristics of main supply tract 

Following the assumptions of the research plan and the de-
fined boundary conditions of the model, numerical calculations of 
the main supply tract were carried out over the entire range of 
operation, and the obtained results are shown in Tab. 5. 

Tab. 5. MFR of main supply tract 

h, mm 0 0.1 0.2 0.3 0.4 0.5 

MFR, 
kg/s 

0 0.008656 0.018604 0.028012 0.038925 0.050228 

h, mm 0.6 0.7 0.8 0.9 1 1.1 

MFR, 
kg/s 

0.059643 0.068209 0.076077 0.086252 0.096242 0.105225 

h, mm 1.2 1.3 1.4 1.5 1.6 1.7 

MFR, 
kg/s 

0.112869 0.119811 0.128374 0.137250 0.146309 0.153989 

h, mm 1.8 1.9 2.0    

MFR, 
kg/s 

0.160861 0.168466 0.175830    

The pressure distribution for three different degrees of open-
ing of the main supply tract is shown with a view of the model's 
computational mesh and in the sensitive area (Fig. 11 – Fig. 13). 

a)          b) 

  
c) 

 
Fig. 11.  Pressure distribution for 0.1 mm opening of main supply 

tract: a – right plane cross-sectional view; b – front plane 
cross-sectional view; c – detailed view 

a)         b) 

  
c) 

 

Fig. 12.  Pressure distribution for 1.0 mm opening of main supply 
tract: a – right plane cross-sectional view; b – front plane 
cross-sectional view; c – detailed view 

a)         b) 

  
c) 

 
Fig. 13.  Pressure distribution for 2.0 mm opening of main supply 

tract: a – right plane cross-sectional view; b – front cross-
sectional view; c – detailed view 
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Based on the results obtained, the static characteristic of the 
main supply tract were plotted, which takes on an approximately 
linear character. In addition, the equation of the regression line 
shown in Fig. 14 was determined. 
 

 
Fig. 14. Static flow characteristic of main supply tract 

4.2.2. Static flow characteristics of additional supply tract 

Changing the boundary conditions and the direction of the 
compressed air flow in the model according to the assumptions 
presented in Section 2.2 will make it possible to determine the 
static characteristics of the additional supply tract. The results of 
the numerical calculations carried out for such a configuration are 
shown in Tab. 6. 

Tab. 6. MFR of additional supply tract 

h, mm 0 0.1 0.2 0.3 0.4 0.5 

MFR, kg/s 0 0.012464 0.029531 0.049478 0.062523 0.076488 

h, mm 0.6 0.7 0.8 0.9 1 1.1 

MFR, kg/s 0.091224 0.107007 0.122079 0.131205 0.138388 0.144086 

h, mm 1.2 1.3 1.4 1.5 1.6 1.7 

MFR, kg/s 0.149517 0.153732 0.155939 0.156892 0.157722 0.158217 

a) 

 

b) 

 

c) 

 
Fig. 15.  Pressure distribution for 0.1 mm opening of additional 

supply tract: a – right plane cross-sectional view; b – front plane cross-
sectional view; c – detailed view 

The distribution of compressed air pressures for three different 
degrees of opening of the additional supply tract is shown with a 
view of the calculation grid in Fig. 15 – Fig. 17. 

Based on the obtained MFR values for all degrees of opening 
of the additional supply tract, the static characteristics was plotted 
in Fig. 18. 

The additional accelerating section of the differential section 
adopts a degressive character in the range of 1.4-1.7 mm valve 
opening. It is consistent with authors' previous results obtained in 
research on the unmodified Visteon valve, so the modifications did 
not affect the loss of the valve's original performance. 

a) 

 

b) 

 
c) 

 

Fig. 16.  Pressure distribution for 1.0 mm opening of additional supply 
tract: a – right plane cross-sectional view; b – front plane 
cross-sectional view; c – detailed view 

a)      b) 

  
c) 

 

Fig. 17.  Pressure distribution for 1.7 mm opening of additional supply 
tract: a – right plane cross-sectional view; b – front plane 
cross-sectional view; c – detailed view 
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Fig. 18. Static flow characteristics of additional supply tract 

4.2.3. Static flow characteristics of differential section 

In order to determine the static flow characteristics of the noz-
zle of the differential section, the model was further simplified by 
considering only its upper part to reduce calculation time. The 
nozzle was replaced by a hole in the piston c (Fig. 4) with the 
diameter assumed in the simulation plan presented in Section 3.2. 
The results of the numerical calculations carried out for this con-
figuration are shown in Tab. 7. 

Tab. 7. MFR of differential tract 

h, mm 0.75 1.00 1.25 1.50 1.75 

MFR, kg/s 0.000629 0.001243 0.002006 0.002979 0.004078 

h, mm 2.00 2.25 2.50 2.75 3.0 

MFR, kg/s 0.005387 0.006841 0.008508 0.010271 0.012234 

The distribution of compressed air pressures in the differential 
section for the four nozzle diameters is shown along with views of 
the calculation grids in Fig. 19. 

a) b)  c) d) 

    
Fig. 19.  Pressure distribution for different nozzle diameter:  

a - 0.75mm; b - 1.50mm; c - 2.25mm; d - 3.0mm 

Experimental selection of the diameter of the nozzle connect-
ing the chambers of the differential section, taking into account the 
geometry of the valve, made it possible to determine the static 
characteristics of a progressive nature (Fig. 20), with the correct 
range of nozzle diameters used in the real model to be selected 
during experimental testing. 

 
Fig. 20. Bore of the differential section 

4.3. Results discussion 

Comparing the results of the calculations on a single graph 
(Fig. 21), there are visible differences in the shapes of the charac-
teristics of the two valve supply tracts. For the purpose of compar-
isons, the two series of results were matched using the same 
regression equation based on the least squares method of devia-
tions. 

 

Fig. 21. Main and secondary tract comparison chart 

In the main tract, the characteristics are very close to linear, 
and with a maximum opening of 2 mm the mass flow rate is 
0.1758 kg/s. The secondary tract has characteristics with larger 
increments in the initial opening, while at a maximum opening of 
1.7 mm it allows a mass flow rate of 0.1582 kg/s. The final open-
ing range is characterized by a small gradient of increments. 
Transferring the determined characteristics to the operation of the 
differential valve, in the case of trailing action, the main-tract 
characteristics close to linear give the possibility of obtaining 
proportional action. The intentions of the brake pedal operator are 
translated into the responses of the braking system. With differen-
tial action (emergency braking), the secondary tract guarantees a 
large increase in mass flow rate even at small openings (at 
0.5 mm, the MFR value of the secondary tract is 52.29% higher 
than the main tract)), which promotes acceleration of the braking 
system. Further down the line, the secondary tract's characteris-
tics stabilize, and at 1.7 mm it approaches the main tract. The 
differential action of the valve is to accelerate the system in the 
first phase, which is presented by the secondary line, and in the 
later stage return to the main tract supply. The important thing 
here is also the issue of the length of the air supply lines to the 
main and secondary lines, which are different and have different 
pressure drop along their length. 
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An indispensable element affecting the performance of the dif-
ferential valve is the bore of the differential valve. As can be seen 
from Fig. 20, changing the diameter of the bore of the piston 
results in large changes in mass flow rate. Therefore, this diame-
ter and the resulting flow cross-sectional area should be carefully 
selected for the specific trailer model and even the degree of 
loading. A large diameter guarantees a rapid return from acceler-
ating to tracking action, while a small diameter delays the process. 
An inadequate diameter selection can cause trailer jerking in the 
initial phase of braking under sudden forcing, as well as in the 
transition from acceleration to tracking. Continuous control of the 
diameter of the valve that implements the differential action would 
be required, which is the basis for further work by the authors of 
the study. As a result, a mechatronic system will be proposed for 
the permanent correction of the differential action. The character-
istics determined in the study are static characteristics applicable 
to the initial configuration of the pneumatic braking system. Ulti-
mately, it is planned to carry out dynamic calculations in dedicated 
software for this purpose where it will be possible to evaluate the 
influence of individual components on the course of the response 
of the braking system under different types of operator action. 

The application of the procedure path presented in the study 
can find its main application in the configuration of air brake sys-
tems, already at the stage of creating new solutions. It can also be 
useful when retrofitting a design to achieve certain characteristics. 
Knowledge of the static flow characteristics of flow element de-
termines its performance and functional properties and allows to 
assess the applicability to a specific usage. 

5. CONCLUSIONS 

In the study, a series of CFD analyses were carried out to de-
termine the static flow characteristics of the brake valve. The use 
of global and local computational meshes in the critical flow chan-
nels, bounded by the planes of the 3D model geometry of the 
valve, made it possible to determine the static characteristics of 
the valve for different tracts of compressed air flow. The limitation 
of the use of CFD to determine flow parameters is the need to 
take into account simplifications in the construction of the 3D 
model and the declaration of constant flow parameters, which may 
be variable values in the actual operation of the valve, such as 
temperature. The limitation of the use of SolidWorks Simulation is 
strictly defined settings of mesh parameters, which cannot be 
additionally edited and the impact of mesh selection cannot be 
assessed through indicators such as orthogonal quality and as-
pect ratio. In further work, the obtained results will be compared 
with the results obtained in Ansys Fluent and on the constructed 
test rig. Based on the calculations and analyses, the following 
conclusions were drawn: 

− The static flow characteristics of the main supply tract assume 
a near linear character. The determined regression equation 
in the form Qm = -0.007 hm2 + 0.1021 hm with a coefficient of 
determination equals R2  = 0.9997 makes it possible to esti-
mate with a high degree of probability the value of the MFR for 
any degree of opening of the main supply tract. The maximum 
value of the absolute error was 5.61% with a flow channel 
height of 0.1 mm. 

− The static flow characteristics of the additional supply tract 
adopted a degressive character, and the determined equation 
of the regression line Qs = -0.0579 hs2 + 0.1926 hs and the 
value of the coefficient of determination equals R2 = 0.9967 
testify to a high degree of fit. The estimation of the value of the 

mass flow rate of the additional supply tract is correct. In the 
above model configuration, the maximum absolute error value 
was 8.85% with a flow channel height of 0.2 mm. 

− In the last stage of the study, the static characteristics of the 
differential section were determined at constant volumes of 
chambers A and B, the variable was the diameter of the hole 
in the range (0.75..3.0) mm. The characteristics of the differ-
ential section took on a progressive character, and the equa-
tion of the regression line Qb = 0.0014 db2 - 0.0001 db and the 
value of the coefficient of determination equals R2 = 0.9999 
testify to a very good fit. The maximum value of the absolute 
error in the case under consideration was 3.90% for a nozzle 
with a diameter of 1.25 mm. 

− Despite the use of local mesh densification, it was noted that 
the maximum absolute error values occur for channels with 
heights less than 0.5 mm, while additional local mesh densifi-
cation would result in significantly longer calculations with little 
improvement in the obtained result. In addition, in several of 
the considered model configurations, the SolidWorks Flow 
Simulation solver reported the occurrence of turbulence, 
which could disturb the quality of the obtained results, which 
should be verified using another CFD environment and exper-
imental studies. 
Further research work will include the use of dynamic simula-

tions using Ansys Fluent, as well as the construction of a test rig. 
In the course of further research work, additional parameters 
affecting the nature of the valve's operation will be taken into 
account, including the stiffness of the springs used and the diame-
ter of the nozzle using model in Matlab Simulink.  
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Abstract: The primary objective of this work is to examine the Kuralay equation, which is a complex integrable coupled system,  
in order to investigate the integrable motion of induced curves. The soliton solutions derived from the Kuralay equation are thought  
to be the supremacy study of numerous significant phenomena and extensive applications across a wide range of domains, including  
optical fibres, nonlinear optics and ferromagnetic materials. The inverse scattering transform is unable to resolve the Cauchy problem  
for this equation, so the analytical method is used to produce exact travelling wave solutions. The modified auxiliary equation and Sardar 
sub-equation approaches are used to find solitary wave solutions. As a result, singular, mixed singular, periodic, mixed trigonometric,  
complex combo, trigonometric, mixed hyperbolic, plane and combined bright–dark soliton solution can be obtained. The derived solutions 
are graphically displayed in 2-D and 3-D glances to demonstrate how the fitting values of the system parameters can be used to predict  
the behavioural responses to pulse propagation. This study also provides a rich platform for further investigation. 

Key words: The Kuralay equation; modified auxiliary equation method; analytical solitary wave solutions

1. INTRODUCTION 

As technology advances, partial differential equations (PDEs) 
have proven to be an essential tool for scientists and researchers 
for understanding physical phenomena. By employing various 
methodologies and technologies, they have achieved a higher 
level of precision in examining the structures of various physical 
phenomena. The use of nonlinear partial differential equations 
(NLPDEs) is particularly valuable in modelling nonlinear phenom-
ena in various applied as well as in natural sciences, such as 
acoustics physics, plasma and solid-state physics. These equa-
tions provide an in-depth and clear understanding of the observed 
physical phenomena, allowing for precise predictions of their 
future propagation. Furthermore, use of NLPDEs in travelling 
wave profile’s analysis has an impact as an invaluable tool in a 
variety of fields, ranging from quantum mechanics and fluid me-
chanics to different fields in engineering. Consequently, a multi-
tude of researchers have delved into diverse nonlinear partial 
differential models, aiming to attain a more profound understand-
ing of the dynamics exhibited by the examined physical phenom-
ena. Recent examinations have encompassed investigations of 
Date–Jimbo–Kashiwara–Miwa equation [1–3], Riemann wave 
equation [4,5], Schrödinger equation [6–11], Navier–Stokes equa-
tions [12–15], Lakshmanan–Porsezian–Daniel equation [16,17], 
Chen–Lee–Liu dynamical equation [18–21] and many others [22–
30]. 

Many researchers have paid attention to the field of analytical 
solutions. Kumar and Niwas have discussed the dynamical as-

pects and constructed the soliton solutions of the distinct govern-
ing models [31–33]. El-Ganaini et al. [34] utilised the Lie symmetry 
approach and analytical method to develop the invariant solutions. 
Kumar et al. [35] investigated the Kudryashov–Sinelshchikov 
equation by using the generalised exponential rational function 
(GERF) method. Abdou et al. [36] applied the he generalised 
Kudryashov (GK) approach and the sine–Gordon expansion 
approach to the deoxyribonucleic acid model for constructing new 
specific analytical solutions. Kumar and Kumar [37] executed the 
GERF method to construct numerous and large numbers of exact 
analytical solitary wave solutions of the nonlinear extended Zakh-
arov–Kuznetsov equation. Mathanaranjan [38,39] has developed 
the soliton solutions by using analytical techniques. Zhao et al. 
[40] applied a new GERF method on the nonlinear wave model 
and constructed the analytical solutions. Mathanaranjan et al. [41] 
utilised the extended sine–Gordon equation expansion method 
and developed the soliton solutions. Mathanaranjan and Vijaya-
kumar [42] discussed the fractional soliton solutions by executing 
the analytical solutions. Mathanaranjan et al. [43] generated the 
chirped optical solitons and examined the stability analysis of the 
nonlinear Schrödinger equation. 

Furthermore, an area witnessing a notable surge in the appli-
cation of NLPDEs is the exploration of soliton waves (distinct 
wave formations that uphold their form and speed throughout 
propagation). Diverse nonlinear physical models are being em-
ployed by researchers on solitons waves to comprehend and 
prognosticate their propagation. Consequently, these waves have 
gained escalating significance across various domains like optical 
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fibres, nonlinear optics and ferromagnetic materials. Recent ac-
complishments in the exploration of soliton waves are document-
ed in Refs [44–49]. By cultivating a deeper comprehension of 
soliton waves, scholars can propel advancements in these realms 
and uncover novel applications. 

The integrable complex coupled Kuralay governing system (K-
IIE) as referenced in [50] is as follows: 

𝜄𝕂𝑡 − 𝕂𝑥𝑡 − 𝕍𝕂 = 0 

𝜄ℝ𝑡 + ℝ𝑥𝑡 + 𝕍𝕂 = 0, 

𝕍𝑥 + 2𝑑2(ℝ𝕂)𝑡 = 0.                                                               (1) 

In this context, K (x, t) signifies a complex function, accompa-
nied by its corresponding complex conjugate denoted as K (x, t). 
In contrast, V stands for a real potential function conditional upon 
the autonomous spatial ‘x’ and temporal variables ‘t’. Furthermore, 
the (K-IIE) equation incorporates two supplementary variations, 
specifically (K-IIAE) and (K-IIBE) [51–53]. 

Assuming d = 1 and R = ϵK¯, where ϵ = ±1, the aforemen-

tioned equation system transforms into: 

𝜄𝕂𝑡 − 𝕂𝑥𝑡 − 𝕍𝕂 = 0, 
𝕍𝑥 − 2𝜖(|𝕂|2)𝑡 = 0.                                                                (2) 

Recently (2023), Mathanaranjan [54] applied F-expansion and 
new extended auxiliary equation methods and constructed the 
solitary waves and elliptic function solutions of Kuralay equation. 
Many novel solutions have been generated, other dynamical 
aspects analysed and the conserved quantities of the Kuralay 
equation developed. However, many solutions and families were 
missing such as periodic patterns featuring elevated crests and 
troughs, as well as anti-peaked crests and troughs, periodic kinks, 
anti-kinks and compactons in both bright and dark forms. Thus, in 
order to fill this gap, this study is carried out utilising the modified 
auxiliary equation and Sardar sub-equation method. 

Apart from the benefits associated with employing NLPDEs, 
the quest for precise analytical solutions to these equations pre-
sents challenges. To tackle this, a variety of techniques have 
been formulated. These approaches encompass the inverse 
scattering method [55], variational iteration method [56,57], inte-
gral scheme [58], soliton perturbation theory [59], positive quad-
ratic function method [60], (G′/G2)-expansion method [61] and Lie 
symmetry approach [62], among others. This article investigates 
soliton solutions for the (K-IIE) equation by employing two distinc-
tive methodologies: the modified auxiliary equation method [63] 
and the Sardar sub-equation approach [64]. Employing these 
methodologies results in a broad spectrum of solutions, spanning 
rational, trigonometric and hyperbolic manifestations. 

The techniques described in Section (2) are explained in this 
article. The solutions derived from the model are then examined in 
Section (3), where various parameter values acquired using the 
used approaches are used. The presentation of graphical repre-
sentations is also included in this section. Section (4) involves a 
visual evaluation of the solutions and the article concludes in 
Section (5), with a summary of the results. 

 
2. DESCRIPTION OF ANALYTICAL METHODS 

Consider an NLPDE of the following form: 

𝑌(𝕌, 𝕌𝑡 , 𝕌𝑥 , 𝕌𝑡𝑡 , 𝕌𝑥𝑥 , ⋯ ) = 0.                                               (3) 

Its NODE will be: 

ℚ(ℝ, ℝ′, ℝ′′, ⋯ ) = 0.                                                           (4) 

Consider: 

𝕌(𝑥, 𝑡) = 𝕌(Ω)                                                                           (5) 

where Ω = mx + ct. The prime notations within Eq. (4) signify the 
differentiation order concerning distinct variables within the equa-
tion. 

2.1.  Modified auxiliary equation method 

Utilising the MAE approach [63], we can regard the subse-
quent equation as the general solution for Eq. (4): 

𝕌(Ω) = 𝛼0  +  ∑ ⬚𝑁
𝑖=1 [𝛼𝑖(𝑧ℎ(Ω)  + 𝛽𝑖𝑧

−ℎ(Ω)]                 (6) 

αis, βis are constants of the equation and Ω = k1(x + y) + k2t. The 
function h(Ω) can be described by the auxiliary equation that 
follows: 

ℎ′(Ω)  =  
β + α𝑧−ℎ(Ω) + γ𝑧ℎ(Ω)

ln( 𝑧)
     .                                      (7) 

Here, γ, z, α and β are real arbitrary constants, where z>0 and 
z≠1. Furthermore, αis and βis cannot be zero at the same time. 

Eq. (7) has the following solutions: 
If γ ≠ 0 and Ξ < 0, 

𝑧ℎ(Ω)  =   − [
β+ √−Ξ𝑡𝑎𝑛(

√−ΞΩ

2
)

2γ
]   𝑜𝑟  𝑧ℎ(Ω)  =   −

[
β+ √−Ξ𝑐𝑜𝑡(

√−ΞΩ

2
)

2γ
].                                                          (8) 

If γ ≠ 0 and Ξ > 0, 

𝑧ℎ(Ω) = − [
β+ √Ξ𝑡𝑎𝑛ℎ(

√ΞΩ

2
)

2γ
]   𝑟 𝑧ℎ(Ω) =

− [
β+ √Ξ𝑐𝑜𝑡ℎ(

√ΞΩ

2
)

2γ
].                                                           (9) (9) 

If γ ≠ 0 and Ξ = 0, 

𝑧ℎ(Ω)  =   − [
2 + βΩ

2γΩ
]   ,                                                  (10) 

where Ξ = β2 − 4αγ. 

2.2. Sardar sub-equation method 

By employing the Sardar sub-equation approach [64], we can 
view the ensuing equation as the general solution for Eq. (4): 

 𝑈(Ω) = ∑ (𝑎𝑖𝑀
𝑖(Ω))𝑁

𝑖=0 ,   0  ≤  𝑖  ≤ 𝑁,                   (11) 

where ai in Eq. (11) are real constants and M(Ω) satisfy the 

𝑀′(Ω) = √𝜁 + 𝜐𝑀(Ω)2 + 𝑀(Ω)4,                                     (12) 

with real constants ζ and υ. 
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Eq. (12) has the following solutions: 
Case 1: if υ > 0 and ζ = 0; 

ODE of the following form: 

 𝑀1
±(Ω) = ±√-pqυ sechpq(√υΩ)                                  (13) 

𝑀2
±(Ω) = ±√pqυ cschpq(√υΩ)                                          (14) 

where 

𝑠𝑒𝑐ℎ𝑝𝑞(𝛺)   =  
2

𝑝𝑒𝛺+𝑞𝑒−𝛺 ,     𝑐𝑠𝑐ℎ𝑝𝑞(𝛺)   =  
2

𝑝𝑒𝛺−𝑞𝑒−𝛺.  

Case 2: if υ < 0 and ζ = 0: 

 𝑀3
±(Ω) = ±√−pqυ secpq(√−υΩ),                   (15) 

 𝑀4
±(Ω) = ±√−pqυ cscpq(√−υΩ)                               (16) 

where 

secpq(Ω)   =  
2

peιΩ+qe−ιΩ ,     cscpq(Ω)   =  
2ι

peιΩ−qe−ιΩ.     

Case 3: if υ < 0 and ζ =
υ2

4
: 

 𝑀5
±(Ω) = ±√−

υ

2
tanhpq (√−

υ

2
Ω),                             (17) 

 𝑀6
±(Ω) = ±√−

𝜐

2
cothpq (√−

𝜐

2
Ω),                               (18)

 𝑀7
±(Ω) = ±√−

𝜐

2
(tanhpq (√−2𝜐Ω) ±

𝜄√pq sechpq(√−2𝜐Ω)),      (19)                      

𝑀8
±(Ω) = ±√−

𝜐

2
(cothpq(√−2𝜐Ω) ± √pq cschpq(√−2𝜐Ω),         

(20)                                 

𝑀9
±(Ω) = ±√−

𝜐

8
(tanhpq (√−

𝜐

8
Ω) + cothpq (√−

𝜐

8
Ω)),   

                                                                                                   (21)                                              

where 

tanh𝑝𝑞(Ω) =
𝑝𝑒Ω − 𝑞𝑒−𝜄Ω

𝑝𝑒𝜄Ω + 𝑞𝑒−𝜄Ω
,         

coth𝑝𝑞 (Ω) =
𝑝𝑒𝜄Ω+𝑞𝑒−𝜄Ω

𝑝𝑒𝜄Ω−𝑞𝑒−𝜄Ω . 

Case 4: if υ > 0 and  ζ =
υ2

4
:; 

 𝑀10
± (Ω) = ±√

υ

2
tanpq (√

υ

2
Ω) ,                               (22) 

 𝑀11
± Ω = ±√

𝜐

2
cotpq (√

𝜐

2
Ω) ,                               (23) 

 𝑀12
± (Ω) = ±√

𝜐

2
(tanpq (√2𝜐Ω) ± √pqsecpq (√2𝜐Ω)),   (24)                                   

 𝑀13
± (Ω) = ±√

𝜐

2
(cotpq (√2𝜐Ω) ± √pqcschpq(√2𝜐Ω)),   (25)                               

 𝑀14
± (Ω) = ±√

𝜐

8
(tanpq (√

𝜐

8
Ω) + cotpq (√

𝜐

8
Ω)),             (26)                     

where 

tanh𝑝𝑞(Ω) = −𝜄
𝑝𝑒Ω − 𝑞𝑒−𝜄Ω

𝑝𝑒𝜄Ω + 𝑞𝑒−𝜄Ω
,         

coth𝑝𝑞 (Ω) = 𝜄
𝑝𝑒𝜄Ω+𝑞𝑒−𝜄Ω

𝑝𝑒𝜄Ω−𝑞𝑒−𝜄Ω . 

The functions mentioned are trigonometric and hyperbolic 
functions that have parameters represented by p and q. When p 
and q are both equal to 1, these functions become the known 
trigonometric and hyperbolic functions. 

3. THE FORMULATION OF SOLITON SOLUTION  
OF KURALAY EQUATION 

This section includes the presentation of the soliton solution, 
along with graphical representations that illustrate these solutions 
for the model being studied. 

Now, in order to find the soliton solutions, the travelling wave 
transformation will be used, which is given as follows: 

𝕂(𝑥, 𝑡) = 𝕌(Ω)𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂),        

𝕍(𝑥, 𝑡) = 𝕍(Ω)𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂),         

 Ω = 𝑚𝑥 + 𝑐𝑡.                                                         (27) 

Thus, 

𝕂𝑡 = (𝑐𝕌′ + 𝜄𝑤𝕌)𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂),  

𝕂𝑥 = (𝑚𝕌′ + 𝜄𝑘𝕌)𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂),                           (28) 

𝕂𝑥𝑡 = (𝑐𝑚𝕌′′ + 𝜄𝑤𝑚𝕌′ + 𝜄𝑐𝑘𝕌′ + 𝜄𝑘𝑤𝕌)𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂). 

Eqs (27) and (28) are substituted into Eq. (2) and the following 
is obtained: 

𝜄(𝑐𝕌′ + 𝜄𝑤𝕌) − (𝑐𝑚𝕌′′ + 𝜄𝑤𝑚𝕌′ + 𝑖𝑜𝑡𝑎𝑐𝑘𝕌′ − 𝑘𝑤𝕌)

− 𝕍𝕌 = 0, 

𝑚𝕍′ − 4𝜐𝑐𝕌𝕌′ = 0.                                (29) 

On integrating the second part of Eq. (29) 

𝑉  =  
2υ𝑐𝑈𝟚

𝑚
  −  

𝑐1

𝑚
..                                                                 (30) 

Eq. (30) is plugged into Eq. (29) and we obtain as follows: 

ι(𝑐𝑈′  +  ι𝑤𝑈)  −  (𝑐𝑚𝑈′′  +  ι𝑤𝑚𝑈′  +  ι𝑐𝑘𝑈′  −  𝑤𝑈)  −

(
2υ𝑐𝑈𝟚

𝑚
  −  ) 𝑈 = 0,                                                                 (31)  

where n =
c

m
. The real and imaginary parts of Eq. (31) are given, 

respectively, as 

𝑈′′  +  
(𝑤(1−𝑘)−𝑛)

𝑐𝑚
𝑈  +  

2υ𝑈𝟛

𝑚2   =  0,                               (32) 

(𝑐 − 𝑤𝑚 − 𝑐𝑘)𝕌′ = 0.                                                (33) 

From the imaginary part (Eq. (33)) is implied the following val-
ue of m: 

𝑚  =  
𝑐(𝑘−1)

𝑤
.                                                               (34) 

By plugging Eq. (34) into Eq. (32), we obtain as follows: 

𝑈′′  +  
𝑤(𝑤(1−𝑘)−𝑛)

𝑐2(𝑘−1)
𝑈  +  

2𝑤2υ𝑈𝟛

𝑐2(𝑘−1)2   =  0.                            (35) 
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3.1.  Solution by applying MAE method 

The solution using the MAE method for Eq. (35) can be ex-
pressed as follows, after determining the homogeneous balancing 
constant N = 1: 

𝕌(Ω) = 𝛼0 + 𝛼1𝑧ℎ(Ω) + 𝛽1𝑧−ℎ(Ω).                               (36) 

To obtain the system of equations, the solution from Eq. (36) 
was substituted into Eq. (35), and the varying power coefficients 
of zh(Ω) were calculated. The algebraic equation system that was 
obtained was then solved using the Mathematica software, which 
resulted in four distinct families of values for α0, α1 and β1. By 
using each family of values separately, the following solutions are 
obtained: 

3.1.1.  Family 1 

α0  = ±
β√(𝑘−1)(𝑘𝑤+𝑛−𝑤)

√2𝑤ϵΞ
,  α1  = ±

2γ√(𝑘−1)(𝑘𝑤+𝑛−𝑤)

√2𝑤ϵΞ
, β1  =

0,   𝑐 = ±
√2√𝑤((𝑘−1)𝑤+𝑛)

√((1−𝑘)Ξ)

,                                             (37)                                

General solution for family 1, 

𝑈(Ω)  = ±
√(𝑘−1)(𝑘𝑤+𝑛−𝑤)

√2𝑤ϵΞ
(β ± 2γ𝑧ℎ(Ω)).                     (38) . (38) 

Observing that numerous solutions can be obtained by substi-
tuting Eqs (8)–(10) into Eq. (38), the resulting solutions are as 
follows: 

Case1: If Ξ < 0, γ ≠ 0; 

𝕂1,1(𝑥, 𝑡) =

± (
√((𝑛+(𝑘−1)𝑤)(1−𝑘)𝑡𝑎 𝑛(

1

2
𝛺√−𝛯)

√2𝑤𝜖
) 𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂)                   (39) 

𝕍1,1(𝑥, 𝑡) =  
2𝑐𝜐

𝑚
(

√((𝑛+(𝑘−1)𝑤)(1−𝑘)𝑡𝑎 𝑛(
1

2
𝛺√−𝛯)

√2𝑤𝜖
) −

𝑐1

𝑚
,    (40) 

or 

𝕂1,2(𝑥, 𝑡)  = ±(
√−((𝑛+(𝑘−1)𝑤)(1−𝑘)cot (

1

2
Ω√−Ξ)

√2𝑤𝜖
)   𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂),              

                                                                                  (41) 

𝕍1,2(𝑥, 𝑡) =

2𝑐𝜐

𝑚
(

√−((𝑛+(𝑘−1)𝑤)(1−𝑘)cot (
1

2
Ω√−Ξ)

√2𝑤𝜖
)2𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −

𝑐1

𝑚
.      (42)                                                                                                                             

Case2: If Ξ > 0, γ ≠ 0; 

𝕂1,3(𝑥, 𝑡) = ± (
√((𝑛+(𝑘−1)𝑤)(1−𝑘)𝑡𝑎 𝑛 ℎ(

1

2
𝛺√𝛯)

√2𝑤𝜖
) 𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),    

                                                                                  (43) 

𝕍1,3(𝑥, 𝑡) =  
2𝑐𝜐

𝑚
(

√((𝑛+(𝑘−1)𝑤)(1−𝑘)𝑡𝑎 𝑛ℎ(
1

2
𝛺√𝛯)

√2𝑤𝜖
) −

𝑐1

𝑚
,     (44)  

or 

𝕂1,4(𝑥, 𝑡)=±(
√((𝑛+(𝑘−1)𝑤)(1−𝑘)coth (

1

2
Ω√Ξ)

√2𝑤𝜖
)𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂),        (45)                                                                      

𝕍1,4(𝑥, 𝑡) =
2𝑐𝜐

𝑚
(

√((𝑛+(𝑘−1)𝑤)(1−𝑘)coth (
1

2
Ω√Ξ)

√2𝑤𝜖
)2𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −

𝑐1

𝑚
.    

                                                                      (46)  

3.1.2.  Family 2 

𝛼0 = ±
𝛽√((𝑛+(𝑘−1)𝑤)(1−𝑘)

√2𝑤𝜖Ξ
, 𝛼1 = 0, 𝛽1 =

±
2𝛼√((𝑛+(𝑘−1)𝑤)(1−𝑘)

√2𝑤𝜖Ξ
, 𝑐 = ±

√2√𝑤((𝑘−1)𝑤+𝑛)

√((1−𝑘)(Ξ))
.               (47) 

General solution for family 2, 

𝑈(Ω)  =
𝛽√((𝑛+(𝑘−1)𝑤)(1−𝑘)}

√2𝑤ϵΞ
±

2𝛼𝑧−ℎ(Ω)√(𝑘−1)(𝑘𝑤+𝑛−𝑤)

√2𝑤𝜖Ξ
  (48) (48) 

It is observed that numerous solutions can be obtained by 
substituting equations Eq. (8)–(10) into Eq. (48). The resulting 
solutions are as follows: 

Case1 : If γ≠0, Ξ < 0; 

𝕂2,1(𝑥, 𝑡) =

± (
√((𝑛+(𝑘−1)𝑤)(1−𝑘)(𝛽(√−Ξtan (

1

2
Ω√−Ξ)+𝛽)−4𝛼𝛾)

(√−Ξtan (
1

2
Ω√−Ξ)+𝛽)√2𝑤𝜖(Ξ)

) 𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),   

                                                                                                   (49) 

𝕍2,1(𝑥, 𝑡) =  

2𝑐𝜐

𝑚
(

√((𝑛+(𝑘−1)𝑤)(1−𝑘)(𝛽(√−Ξtan (
1

2
Ω√−Ξ)+𝛽)−4𝛼𝛾)

(√−Ξtan (
1

2
Ω√−Ξ)+𝛽)√2𝑤𝜖(Ξ)

) −
𝑐1

𝑚
,   (50) 

 
𝕂2,2(𝑥, 𝑡) =

± (
√((𝑛+(𝑘−1)𝑤)(1−𝑘)(𝛽(√−Ξcot (

1

2
Ω√−Ξ)+𝛽)−4𝛼𝛾)

(√−Ξcot (
1

2
Ω√−Ξ)+𝛽)√2𝑤𝜖(Ξ)

) 𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),  

(51) 

𝕍2,2(𝑥, 𝑡) =  

2𝑐𝜐

𝑚
(

√((𝑛+(𝑘−1)𝑤)(1−𝑘)(𝛽(√−Ξcot (
1

2
Ω√−Ξ)+𝛽)−4𝛼𝛾)

(√−Ξcot (
1

2
Ω√−Ξ)+𝛽)√2𝑤𝜖(Ξ)

) −
𝑐1

𝑚
,   (52) 

𝕂2,3(𝑥, 𝑡) =

± (
√((𝑛+(𝑘−1)𝑤)(1−𝑘)(𝛽(√Ξtanh (

1

2
Ω√Ξ)+𝛽)−4𝛼𝛾)

(√−Ξtanh (
1

2
Ω√Ξ)+𝛽)√2𝑤𝜖(Ξ)

) 𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),  

(53) 

𝕍2,3(𝑥, 𝑡) =  

2𝑐𝜐

𝑚
(

√((𝑛+(𝑘−1)𝑤)(1−𝑘)(𝛽(√Ξtanh (
1

2
Ω√Ξ)+𝛽)−4𝛼𝛾)

(√Ξtanh (
1

2
Ω√Ξ)+𝛽)√2𝑤𝜖(Ξ)

) −
𝑐1

𝑚
,     (54) 

𝕂2,4(𝑥, 𝑡) =

± (
√((𝑛+(𝑘−1)𝑤)(1−𝑘)(𝛽(√Ξcoth (

1

2
Ω√Ξ)+𝛽)−4𝛼𝛾)

(√−Ξcoth (
1

2
Ω√Ξ)+𝛽)√2𝑤𝜖(Ξ)

) 𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),   

(55) 

or 

𝕍2,4(𝑥, 𝑡) =

2𝑐𝜐

𝑚
(

√((𝑛+(𝑘−1)𝑤)(1−𝑘)(𝛽(√Ξ coth(
1

2
Ω√Ξ)+𝛽)−4𝛼𝛾)

(√Ξ coth(
1

2
Ω√Ξ)+𝛽)√2𝑤𝜖(Ξ)

)

2

𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −

𝑐1

𝑚
.                                                                                                   (56) 
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(i) 

Fig. 1.   Three-dimensional, contour and two-dimensional representations 
of the solution K1,1 across different parameter values of w.  
(a) 3-D visualisation at w = 0.35. (b) Contour visualisation  
at w = 0.35. (c) 2-D visualisation at w = 0.35. (d) 3-D visualisa-
tion at w = 0.75. (e) Contour visualisation at w = 0.75. (f) 2-D vis-
ualisation at w = 0.75. (g) 3-D visualisation at w = 1.05. (h) Con-
tour visualisation at w = 1.05. (i) 2-D visualisation at w = 1.05 

 

(a) 
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(g) 
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(h) 

 

(i) 

Fig. 2.   Three-dimensional, contour and two-dimensional representations 
of the solution K1,4 across different values of w. (a) 3-D visuali-
sation at w = 0.25. (b) Contour visualisation at w = 0.25. (c) 2-D 
visualisation at w = 0.25. (d) 3-D visualisation at w = 0.75 (e) 
Contour visualisation at w = 0.75 (f) 2-D visualisation at w = 0.75. 
(g) 3-D visualisation at w = 1.25. (h) Contour visualisation  
at w = 1.25. (i) 2-D visualisation at w = 1.25 

3.2. Solution by applying Sardar sub-equation method 

The solution using the Sardar sub-equation method for Eq. 
(35) can be expressed as follows, after determining the homoge-
neous balancing constant N = 1: 

𝑈(Ω)  =  𝑎0  +  𝑎1𝑀(Ω)                                                 (57) 

To obtain the system of equations, the solution from Eq. (57) 
was substituted into Eq. (35), and the varying power coefficients 
of M(Ω) were calculated. The algebraic equation system that was 
obtained was then solved using the Mathematica software, which 
resulted in a family of values for a0, a1 and c. By Using this fami-
ly, we got solutions as follows: 

3.2.1. Family 

𝑎0 = 0,  𝑎1 = ±
√(𝑘−1)𝑤+𝑛

√υ𝑤ϵ
,  𝑐 = ±

√𝑤(−(𝑘−1)𝑤−𝑛)

√υ−𝑘υ
.         (58)       

                                                                                . (58) 
General solution for family, 

𝑈(Ω)  =
√((𝑛+(𝑘−1)𝑤)(1−𝑘)

√υ𝑤ϵ
𝑀(𝜙),                                  (59)                                                                             

 . (59) 

After using the general solution of Eq. (59) in Eqs (27) and 
(30), we get the following solutions: Case 1: if υ > 0 and ζ = 0; 

𝕂1(𝑥, 𝑡) =

±√
((𝑛+(𝑘−1)𝑤)(1−𝑘)pq

𝑤𝜖
(sechpq(√𝜐Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂)        (60) 

𝕍1(𝑥, 𝑡) =

2𝜐𝑐

𝑚
(√

((𝑛+(𝑘−1)𝑤)(1−𝑘)pq

𝑤𝜖
(𝑠𝑒𝑐ℎpq(√𝜐Ω)))2𝑒𝜄(𝑘𝑥+𝑤𝑡+,𝑒𝑡𝑎) −

𝑐1

𝑚
,                                                                              (61)                                                                                                                             

𝕂2(𝑥, 𝑡) =

±(√
((𝑛+(𝑘−1)𝑤)(1−𝑘)pq

𝑤𝜖
(cschpq(√𝜐Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),      (62)                                                                                

𝕍2(𝑥, 𝑡) =

2𝜐𝑐

𝑚
(√

((𝑛+(𝑘−1)𝑤)(1−𝑘)pq

𝑤𝜖
(cschpq(√𝜐Ω)))2𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −

𝑐1

𝑚
.    

                                                                                  (63)                                                                                                              

Case 2: if υ < 0 and ζ = 0; 

𝕂3(𝑥, 𝑡) =

±(√
((𝑛+(𝑘−1)𝑤)(1−𝑘)pq

𝑤𝜖
(secpq(√−𝜐Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),   

                                                                                  (64)  

𝕍3(𝑥, 𝑡) =

2𝜐𝑐

𝑚
(√

((𝑛+(𝑘−1)𝑤)(1−𝑘)pq

𝑤𝜖
(secpq(√−𝜐Ω)))2𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −

𝑐1

𝑚
,                 

                                                                                  (65)  

𝕂4(𝑥, 𝑡) =

±(√
((𝑛+(𝑘−1)𝑤)(1−𝑘)pq

𝑤𝜖
(cscpq(√−𝜐Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),      (66)                                                                                                                                                                                         

𝕍4(𝑥, 𝑡) =

2𝜐𝑐

𝑚
(√

((𝑛+(𝑘−1)𝑤)(1−𝑘)pq

𝑤𝜖
(cscpq(√−𝜐Ω)))2𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −

𝑐1

𝑚
.  

                                                                                                   (67) 

Case 3: if υ < 0 and ζ =
υ2

4
; 

𝕂5(𝑥, 𝑡) =

±(√
((𝑛+(𝑘−1)𝑤)(𝑘−1)

2𝑤𝜖
(tanpq(√−

𝜐

2
Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),       (68)                                                                                                  

𝕍5(𝑥, 𝑡) =  

2𝑐𝜐

𝑚
(√

((𝑛+(𝑘−1)𝑤)(𝑘−1)

2𝑤𝜖
(tanpq(√−

𝜐

2
Ω)))

2

𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂) −
𝑐1

𝑚
,                                                                        

(69) 

𝕂6(𝑥, 𝑡) =

±(√
((𝑛+(𝑘−1)𝑤)(𝑘−1)

2𝑤𝜖
(cothpq(√−

𝜐

2
Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),    

                                                                                                   (70) 

𝕍6(𝑥, 𝑡) =
2𝜐𝑐

𝑚
(√

(𝑘−1)((𝑘−1)𝑤+𝑛)

2𝑤𝜖
(cothpq (√

−𝜐

2
Ω)))2𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −

𝑐1

𝑚
,  (71) 
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𝕂7(𝑥, 𝑡) = ±(√
((𝑛+(𝑘−1)𝑤)(𝑘−1)

2𝑤𝜖
(tanhpq(√−2𝜐Ω)) ±

𝑖√−𝑝𝑞sechpq(√−2𝜐Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),                        (72) 
                                         

𝕍7(𝑥, 𝑡) =
2𝜐𝑐

𝑚
(√

(𝑘−1)((𝑘−1)𝑤+𝑛)

2𝑤𝜖
(tanhpq(√−2𝜐Ω) ±

𝜄√pq sechpq(√−2𝜐Ω)))

2

𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −
𝑐1

𝑚
,                    (73)    

𝕂8(𝑥, 𝑡) = ±(√
((𝑛+(𝑘−1)𝑤)(𝑘−1)

2𝑤𝜖
(cothpq(√−2𝜐Ω)) ±

𝑖√−𝑝𝑞cschpq(√−2𝜐Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),                       (74)                                                                               

𝕍8(𝑥, 𝑡) =
2𝜐𝑐

𝑚
(√

(𝑘−1)((𝑘−1)𝑤+𝑛)

2𝑤𝜖
(cothpq(√−2𝜐Ω) ±

√pq cschpq(√−2𝜐Ω)))

2

𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −
𝑐1

𝑚
,                              (75)                                                                               

𝕂9(𝑥, 𝑡) = ±(
1

2
√

((𝑛+(𝑘−1)𝑤)(𝑘−1)

2𝑤𝜖
(tanhpq(

1

2
√−

𝜐

2
Ω)) ±

𝑐𝑜𝑡ℎ(
1

2
√−

𝜐

2
Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),                                  (76) 

𝕍9(𝑥, 𝑡) =
2𝜐𝑐

𝑚
(

1

2
√

(𝑘−1)((𝑘−1)𝑤+𝑛)

2𝑤𝜖
(tanhpq (

1

2
√

−𝜐

2
Ω) ±

cothpq (
1

2
√

−𝜐

2
Ω)))2𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −

𝑐1

𝑚
.                   (77) 

         

Case 4: if υ > 0 and  ζ =
υ2

4
; 

𝕂10(𝑥, 𝑡) =

±(√
((𝑛+(𝑘−1)𝑤)(1−𝑘)

2𝑤𝜖
(tanhpq(√

𝜐

2
Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),        (78) 

𝕍10(𝑥, 𝑡) =  

2𝑐𝜐

𝑚
(√

((𝑛+(𝑘−1)𝑤)(1−𝑘)

2𝑤𝜖
(tanhpq(√

𝜐

2
Ω)))

2

𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂) −
𝑐1

𝑚
,                                                                        

(79)    

𝕂11(𝑥, 𝑡) =

±(√
((𝑛+(𝑘−1)𝑤)(1−𝑘)

2𝑤𝜖
(cotpq(√

𝜐

2
Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),          (80)                                                                               

𝕍11(𝑥, 𝑡) =

2𝜐𝑐

𝑚
(√

(𝑛+𝑤(𝑘−1))(1−𝑘)

2𝑤𝜖
(cotpq (√

𝜐

2
Ω)))2𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −

𝑐1

𝑚
,   

(81) 

𝕂12(𝑥, 𝑡) = ±(√
((𝑛+(𝑘−1)𝑤)(1−𝑘)

2𝑤𝜖
(tanpq(√2𝜐Ω)) ±

√𝑝𝑞secpq(√2𝜐Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),                                (82) 

𝕍12(𝑥, 𝑡) =
2𝜐𝑐

𝑚
(√

(𝑛+𝑤(𝑘−1))(1−𝑘)

2𝑤𝜖
(tanpq(√2𝜐Ω) ±

√pq secpq(√2𝜐Ω)))

2

𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −
𝑐1

𝑚
,                                   (83)         

𝕂13(𝑥, 𝑡) = ±(√
((𝑛+(𝑘−1)𝑤)(1−𝑘)

2𝑤𝜖
(cotpq(√2𝜐Ω)) ±

√𝑝𝑞cscpq(√2𝜐Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),                                 (84) 

𝕍13(𝑥, 𝑡) =
2𝜐𝑐

𝑚
(√

(𝑛+𝑤(𝑘−1))(1−𝑘)

2𝑤𝜖
(cotpq(√2𝜐Ω) ±

√pq cscpq(√2𝜐Ω)))

2

𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −
𝑐1

𝑚
,                                (85) 

𝕂14(𝑥, 𝑡) = ±(
1

2
√

((𝑛+(𝑘−1)𝑤)(1−𝑘)

2𝑤𝜖
(tanpq(√

𝜐

8
Ω)) ±

𝑐𝑜𝑡(√
𝜐

8
Ω)))𝑒𝜄(𝑘𝑥 + 𝑒𝑡 + 𝜂),                                         (86) 

𝕍14(𝑥, 𝑡) =
2𝜐𝑐

𝑚
(

1

2
√

(𝑛+𝑤(𝑘−1))(1−𝑘)

𝑤𝜖
(tanpq (√

𝜐

8
Ω) +

cotpq (√
𝜐

8
Ω)))

2

𝑒𝜄(𝑘𝑥+𝑤𝑡+𝜂) −
𝑐1

𝑚
.                                        (87) 

 

(a) 

 
(b) 
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(c) 

 

(d) 

 

(e) 

 

(f) 

 

(g) 

 
(h) 

 
(i) 

Fig. 3.   Three-dimensional, contour and   two-dimensional representa-
tions of the solution K8 across different parameter values of υ. 
(a) 3-D visualisation at υ = −1.25. (b) Contour visualisation at υ = 
−1.25. (c) 2-D visualisation at υ = −1.25. (d) 3-D visualisation at 
υ = −0.75. (e) Contour visualisation υ = −0.75. (f) 2-D visualisa-
tion υ = −0.75. (g) 3-D visualisation υ = −0.15. (h) Contour visual-
isation υ = −0.15. (i) 2-D visualisation υ = −0.15 

 

(a) 
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(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

 

(g) 

 

(h) 

 

(i) 

Fig. 4.   Three-dimensional, contour and two-dimensional representations 
of the solution K12 across different parameter values of υ. (a) 3-
D visualisation at υ = 0.5. (b) Contour visualisation at υ = 0.5. (c) 
2-D visualisation at υ = 0.5. (d) 3-D visualisation at υ = 0.15, (e) 
Contour visualisation at υ = 0.15. (f) 2-D visualisation at υ = 0.15. 
(g) 3-D visualisation at υ = 0.05. (h) Contour visualisation at υ = 
0.05. (i) 2-D visualisation at υ = 0.05 

4. GRAPHICAL DISCUSSION 

The purpose of this section is to provide a visual examination 
of the obtained results and their relevance in terms of physical 
implications. 

Fig. 1 illustrates the transmission behaviour of the solution 
K1,1 at designated parameter values, α = 0.25, γ = 0.5, k = 0.5,  
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β = 0.1 and n = 0.25. This solution anticipates an anti-kink periodic 
pattern exhibited by a travelling soliton, where the frequency rises 
as the parameter w increases. Fig. 2 illustrates the transmission 
behaviour of the solution K1,4 at designated parameter values, α 
= 0.25, γ = 0.5, k = 0.5, β = 0.1 and n = 0.25. This solution antici-
pates an anti-kink periodic pattern exhibited by a travelling soliton, 
where the frequency rises as the parameter w increases. 

Fig. 3 shows the propagating behaviour of the solution K8 at 
designated parameter values, w = 15, k = 0.5, n = 0.25, p = 0.26 
and q = 0.25. The proposed solution can forecast the behaviour of 
a travelling soliton that displays periodic patterns characterised by 
anti-peaked crests and anti-troughs. Furthermore, the frequency 
of this pattern is observed to increase as the value of the parame-
ter υ increases. 

Fig. 4 shows the propagating behaviour of the solution K12 at 
designated parameter values, w = 0.15, k = 0.35, n = 0.15, p = 
0.52 and q = 0.5. The proposed solution can forecast the behav-
iour of a travelling soliton that displays periodic patterns character-
ised by anti-peaked crests and anti-troughs. Furthermore, the 
frequency of this pattern is observed to increase as the value of 
the parameter υ increases. 

5. CONCLUSION 

In this study, numerous novel solitons to the Kuralay equation 
are constructed through use of the modified auxiliary equation 
approach and the Sardar sub-equation method. Thus, numerous 
types of solitons such as a plane solution, periodic-stumpons, 
compacton, smooth soliton, multi-smooth kink, mixed-hyperbolic, 
periodic and mixed-periodic, compacton with singular peaks, 
mixed-trigonometric, trigonometric solution, peakon soliton, anti-
peaked with decay, mixed-shock singular, mixed-singular, and 
singular and shock wave solutions are developed which are more 
generalised than the existing results. The propagation of solitons 
is graphically displayed in 3-D, contour and 2-D visualisation. The 
observed wave propagation displayed diverse behaviours, en-
compassing periodic patterns featuring elevated crests and 
troughs, as well as anti-peaked crests and troughs, periodic kinks, 
anti-kinks and compactons in both bright and dark forms. It is 
observed that the wave number is responsible to control the prop-
agation of a solitary wave. Some appropriate values are selected 
for the involved free parameters in order to enlighten the graphical 
behaviour of the optical pulses using the developed analytical 
solutions. In interpreting the physical perspective of the nonlinear 
model, the proposed solutions may be considered to be authorita-
tive. The modified auxiliary equation approach and the Sardar 
sub-equation method is a reliable and effective mathematical 
technique that can be applied to propose the analytical solutions 
to a number of other difficult physical phenomena. Additionally, 
there is potential to broaden the scope of this study to encompass 
lump interactions, multiple solitons and rogue wave breathers, 
thus expanding its practical utility. 
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Abstract: The Helmholtz equation is an important differential equation. It has a wide range of uses in physics, including acoustics, electro-
statics, optics, and quantum mechanics. In this article, a hybrid approach called the Shehu transform decomposition method (STDM) is im-
plemented to solve space-fractional-order Helmholtz equations with initial boundary conditions. The fractional-order derivative is regarded 
in the Caputo sense. The solutions are provided as series, and then we use the Mittag-Leffler function to identify the exact solutions to the 
Helmholtz equations. The accuracy of the considered problem is examined graphically and numerically by the absolute, relative, and recur-
rence errors of the three problems. For different values of fractional-order derivatives, graphs are also developed. The results show that 
our approach can be a suitable alternative to the approximate methods that exist in the literature to solve fractional differential equations. 

Key words: Helmholtz equations, Shehu transform, Adomian decomposition method, Mittag-Leffler function, Caputo derivatives 

1. INTRODUCTION 

The fractional calculus (FC) results from several straightfor-
ward questions regarding the concept of derivatives: why does a 
function's half-order derivative reveal information that the first-
order derivative does not? By providing answers to these issues, 
researchers create a new window of opportunity between the 
mathematical and physical worlds, leading to several exciting new 
questions and findings. For instance, unlike the conventional 
derivative, the fractional-order derivative (FOD) of a constant 
function is not always zero [1]. 

The memory idea is the most beneficial interpretation of FC. In 
general, systems are considered to be memoryless when their 
output at each time t depends only on the input at time t. Howev-
er, when the system has to remember past values of the input to 
compute the present value of the output, these systems are re-
ferred to as memory systems or non-memoryless systems. The 
memory property of FOD refers to their ability to capture and 
incorporate information from past states. Instead of traditional 
integer-order derivatives, which rely solely on the current state of 
a system, FOD retain memory of past states over a certain time 
horizon. This memory property is particularly useful in modeling 
and analyzing systems with long-term dependencies or non-local 
effects, where past events continue to influence the system's 
dynamics alongside the current state. By incorporating information 
from past states, FOD provide a more accurate representation of 
the system's behavior and enable better predictions of its future 
evolution. In practical terms, the memory property of FOD allows 
for a more nuanced understanding of complex phenomena in 
various fields, including physics, engineering, biology, finance, 
and more. It facilitates the development of more accurate models 
and control strategies for systems exhibiting non-local or long-
term memory effects. 

Different from integer-order derivatives, there are several 
kinds of definitions for FOD [2-5]. These definitions are generally 
not equivalent to each other. In the following, we introduce several 
definitions. 

The natural derivative is fundamentally extended into a frac-
tional derivative by the Grünwald-Letnikov derivative. Both Anton 
Karl Grünwald and Aleksey Vasilievich Letnikov introduced it in 
1867 and 1868, respectively [6]. It is therefore written as: 

ℑ𝜍𝛯(𝜏) = 𝑙𝑖𝑚
ℏ→0

1

ℏ
∑ (−1)𝜅∞

𝜅=0 [
𝜍
𝜅

] 𝛯(𝜏 − 𝜅ℏ),           

where κ ∈ N, and the gamma function is used to determine the 
binomial coefficient, 

[
𝜍
𝜅

] =
𝜍(𝜍 − 1)(𝜍 − 2)(𝜍 − 3) ⋯ (𝜍 − 𝜅 + 1)

𝜅!
. 

In 1847, Riemann defined the new fractional order derivative 
that is called Riemann-Liouville fractional derivatives (RLFD) [7]. It 
is defined as follows: 

ℑ0,𝜏
𝜍

𝛯(𝜏) =
𝑑𝜅

𝑑𝜏𝜅 𝐷0,𝜏
−(𝜅−𝜍)

𝛯(𝜏) =
1

𝛤(𝜅−𝜍)

𝑑𝜅

𝑑𝜏𝜅 ∫ (𝜏 −
𝜏

0

ϒ)𝜅−𝜍−1  𝛯(ϒ)𝑑ϒ,  

where κ − 1 ≤ ς < κ ∈ Z+ 
The Caputo fractional derivative (CFD) was established in 

1967 [8] because it was ineffective in the description and model-
ling of some complicated events. 

ℑ0,𝜏
𝜍

𝛯(𝜏) = 𝐷0,𝜏
−(𝜅−𝜍) 𝑑𝜅

𝑑𝜏𝜅 𝛯(𝜏) =
1

𝛤(𝜅−𝜍)
∫ (𝜏 −

𝜏

0

ϒ)𝜅−𝜍−1 𝑑𝜅

𝑑𝜏𝜅 𝛯(ϒ)𝑑ϒ,     

where  𝜅 − 1 ≤ 𝜍 < 𝜅 ∈ 𝑍+ 
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The RLFD of a constant W is given by 
Wτ−κ

Γ(1−ς)
. As a result, the 

CFD's ability to provide the derivative of a constant zero, as in an 
ordinary derivative, is one of its strengths. 

It is important to keep in mind that while all FOD behave the 
same when the order is an integer, they may behave differently 
when the order is not an integer. For instance, in a non-integer 
order, the CFD of a constant behaves differently than the RLFD 
because it is zero. There are more fractional derivatives; the 
interested reader is referred to [9-12] for further details. 

Fractional-order differential equations (FODEs) are mathemat-
ical representations of natural and physical phenomena that occur 
in the fields of science and engineering. As a result, we detect the 
mechanism of these FODEs through the study of the approximate 
and exact solution, and their genuine physical intention can be 
understood from the graphical representation of the solution. 

Due to their arbitrary features, FODEs are thought to be more 
difficult to compute than integer-order differential equations. In the 
literature, several methods are developed over the past few dec-
ades, namely the invariant subspace method [13], the Lie sym-
metry approach [14], the (G/G)-Expansion Method [15], the Haar 
wavelet method [16], the operational matrix method [17], and the 
sub-equation method [18] to solve the fractional differential and 
integral equations. 

However, in some circumstances, especially when dealing 
with large and complex problems, the approximate solution tech-
nique for handling FODEs proves to be more effective and practi-
cal. As a result, different approximate techniques are created by 
researchers to solve various types of FODEs. For instance, the 
operational matrix approach [19], the Elzaki residual power series 
approach [20], the homotopy analysis method [21], and the de-
composition method [22], for more approximate techniques, see 
[23-25]. Absolute, relative, and recurrence errors are commonly 
used to assess the accuracy of approximate methods in solving 
mathematical problems. By analyzing these error measures, 
researchers can gain a comprehensive understanding of the 
performance of approximate methods. Indeed, most researchers 
commonly utilize absolute, relative, and recurrence errors as 
primary metrics for assessing the accuracy and convergence of 
approximate methods in solving mathematical problems [26-29]. 

The wave equation can be used to derive the Helmholtz equa-
tion (HH-E), an elliptic partial differential equation. The HH-E is 
used to explain a variety of phenomena, including electromagnetic 
waves in fluids, vibrating lines, plates, and walls, as well as acous-
tics, magnetic fields, nuclear power plants, and geoscience. Take 
into account a 2D non-homogeneous isotropic material whose 
Euclidean space velocity is V. The wave result, Ξ(ν, ϖ), which 

has the harmonic origin Θ(ν, ϖ) as its point of vibration and 
vibrates at the fixed frequency ω > 0, satisfies the HH-E for the 

defined area R. 

𝜕2

𝜕𝜈2 𝛯(𝜈, 𝜛) +
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛) + 𝛺𝛯(𝜈, 𝜛) = −𝛩(𝜈, 𝜛), 

where Ξ(ν, ϖ) is an appropriately differentiable function at the 
boundary of R, and Θ(ν, ϖ) is a specified function, Ω > 0 is a 

constant value, and √Ω =
ω

V
 is a wave number with a wavelength 

of 
2π

√Ω
. 

In this research, STDM is applied to the HH-E in the sense of 
CFD of x-space in the following form: 

ℑ𝜈
𝜍

𝛯(𝜈, 𝜛) +
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛) + 𝛺𝛯(𝜈, 𝜛) = −𝛩(𝜈, 𝜛), 1<𝜍 ≤ 2,  

subject to the initial conditions (I-Cs) 

𝛯(𝜈, 0) = 𝛹(𝜛), 𝛯𝜈(𝜈, 0) = 𝛵(𝜛). 

Furthermore, we similarly apply STDM to the HH-E in terms of 
the CFD of y-space: 

ℑ𝜛
𝜍

𝛯(𝜈, 𝜛) +
𝜕2

𝜕𝜈2 𝛯(𝜈, 𝜛) + 𝛺𝛯(𝜈, 𝜛) = −𝛩(𝜈, 𝜛), 1<𝜍 ≤ 2.  

with the following I-Cs: 

𝛯(𝜈, 0) = 𝛷(𝜈), 𝛯𝜛(𝜈, 0) = 𝛲(𝜈). 

In general, boundary conditions for the HH-E specify the be-
havior of the solution at the boundaries of the domain in which the 
equation is being solved. These boundary conditions can be of 
various types, including Dirichlet boundary conditions, Neumann 
boundary conditions, or mixed boundary conditions.  

Dirichlet boundary conditions: These specify the value of the 
solution at the boundary of the domain. Mathematically, it can be 
expressed as Ξ(ν, ϖ) = g(ν, ϖ) , where g(ν, ϖ) is a given 
function describing the boundary values. 

Neumann boundary conditions: These specify the normal de-
rivative of the solution at the boundary of the domain. Mathemati-
cally, it can be expressed as   

∂

∂n
Ξ(ν, ϖ) = f(ν, ϖ),  

where f(ν, ϖ)  is a given function describing the normal derivative 
on the boundary. 

Mixed boundary conditions: These are a combination of Di-
richlet and Neumann boundary conditions, specifying both the 
value of the solution and its normal derivative at different parts of 
the boundary. 

The choice of boundary conditions depends on the physical 
problem and the geometry of the domain. For example, in acous-
tic problems, Dirichlet boundary conditions might be used to 
specify the pressure at the boundaries of a room, while in elec-
tromagnetic problems, Neumann boundary conditions might be 
used to specify the normal component of the electric field at a 
conducting boundary. 

The solution of the HH-E holds significant importance across 
various fields of science and engineering due to its wide range of 
applications. Here are some reasons highlighting its importance: 

Acoustics: In acoustics, the HH-E describes the behavior of 
sound waves in different media. Solutions to this equation help in 
understanding phenomena such as sound propagation, reso-
nance, and wave interference. Applications include designing 
concert halls, noise control, and ultrasound imaging. 

Electromagnetics: In electromagnetics, the HH-E describes 
the behavior of electromagnetic fields, such as those produced by 
antennas, waveguides, and resonant cavities. Solutions to this 
equation are crucial for designing communication systems, radar 
systems, and microwave devices. 

Optics: In optics, the HH-E governs the propagation of light 
waves through various optical media. Solutions to this equation 
are essential for designing optical components, such as lenses, 
mirrors, and optical fibers, as well as for understanding phenome-
na like diffraction and interference. 

Quantum mechanics: In quantum mechanics, the HH-E ap-
pears in the context of the Schrödinger equation, which describes 
the behavior of quantum particles in potential fields. Solutions to 
this equation provide insights into the energy levels and wave 
functions of quantum systems, with applications in atomic physics, 
solid-state physics, and quantum chemistry. 
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Engineering: In general engineering applications, the HH-E 
arises in problems involving wave propagation, vibration analysis, 
and structural dynamics. Solutions to this equation are essential 
for designing structures, predicting their response to external 
forces, and optimizing their performance. 

Overall, the solution of the HH-E plays a crucial role in under-
standing and modeling various physical phenomena, enabling the 
development of innovative technologies and solutions across 
different fields. 

One of the most helpful mathematical methods is the use of 
integral transforms to solve differential equations (DEs) and inte-
gral equations. DEs can be expressed in terms of a straightfor-
ward algebraic equation by selecting the appropriate integral 
transform (IT). Many mathematicians are interested in a novel IT 
known as the "Shehu transforms (Sh-T)". The suggested IT is 
effectively applied to both ordinary and partial DEs, and it is de-
rived from the classical Fourier IT.  

In this paper, the HH-E problem is solved in the context of 
CFD using the Sheu transform (Sh-T) and the Adomian decompo-
sition method (ADM). The primary advantage of this method is 
that it does not call for the solution of any parameters in the equa-
tion. Consequently, it circumvents certain limitations associated 
with traditional perturbation techniques. The accuracy and effec-
tiveness of the STDM are confirmed by comparing the approxi-
mate solution (App-S) and the exact solution (Ex-S). Additionally, 
2D graphs are generated for various values of FOD, illustrating 
the convergence of the approximation solution to the Ex-S as 
FOD increases.  Therefore, results show that the fifth-step App-S 
perfectly agrees with the exact solution. The numerical analysis in 
the sense of absolute errors (Abs-Er), relative errors (Rel-Er), and 
recurrence errors (Rec-Er) evaluations establish the correctness 
and convergence, proving the effectiveness of the suggested 
method. Therefore, our suggested approach is effective and 
simple to apply to many different kinds of related scientific and 
technical problems. 

The major contributions of this paper include at least the fol-
lowing aspects: The system we study is more generalized be-
cause it includes the FOD. For the first time in literature, we use 
the Shehu transform to solve fractional Helmholtz equations. We 
obtain both approximate and exact solutions. The suggested 
approach is a useful tool for both exact and approximate FODE 
solutions. The strength of the scheme lies in the modest size of 
computation required for the proposed approach, which yields 
accuracy with fewer computations. The efficiency and reliability of 
the recommended approach are demonstrated by the error analy-
sis. 

The following is how this study is structured: First, in Section 
2, we use key definitions and findings from FC theory. The algo-
rithm STDM for solving space-fractional Helmholtz equations is 
then covered in Section 3. Some problems in Section 4 are solved 
with the use of STDM. In Section 5, we also present a graphic and 
numerical comparison of approximate and exact solutions in terms 
of Abs-Er, Rel-Er, and Rec-Er, demonstrating the validity of the 
suggested approach. Lastly, we provide a summary of our find-
ings in the conclusion. 

2. PRELIMINARY CONCEPTS    

We provide some helpful definitions related to FC in this sec-
tion. The Mittag-Leffler function (ML-F), which is important in FC, 

is defined first. Next, we go through some fundamental Sh-T 
terms, definitions, and theorems that are relevant to this study. 

Definition 1. [30] A direct generalization of the exponential 
function, eν, is the ML-F. The power series formula for the two-
parameter ML-F is as follows: 

𝐸𝛼,𝛽(𝜈) = ∑
𝜈𝜅

𝛤(𝛼𝜅+𝛽)

∞
𝜅=0 , 𝛼 > 0, 𝛽 > 0.  

The definition of the one-parameter ML-F is: 

𝐸𝛼(𝜈) = ∑
𝜈𝜅

𝛤(𝛼𝜅+1)

∞
𝜅=0 , 𝛼 > 0.  

We get well-known classical functions when the parameters α,
βare chosen in specific ways. 

𝐸1,1(𝜈) = 𝑒𝜈 , 𝐸1,2(𝜈) =
𝑒𝜈−1

𝜈
, 𝐸2,1(𝜈2) =

𝑐𝑜𝑠ℎ 𝜈 , 𝐸2,2(𝜈2) =
𝑠𝑖𝑛ℎ 𝜈

𝜈
.  

Definition 2.  [31] The Sh-T is defined as follows: 

𝑆[Ξ(𝜈, 𝜛)] = 𝑃(𝜇, 𝜂) = ∫ Ξ(𝜈, 𝜛)𝑒
−𝜇𝜈

𝜂
∞

0
𝑑𝜈, 𝜈 > 0,                     

The inverse Sh-T is given by 

𝑆−1{𝑃(𝜇, 𝜂)} = Ξ(𝜈, 𝜛) =
1

2𝜋𝑖
∫

1

𝑣
𝑃(𝜇, 𝜂)𝑒

−𝜇𝜈

𝜂
𝑤+𝑖∞

𝑤−𝑖∞
𝑑𝜇,                                           

where μ and η are the Sh-T variables, and w is a real constant, 
and the integral is taken along μ = w in the complex plane s =
ν + ϖi. 

Some important properties of Sh-T are as follows [32] 

𝑆[𝛬1𝛯1(𝜈) + 𝛬2𝛯2(𝜈)] = 𝛬1𝑆[𝛯1(𝜈)] + 𝛬2𝑆[𝛯2(𝜈)]. 

𝑆[1] =
𝜇

𝜂
. 

𝑆 [
𝜈𝑛

𝑛!
] = (

𝜇

𝜂
)

𝑛+1
for 𝑛 = 0, 1, 2, 3,.  .  .. 

𝑆[𝜈𝜍] = (
𝜇

𝜂
)

𝜍+1

𝛤(𝜍 + 1). 

Definition 3. [32] The Sh-T for nth derivatives is defined as 

𝑆[ℑ(𝑛)𝛯(𝜈)] =
𝜇𝑛

𝜂𝑛 𝑆[𝛯(𝜈)] − ∑ (
𝜇

𝜂
)𝑛−1

𝜅=0

𝑛−𝜅−1

𝛯(𝜅)(0), 𝑛 ≥ 1.  

Definition 4. [33] The Sh-T of CFD of Ξ(ν, ϖ) with order ς is 
defined as 

𝑆[ℑ(𝜍)𝛯(𝜈)] =
𝜇𝜍

𝜂𝜍 𝑆[𝛯(𝜈)] −

    ∑ (
𝜇

𝜂
)𝜅−1

𝜅=0

𝜍−𝜅−1

𝛯(𝜅)(0), 𝜅-1<𝜍 < 𝜅.  

3. ALGORITHM OF THE SHEHU TRANSFORM DECOMPOSI-
TION METHOD  

The primary goal of this section is to provide a series-form so-
lution for the HH-E using STDM. The main algorithms of STDM 
are as follows: To do so, first apply the Sh-T to both sides of the 
given problem to convert the given model into algebraic expres-
sions, and then use the inverse Sh-T to convert the obtained 
algebraic expression into the model’s real domain. In the next 
step, we provide the series solutions of the model by using the 
ADM on the algebraic expressions that are attained with the help 
of Sh-T and inverse Sh-T. 

As the fundamental idea of the suggested technique, we take 
into consideration a general form of HH-E: 
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𝜕2

𝜕𝜈2 𝛯(𝜈, 𝜛) +
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛) + 𝛺𝛯(𝜈, 𝜛) = −𝛩(𝜈, 𝜛),        (1)  

with the I-Cs  

 𝛯(0, 𝜛) = 𝛷(𝜛), 𝛯𝜈(0, 𝜛) = 𝑃(𝜛).                                        (2) 

Applying the Sh-T to Eq. (1), we use the differentiation proper-
ty of the Sh-T, and after some calculation, as a result, we get as 
follows: 

𝑆[𝛯(𝜈, 𝜛)] =
𝜂

𝜇
𝛷(𝜛) − (

𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛)] −

(
𝜂

𝜇
)

𝜍

𝛺𝑆[
𝜕2

𝜕𝜆2 𝛯(𝜈, 𝜛)] −   (
𝜂

𝜇
)

𝜍
𝑆[𝛩(𝜈, 𝜛)],                                 (3)                                            

Taking the inverse Sh-T on Eq. (2), we have 

𝛯(𝜈, 𝜛) = 𝑆−1[
𝜂

𝜇
𝛷(𝜛)] − 𝑆−1[(

𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛)]] −

𝑆−1[(
𝜂

𝜇
)

𝜍

𝛺𝑆[
𝜕2

𝜕𝜆2 𝛯(𝜈, 𝜛)]] −  𝑆−1[(
𝜂

𝜇
)

𝜍
𝑆[𝛩(𝜈, 𝜛)]],              (4)                                                                

Implementing ADM in Eq. (4), therefore, supposes that the so-
lution of Eq. (1) can be expressed as follows: 

𝛯(𝜈, 𝜛) = ∑ 𝛯𝜅(𝜈, 𝜛)∞
𝜅=0 .                                                             (5) 

Using Eq. (5) in Eq. (4).     

𝛯(𝜈, 𝜛) = 𝑆−1[
𝜂

𝜇
𝛷(𝜛)] −

𝑆−1[(
𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2
∑ 𝛯𝜅(𝜈, 𝜛)∞

𝜅=0 ]] −

 𝑆−1[(
𝜂

𝜇
)

𝜍

𝛺𝑆[
𝜕2

𝜕𝜆2
∑ 𝛯𝜅(𝜈, 𝜛)∞

𝜅=0 ]] − 𝑆−1[(
𝜂

𝜇
)

𝜍
𝑆[𝛩(𝜈, 𝜛)]]. (6)    

By comparing the two sides of Eq. (6), we arrive at the follow-
ing terms for the series solution: 

𝛯0(𝜈, 𝜛) = 𝑆−1[
𝜂

𝜇
𝛷(𝜛)] − 𝑆−1[(

𝜂

𝜇
)

𝜍

𝑆[𝛩(𝜈, 𝜛)]].  

𝛯1(𝜈, 𝜛) = −𝑆−1[(
𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2 𝛯0(𝜈, 𝜛)]] −

𝑆−1[(
𝜂

𝜇
)

𝜍

𝛺𝑆[
𝜕2

𝜕𝜆2 𝛯0(𝜈, 𝜛)]]. 

𝛯2(𝜈, 𝜛) = −𝑆−1[(
𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2 𝛯1(𝜈, 𝜛)]] −

𝑆−1[(
𝜂

𝜇
)

𝜍

𝛺𝑆[
𝜕2

𝜕𝜆2 𝛯1(𝜈, 𝜛)]].  

𝛯𝜅+1(𝜈, 𝜛) = −𝑆−1[(
𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2 𝛯𝜅(𝜈, 𝜛)]] −

𝑆−1[(
𝜂

𝜇
)

𝜍

𝛺𝑆[
𝜕2

𝜕𝜆2 𝛯𝜅(𝜈, 𝜛)]]. 

We can quickly reach the convergent series because it is sim-
ple to determine the  Ξ(ν, ϖ) component. We can acquire as 

κ → ∞. 

𝛯(𝜈, 𝜛) = 𝑙𝑖𝑚
𝜅→∞

𝛯𝜅(𝜈, 𝜛).  

4. NUMERICAL EXAMPLES 

To comprehend the steps of the suggested approach, we ap-
ply the STDM to three problems in this section of the paper. 

Example 3.1 Consider the ν-space fractional-order HH-E. 

ℑ𝜈
𝜍

𝛯(𝜈, 𝜛) +
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛) − 𝛯(𝜈, 𝜛) = 0, 1<𝜍 ≤ 2,             (7)           

with the I-Cs 

𝛯(0, 𝜛) = 𝜛, 𝛯𝜈(0, 𝜛) = 0.                                                         (8)        

Applying the Sh-T of Eq. (8), and making some calculations as 
a result, we get the following: 

𝑆[𝛯(𝜈, 𝜛)] =
𝜂

𝜇
𝜛 − (

𝜂

𝜇
)

𝜍

𝑆 [
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛)] +

(
𝜂

𝜇
)

𝜍

𝑆[𝛯(𝜈, 𝜛)],                     (9)                 

Taking the inverse Sh-T on Eq. (9), we have 

𝛯(𝜈, 𝜛) = 𝑆−1 [
𝜂

𝜇
𝜛] − 𝑆−1[(

𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛)]] +

𝑆−1[(
𝜂

𝜇
)

𝜍

𝑆[𝛯(𝜈, 𝜛)]].                                                                   (10)     

Implementing ADM in Eq. (10), therefore, supposes that the 
solution of Eq. (7) can be expressed as follows: 

𝛯(𝜈, 𝜛) = ∑ 𝛯𝜅(𝜈, 𝜛).∞
𝜅=0                                                            (11)    

Using Eq. (11) in Eq. (10). 

∑ 𝛯𝜅(𝜈, 𝜛)∞
𝜅=0 = 𝑆−1 [

𝜂

𝜇
(𝜛)] −

𝑆−1[(
𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2
∑ 𝛯𝜅(𝜈, 𝜛)∞

𝜅=0 ]] +

𝑆−1[(
𝜂

𝜇
)

𝜍

𝑆[∑ 𝛯𝜅(𝜈, 𝜛)∞
𝜅=0 ]].  

We obtain the following terms for the series solution by using 
the method described in the preceding section: 

𝛯0(𝜈, 𝜛) = 𝑆−1[
𝜂

𝜇
𝜛],  

𝛯0(𝜈, 𝜛) = 𝜛.  

𝛯1(𝜈, 𝜛) = 𝜛
𝜈𝜍

𝛤(𝜍+1)
.  

𝛯2(𝜈, 𝜛) = 𝜛
𝜈2𝜍

𝛤(2𝜍+1)
.  

𝛯3(𝜈, 𝜛) = 𝜛
𝜈3𝜍

𝛤(3𝜍+1)
.  

𝛯4(𝜈, 𝜛) = 𝜛
𝜈4𝜍

𝛤(4𝜍+1)
.  

𝛯5(𝜈, 𝜛) = 𝜛
𝜈5𝜍

𝛤(5𝜍+1)
.  

The series forms a solution to the given problem, and we have 

𝛯(𝜈, 𝜛) = 𝜛 + 𝜛
𝜈𝜍

𝛤(𝜍+1)
+ 𝜛

𝜈2𝜍

𝛤(2𝜍+1)
+ 𝜛

𝜈3𝜍

𝛤(3𝜍+1)
+

𝜛
𝜈4𝜍

𝛤(4𝜍+1)
+ 𝜛

𝜈5𝜍

𝛤(5𝜍+1)
+ ⋯.  

𝛯(𝜈, 𝜛) = 𝜛 (1 +
𝜈𝜍

𝛤(𝜍+1)
+

𝜈2𝜍

𝛤(2𝜍+1)
+

𝜈3𝜍

𝛤(3𝜍+1)
+

𝜈4𝜍

𝛤(4𝜍+1)
+

𝜈5𝜍

𝛤(5𝜍+1)
+ ⋯ ).  

𝛯(𝜈, 𝜛) = 𝜛 ∑
𝜈𝜅𝜍

𝛤(𝜅𝜍+1)

∞
𝜅=0 .  

Using the M-L function, we may establish the Ex-S to Eq. (7) 
with respect to I-Cs. 

𝛯(𝜈, 𝜛) = 𝜛𝐸𝜍(𝜈𝜍),   

such that, where 𝐸𝜍(𝜈𝜍)is the M-L function. If 𝜍 = 2, then 

𝐸2(𝜈2) = ∑
𝜈2𝑘

𝛤(2𝑘+1)

∞
𝑘=0 = ∑

𝜈2𝑘

(2𝑘)!

∞
𝑘=0 = 𝑐𝑜𝑠ℎ 𝜈.   

The Ex-S to Example 1 when ς = 2 is Ξ(ν, ϖ) = ϖ cosh ν. 
Similarly, STDM can be used to derive the ϖ-space solution as  
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ℑ𝜛
𝜍

𝛯(𝜈, 𝜛) +
𝜕2

𝜕𝜈2 𝛯(𝜈, 𝜛) − 𝛯(𝜈, 𝜛) = 0, 1<𝜍 ≤ 2,           (12)                          

with the I-Cs: 

𝛯(𝜈, 0) = 𝜈, 𝛯𝜛(𝜈, 0) = 0.                                                          (13)      

Thus, the series-form solution of Eq. (12) is obtained. 

𝛯(𝜈, 𝜛) = 𝜈 (1 +
𝜛𝜍

𝛤(𝜍+1)
+

𝜛2𝜍

𝛤(2𝜍+1)
+

𝜛3𝜍

𝛤(3𝜍+1)
+

𝜛4𝜍

𝛤(4𝜍+1)
+

𝜛5𝜍

𝛤(5𝜍+1)
+ ⋯ ).  

In the case when ς = 2, then the solution through STDM is 

Ξ(ν, ϖ) = ν cosh ϖ. 
Example 2. Consider the ν-space fractional-order HH-E. 

ℑ𝜈
𝜍

𝛯(𝜈, 𝜛) +
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛) + 5𝛯(𝜈, 𝜛, 𝜆) = 0,                     (14)         

with the I-Cs 

𝛯(0, 𝜛) = 𝜛, 𝛯𝜈(0, 𝜛) = 0.                                                       (15)        

Applying the Sh-T of Eq. (14), and making some calculations 
as a result, we get the following: 

𝑆[𝛯(𝜈, 𝜛)] =
𝜂

𝜇
𝜛 − (

𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛)] −

5 (
𝜂

𝜇
)

𝜍

𝑆[𝛯(𝜈, 𝜛)],                (16) 

Taking the inverse Sh-T on Eq. (16), we have 

𝛯(𝜈, 𝜛) = 𝑆−1[
𝜂

𝜇
𝜛] − 𝑆−1[(

𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛)]] −

5𝑆−1[(
𝜂

𝜇
)

𝜍

𝑆[𝛯(𝜈, 𝜛)]].                                                                (17) 

Implementing ADM in Eq. (17), therefore, supposes that the 
solution of Eq. (14) can be represented in the following form: 

𝛯(𝜈, 𝜛) = ∑ 𝛯𝜅(𝜈, 𝜛)∞
𝜅=0 .                                                          (18)       

∑ 𝛯𝜅(𝜈, 𝜛)∞
𝜅=0 = 𝑆−1[

𝜂

𝜇
𝜛] −

𝑆−1[(
𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2
∑ 𝛯𝜅(𝜈, 𝜛)∞

𝜅=0 ]] −

 5𝑆−1[(
𝜂

𝜇
)

𝜍

𝑆[∑ 𝛯𝜅(𝜈, 𝜛)∞
𝜅=0 ]].  

By using the procedure as explained in the previous section, 
we get the following terms for the series solution: 

𝛯0(𝜈, 𝜛) = 𝑆−1 [
𝜂

𝜇
(𝜛)],  

𝛯0(𝜈, 𝜛) = 𝜛.  

𝛯1(𝜈, 𝜛) = (−5)𝜛
𝜈𝜍

𝛤(𝜍+1)
.  

𝛯2(𝜈, 𝜛) = (−5)2𝜛
𝜈2𝜍

𝛤(2𝜍+1)
.  

𝛯3(𝜈, 𝜛) = (−5)3𝜛
𝜈3𝜍

𝛤(3𝜍+1)
.  

𝛯4(𝜈, 𝜛) = (−5)4𝜛
𝜈4𝜍

𝛤(4𝜍+1)
.  

𝛯5(𝜈, 𝜛) = (−5)5(𝜛 + 𝜆)
𝜈5𝜍

𝛤(5𝜍+1)
.  

The series forms a solution to the given problem, and we have 

𝛯(𝜈, 𝜛) = 𝜛 + (−5)𝜛
𝜈𝜍

𝛤(𝜍+1)
+ (−5)2𝜛

𝜈2𝜍

𝛤(2𝜍+1)
+

(−5)2𝜛
𝜈3𝜍

𝛤(3𝜍+1)
+ (−5)2𝜛

𝜈4𝜍

𝛤(4𝜍+1)
+ (−5)2𝜛

𝜈5𝜍

𝛤(5𝜍+1)
+ ⋯ . 

𝛯(𝜈, 𝜛) = 𝜛 (1 +
(−5𝜈𝜍)

𝛤(𝜍+1)
+

(−5𝜈𝜍)2

𝛤(2𝜍+1)
+

(−5𝜈𝜍)3

𝛤(3𝜍+1)
+

(−5𝜈𝜍)4

𝛤(4𝜍+1)
+

(−5𝜈𝜍)5

𝛤(5𝜍+1)
+ ⋯ ).  

We can determine the Ex-S to Eq. (14) with respect to I-Cs by 
using the ML-F 

𝛯(𝜈, 𝜛) = 𝜛𝐸𝜍(−5𝜈𝜍). 

If 𝜍 = 2, then 

𝐸2(−5𝜈2) = ∑
(−5𝜈2)

𝑘

𝛤(2𝑘+1)

∞
𝑘=0 = ∑

(−1)𝜅(√5𝜈)
2𝑘

𝛤(2𝑘+1)

∞
𝑘=0 =

∑
(−1)𝜅(√5𝜈)

2𝑘

(2𝑘)!

∞
𝑘=0 = 𝑐𝑜𝑠ℎ √5 𝜈.   

The Ex-S to Example 2 when ς = 2 is Ξ(ν, ϖ) =

ϖ cosh √5 ν. Similarly, STDM can be used to derive the ϖ-
space solution as   

ℑ𝜛
𝜍

𝛯(𝜈, 𝜛) +
𝜕2

𝜕𝜈2 𝛯(𝜈, 𝜛) + 5𝛯(𝜈, 𝜛, 𝜆) = 0,                     (19)            

with the I-Cs 

𝛯(𝜈, 0) = 𝜈, 𝛯𝜛(𝜈, 0) = 0.                                                          (20)     

Thus, the series-form solution of Eq. (19) is obtained. 

𝛯(𝜈, 𝜛) = 𝜈 (1 +
(−5𝜛𝜍)

𝛤(𝜍+1)
+

(−5𝜛𝜍)2

𝛤(2𝜍+1)
+

(−5𝜛𝜍)3

𝛤(3𝜍+1)
+

(−5𝜛𝜍)4

𝛤(4𝜍+1)
+

(−5𝜛𝜍)5

𝛤(5𝜍+1)
+ ⋯ ).  

In the case when ς = 2, then the solution through STDM is 

Ξ(ν, ϖ) = ν cosh √5 ϖ. 
Example 3. Consider the ν-space fractional-order HH-E. 

ℑ𝜈
𝜍

𝛯(𝜈, 𝜛) +
𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛) − 2𝛯(𝜈, 𝜛, 𝜆) = (12𝜈2 −

3𝜈4) 𝑠𝑖𝑛 𝜛 , 1<𝜍 ≤ 2, 0<𝜛 ≤ 2𝜋,                                              (21)          

with the I-Cs 

𝛯(0, 𝜛) = 0, 𝛯𝜈(0, 𝜛) = 0.                                                             (22) 

Applying the Sh-T to Eq. (21), we use the differentiation prop-
erty of the Sh-T, and after some calculation, as a result, we get as 
follows: 

𝑆[𝛯(𝜈, 𝜛)] = − (
𝜂

𝜇
)

𝜍
𝑆[

𝜕2

𝜕𝜛2 𝛯(𝜈, 𝜛)] + 2 (
𝜂

𝜇
)

𝜍
𝑆[𝛯(𝜈, 𝜛)] +

(
𝜂

𝜇
)

𝜍
(12 × 2! (

𝜇

𝜂
)

3
−  3 × 4! (

𝜇

𝜂
)

4
) 𝑠𝑖𝑛 𝜛.                                   (23)                                                   

Taking the inverse Sh-T on Eq. (23), we have 

𝛯(𝜈, 𝜛) = 𝑆−1[− (
𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2
𝛯(𝜈, 𝜛)]

+ 𝑆−1[2 (
𝜂

𝜇
)

𝜍

𝑆[𝛯(𝜈, 𝜛)] 

+𝑆−1[(
𝜂

𝜇
)

𝜍

(12 × 2! (
𝜇

𝜂
)

3

− 3 × 4! (
𝜇

𝜂
)

4

) 𝑠𝑖𝑛 𝜛].              (24)                                                                          

Implementing ADM in Eq. (24), therefore, supposes that the 
solution of Eq. (21) can be represented in the following form: 
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𝛯(𝜈, 𝜛) = ∑ 𝛯𝜅(𝜈, 𝜛)∞
𝜅=0 .                                                           (25)      

∑ 𝛯𝜅(𝜈, 𝜛)

∞

𝜅=0

= 𝑆−1[− (
𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2
∑ 𝛯𝜅(𝜈, 𝜛)

∞

𝜅=0

]] 

+𝑆−1[2 (
𝜂

𝜇
)

𝜍

𝑆[∑ 𝛯𝜅(𝜈, 𝜛)

∞

𝜅=0

]] + 

𝑆−1[(
𝜂

𝜇
)

𝜍

(12 × 2! (
𝜇

𝜂
)

3

− 3 × 4! (
𝜇

𝜂
)

4

) 𝑠𝑖𝑛 𝜛].                  (26)                     

By using the procedure as explained in the previous section, 
we get the following terms for the series solution: 

𝛯0(𝜈, 𝜛) = 𝑆−1[(
𝜂

𝜇
)

𝜍

(12 × 2! (
𝜇

𝜂
)

3

− 3 × 4! (
𝜇

𝜂
)

4

) 𝑠𝑖𝑛 𝜛], 

𝛯0(𝜈, 𝜛) = (12𝜈2 − 3𝜈4) 𝑠𝑖𝑛 𝜛. 

𝛯1(𝜈, 𝜛) = 𝑆−1[− (
𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2
𝛯0(𝜈, 𝜛)]] + 

𝑆−1[2 (
𝜂

𝜇
)

𝜍

𝑆[𝛯0(𝜈, 𝜛)]], 

𝛯1(𝜈, 𝜛) = (72
𝜈𝜍+2

𝛤(𝜍+2)
−

216𝜈𝜍+4

𝛤(𝜍+4)
) 𝑠𝑖𝑛 𝜛. 

𝛯2(𝜈, 𝜛) = 𝑆−1[− (
𝜂

𝜇
)

𝜍

𝑆[
𝜕2

𝜕𝜛2 𝛯1(𝜈, 𝜛)]] +

𝑆−1[2 (
𝜂

𝜇
)

𝜍

𝑆[𝛯1(𝜈, 𝜛)]]. 

𝛯2(𝜈, 𝜛) = (
216𝜈2𝜍+2

𝛤(2𝜍+2)
−

648𝜈2𝜍+4

𝛤(2𝜍+4)
) 𝑠𝑖𝑛 𝜛. 

𝛯3(𝜈, 𝜛) = (
648𝜈3𝜍+2

𝛤(3𝜍+2)
−

1944𝜈3𝜍+4

𝛤(3𝜍+4)
) 𝑠𝑖𝑛 𝜛. 

𝛯4(𝜈, 𝜛) = (
1944𝜈4𝜍+2

𝛤(4𝜍+2)
−

5842𝜈4𝜍+4

𝛤(4𝜍+4)
) 𝑠𝑖𝑛 𝜛. 

𝛯5(𝜈, 𝜛) = (
5832𝜈5𝜍+2

𝛤(4𝜍+2)
−

17496𝜈5𝜍+4

𝛤(4𝜍+4)
) 𝑠𝑖𝑛 𝜛. 

The series forms a solution to the given problem, and we have 

𝛯(𝜈, 𝜛) = (12𝜈2 − 3𝜈4) 𝑠𝑖𝑛 𝜛 + (
216𝜈2𝜍+2

𝛤(2𝜍+2)
−

648𝜈2𝜍+4

𝛤(2𝜍+4)
) 𝑠𝑖𝑛 𝜛 + (

648𝜈3𝜍+2

𝛤(3𝜍+2)
−

1944𝜈3𝜍+4

𝛤(3𝜍+4)
) 𝑠𝑖𝑛 𝜛 +

(
1944𝜈4𝜍+2

𝛤(4𝜍+2)
−

5842𝜈4𝜍+4

𝛤(4𝜍+4)
) 𝑠𝑖𝑛 𝜛 + (

5832𝜈5𝜍+2

𝛤(4𝜍+2)
−

17496𝜈5𝜍+4

𝛤(4𝜍+4)
) 𝑠𝑖𝑛 𝜛 ⋯.. 

The Ex-S to Example 3 when ς = 2 is Ξ(ν, ϖ) =
9ν4 sin ϖ + 12ν2 sin ϖ. Similarly, STDM can be used to derive 
the ϖ -space solution as 

ℑ𝜛
𝜍

𝛯(𝜈, 𝜛) +
𝜕2

𝜕𝜈2
𝛯(𝜈, 𝜛) − 2𝛯(𝜈, 𝜛, 𝜆) 

= (12𝜛2 − 3𝜛4) 𝑠𝑖𝑛 𝜈 , 1<𝜍 ≤ 2, 0<𝜈 ≤ 2𝜋, 
 

with the I-Cs 

𝛯(𝜈, 0) = 0, 𝛯𝜛(𝜈, 0) = 0. 

Thus, the series-form solution of ϖ-space problem is ob-
tained. 

𝛯(𝜈, 𝜛) = (12𝜛2 − 3𝜛4) 𝑠𝑖𝑛 𝜈 + (
216𝜛2𝜍+2

𝛤(2𝜍+2)
−

648𝜛2𝜍+4

𝛤(2𝜍+4)
) 𝑠𝑖𝑛 𝜈 + (

648𝜛3𝜍+2

𝛤(3𝜍+2)
−

1944𝜛3𝜍+4

𝛤(3𝜍+4)
) 𝑠𝑖𝑛 𝜈 +

(
1944𝜛4𝜍+2

𝛤(4𝜍+2)
−

5842𝜛4𝜍+4

𝛤(4𝜍+4)
) 𝑠𝑖𝑛 𝜈 + (

5832𝜛5𝜍+2

𝛤(4𝜍+2)
−

17496𝜛5𝜍+4

𝛤(4𝜍+4)
) 𝑠𝑖𝑛 𝜈 ⋯. 

In the case when ς = 2, then the solution through STDM 

is (ν, ϖ) = 9ϖ4 sin ν + 12ϖ2 sin ν. 

5. GRAPHICAL AND NUMERICAL RESULTS WITH DISCUS-
SION 

In this section, we assess the numerical and graphic out-
comes of the App-S and Ex-S to the models discussed in Exam-
ples 1, 2, and 3. The precision and efficiency of the approximate 
approach can be assessed using error functions. An approximate 
analytical solution is provided by STDM in terms of an infinite 
fractional power series, and the approximate solution's errors 
must be specified. Rec-Er, Abs-Er, and Rel-Er functions are the 
functions that we use to illustrate the precision and efficiency of 
STDM. 

The Abs-Er, Rel-Er, and Rec-Er are defined as follows:  

Ξ(ν, ϖ) ≈ Ξκ(ν, ϖ), κ = 1,2,3, .  .  .. 

where,  Ξκ(ν, ϖ) and Ξ(ν, ϖ) are the κth-step App-S and Ex-S 
respectively. 

The Abs-Er for the κth-step App-S is calculated as 

Abs. Erκ= |Ξ(ν, ϖ) − Ξκ(ν, ϖ) |. 

The Rel-Er for the κth-step App-S is calculated as 

Rel. Erκ=
|Ξ(ν,ϖ)−Ξκ(ν,ϖ) |

|Ξ(ν,ϖ) |
. 

The Rec-Er for the κth-step App-S is calculated as 

Rec. Errorκ=|Ξκ+1(ν, ϖ) − Ξκ(ν, ϖ)|. 

The two-dimensional graphs of the App-S acquired from five 
iterations and the Ex-S derived by STDM for ς =
1.6, 1.7, 1.8, 1.9 and 2 are shown in Figures 1 of Examples 1–3. 

These graphs show how, when ζ → 2 occurs, the App-S con-
verges to the Ex-S. The App-S interaction with the Ex-S when ζ =
2 occurs demonstrates the accuracy of the proposed approach. 

The Abs-E and Rel-E in the interval νϵ[0,1] between the Ex-

S and fifth-order App-S derived by STDM in Problems 1–3 at ς =
2 are shown in graphs 2 and 3 respectively. The graphs demon-
strate that the App-S and Ex-S are almost in agreement, which 
attests to the STDM's efficiency. 

Tables 1–3 display Abs-Er at reasonable nominated grid 
points in the interval υ ∈ [0, 1] amongst the 5th-step App-S and 

Ex-S attained using STDM of Examples 1, 2, and 3 at ς =
1.6, 1.7, 1.8, 1.9 and 2. From Tables 1–3, we observe that the 
Abs-Er for test examples for all FOD is very small. If we increase 
the order of the FOD of the 5th-step App-S, the Abs-Er further 
decreases. 

The convergence of the App-S to the Ex-S for Examples 1, 2, 
and 3 is shown numerically with the help of Rec-Er at reasonable 

nominated grid points in the interval ν ϵ [0,1], as shown in Tables 

4–9. We see from Tables 4–9 that, on increasing the order of the 
FOD, the 5th-step App-S obtained by the proposed approach 
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converges rapidly to the Ex-S. We can see from Tables 4–6 that 
there is a very minor Abs-Er for all of the test problems for 4th-
step App-S. We see from Tables 7–9 that, considering the 5th-
step App-S results in an even smaller Rec-Er, since our suggest-
ed approach is accurate, as seen by this process of Rec-Er, the 
App-S is rapidly approaching the Ex-S. Thus, we deduce that the 
suggested approach is a useful and efficient approach for solving 
FODE with a reduced number of computations and iteration steps. 

The graphs and tables show that the App-S and Ex-S agree, 
confirming the effectiveness of the recommended approach. 
Therefore, based on Figures 1-3 and Tables 1–9, we deduce that 
STDM provides us with a solution in a fractional power series that 
has a small error. 

The following are the 2D graphs showing the Ξ(ν, ϖ) and 

Ξ5(ν, ϖ) at ς = 1.6, 1.7, 1.8, 1.9 and 2 in the interval ν ∈
[0, 1] for Examples 1, 2, and 3.  
 

 
(a) 

 
(b) 

 
(c) 

Fig. 1.   The 5th-step App-S and Ex-S at ς = 1.6, 1.7, 1.8, 1.9, and 2 for 
Example 1, 2 and 3. (a): Example 1 when ϖ = 0.25 , (b): Ex-

ample 2 when ϖ = 0.15, (c): Example 3 ϖ = 1. 

The following are the 2D graphs showing the Abs-Er of 

Ξ(ν, ϖ) and Ξ5(ν, ϖ) at ς = 2 in the interval ν ∈ [0, 1] for 
Examples 1, 2, and 3.  

 
(a) 

 
(b) 

 
(c)  

Fig. 2:  The Abs-Er of Examples 1, 2, and 3. (a): Example 1 when ϖ =
0.25 , (b): Example 2 when ϖ = 0.15, (c): Example 3 ϖ = 1. 

The following are the 2D graphs showing the Rel-Er of 

Ξ(ν, ϖ) and Ξ5(ν, ϖ) at ς = 2 in the interval ν ∈ [0, 1] for 
Examples 1, 2, and 3. 

 
(a) 
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(c) 

 

Fig. 3.   The Rel-Er of Examples 1, 2, and 3. (a): Example 1 when ϖ =
0.25 , (b): Example 2 when ϖ = 0.15, (c): Example 3 ϖ = 1 

Tab. 1. The Abs-Er for Ξ5(ν, ϖ) when ϖ = 0.25 in Example 1 for  

   ς = 1.7,1.8, 1.9 and 2.0 

𝝂 𝝇 = 𝟏. 𝟕 𝝇 = 𝟏. 𝟖 𝝇 = 𝟏. 𝟗 𝝇 = 𝟐. 𝟎 

0.1 0.00198 0.00111 0.00047 0 

0.2 0.00557 0.00327 0.00144 0 

0.3 0.00998 0.00598 0.00269 2.775 × 10−16 

0.4 0.01493 0.00908 0.00415 8.715 × 10−15 

0.5 0.02029 0.01248 0.00576 1.275 × 10−13 

0.6 0.02602 0.01612 0.00751 1.138 × 10−12 

0.7 0.03209 0.020007 0.00937 7.243 × 10−12 

0.8 0.03852 0.02411 0.01135 3.599 × 10−11 

0.9 0.04533 0.02847 0.01344 1.480 × 10−10 

1.0 0.05257 0.03310 0.01567 5.247 × 10−10 

Tab. 2. The Abs-Er for Ξ5(ν, ϖ) when ϖ = 0.15 in Example 2 for  

   ς = 1.7,1.8, 1.9 and 2.0 

𝝂 
𝝇
= 𝟏. 𝟕 

𝝇 = 𝟏. 𝟖 𝝇 = 𝟏. 𝟗 𝝇 = 𝟐. 𝟎 

0.1 0.00580 0.00328 0.00139 0 

0.2 0.01520 0.00909 0.00407 2.00117700 × 10−14 

0.3 0.02431 0.01516 0.00704 2.59392507 × 10−12 

0.4 0.03092 0.02005 0.00964 8.17310941 × 10−11 

0.5 0.03361 0.02273 0.01134 1.1864156 × 10−9 

0.6 0.03158 0.02252 0.01175 1.0546420 × 10−8 

0.7 0.02466 0.01909 0.01062 6.6822825 × 10−8 

0.8 0.01324 0.01244 0.00788 3.30409738 × 10−7  

0.9 0.00182 0.00295 0.00357 0.000001351 

1.0 0.01922 0.00872 0.002042 0.0000047612 

Tab. 3. The Abs-Er for Ξ5(ν, ϖ) when ϖ = 1 in Example 3 for  

   ς = 1.7,1.8, 1.9 and 2.0 

𝝂 𝝇 = 𝟏. 𝟕 𝝇 = 𝟏. 𝟖 𝝇 = 𝟏. 𝟗 𝝇 = 𝟐. 𝟎 

0.1 4.4 × 10−3 4.3 × 10−3 4.1 × 10−4 0 

0.2 4.5 × 10−3 4.4 × 10−3 4.0 × 10−4 0 

0.3 4.6 × 10−3 4.5 × 10−3 7.0 × 10−4 1.5 × 10−17 

0.4 4.7 × 10−3 4.6 × 10−3 9.6 × 10−4 1.71 × 10−16 

0.5 4.8 × 10−3 4.7 × 10−3 1.1 × 10−4 1.98 × 10−15 

0.6 4.9 × 10−3 4.8 × 10−3 1.1 × 10−4 2.05 × 10−14 

0.7 5.0 × 10−3 4.9 × 10−3 1.0 × 10−4 2.08 × 10−13 

0.8 5.1 × 10−3 5.0 × 10−3 7.8 × 10−4 2.09 × 10−11 

0.9 5.2 × 10−3 5.1 × 10−3 3.5 × 10−4 2.31 × 10−11 

1.0 5.3 × 10−3 5.2 × 10−3 2.0 × 10−4 2.39 × 10−11 

Tab. 4. The Rec-Er for Ξ4(ν, ϖ) when ϖ = 0.25 for ς =
  1.7,1.8, 1.9 and 2.0 for Example 1 

𝝂 𝝇 = 𝟏. 𝟕 𝝇 = 𝟏. 𝟖 𝝇 = 𝟏. 𝟗 𝝇 = 𝟐. 𝟎 

0.1 1.17 × 10−11 2.0 × 10−12 3.6 × 10−13 6.2 × 10−14 

0.2 1.3 × 10−9 3.0 × 10−10 7.0 × 10−11 1.5 × 10−11 

0.3 2.0 × 10−8 5.6 × 10−9 1.5 × 10−9 4.0 × 10−10 

0.4 1.4 × 10−7 4.5 × 10−8 1.3 × 10−8 4.0 × 10−9 

0.5 3.0 × 10−8 2.2 × 10−7 7.4 × 10−8 2.4 × 10−8 

0.6 6.4 × 10−9 8.3 × 10−7 2.9 × 10−7 1.0 × 10−7 

0.7 6.5 × 10−6 2.5 × 10−6 9.6 × 10−7 3.5 × 10−7 

0.8 1.6 × 10−5 6.6 × 10−6 2.6 × 10−6 1.0 × 10−6 

0.9 3.6 × 10−5 1.5 × 10−5 6.4 × 10−6 2.6 × 10−6 

10 7.4 × 10−5 3.3 × 10−5 1.4 × 10−5 6.2 × 10−6 

Tab. 5. The Rec-Er for Ξ4(ν, ϖ) when ϖ = 0.15 for ς =
  1.7,1.8, 1.9 and 2.0 for Example 2 

𝜈 𝜍 = 1.7 𝜍 = 1.8 𝜍 = 1.9 𝜍 = 2.0 

0.1 4.3 × 10−9 7.8 × 10−10 1.3 × 10−10 2.3 × 10−11 

0.2 4.9 × 10−7  1.1 × 10−7 2.6 × 10−8 5.9 × 10−9  

0.3 7.7 × 10−6  2.1 × 10−6 5.7 × 10−7 1.5 × 10−7 

0.4 5.4 × 10−5  1.6 × 10−5 5.1 × 10−6 1.5 × 10−6 

0.5 2.4 × 10−4  8.4 × 10−5 2.7 × 10−6 9.0 × 10−6 

0.6 8.6 × 10−4  3.1 × 10−4 1.1 × 10−4 3.9 × 10−5 

0.7 2.4 × 10−3  9.5 × 10−4 3.6 × 10−4 1.3 × 10−4 

0.8 6.0 × 10−3  2.4 × 10−3 9.9 × 10−4 3.9 × 10−4 

0.9 1.3 × 10−2  5.8 × 10−3 2.4 × 10−3 1.0 × 10−3 

10 2.7 × 10−2  1.2 × 10−2 5.4 × 10−3 2.3 × 10−3 

Tab. 6. The Rec-Er for Ξ4(ν, ϖ) when ϖ = 1 for ς = 1.7,1.8, 1.9 and 

  2.0 for Example 3 

𝝂 𝝇 = 𝟏. 𝟕 𝝇 = 𝟏. 𝟖 𝝇 = 𝟏. 𝟗 𝝇 = 𝟐. 𝟎 

0.1 9.8 × 10−11 1.6 × 10−11 2.7 × 10−12 4.5 × 10−13 

0.2 4.3 × 10−8 9.7 × 10−9 2.1 × 10−9 4.6 × 10−10 

0.3 1.5 × 10−6 4.0 × 10−7 1.0 × 10−7 2.6 × 10−8 

0.4 1.9 × 10−5 5.7 × 10−6 1.6 × 10−6 4.7 × 10−7 

0.5 1.3 × 10−4 4.4 × 10−5 1.4 × 10−5 4.3 × 10−6 

0.6 6.8 × 10−4 2.3 × 10−4 8.0 × 10−5 2.6 × 10−5 

0.7 2.6 × 10−3 9.7 × 10−4 3.5 × 10−4 1.2 × 10−4 

0.8 8.5 × 10−3 3.3 × 10−3 1.2 × 10−3 4.7 × 10−4 

0.9 2.3 × 10−2 9.7 × 10−3 3.9 × 10−3 1.5 × 10−3 

10 5.9 × 10−2 2.5 × 10−2 1.0 × 10−2 9.0 × 10−2 
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Tab. 7. The Rec-Er for Ξ5(ν, ϖ) when ϖ = 0.25 for ς =
  1.7,1.8, 1.9 and 2.0 for Example 1 

𝝂 𝝇 = 𝟏. 𝟕 𝝇 = 𝟏. 𝟖 𝝇 = 𝟏. 𝟗 𝝇 = 𝟐. 𝟎 

0.1 6.6 × 10−15 6.8 × 10−16 6.9 × 10−17 6.8 × 10−18 

 

0.2 2.3 × 10−12 3.5 × 10−13 
 5.0 × 10−14 7.0 × 10−15 

0.3 7.5 × 10−11 1.3 × 10−11 2.3 × 10−12 4.0 × 10−13 

0.4 8.6 × 10−10 1.8 × 10−10 3.6 × 10−11 7.2 × 10−12 

0.5 5.7 × 10−9 1.3 × 10−9 3.0 × 10−10 6.7 × 10−11 

0.6 2.7 × 10−8 6.9 × 10−9 1.7 × 10−9 4.1 × 10−10 

0.7 1.0 × 10−7 2.7 × 10−8 7.4 × 10−9 1.9 × 10−9 

0.8 3.1 × 10−7 9.2 × 10−8 2.6 × 10−8 7.3 × 10−9 
0.9 8.5 × 10−7 2.6 × 10−7 8.1 × 10−8 2.4 × 10−8 

10 2.0 × 10−6 6.8 × 10−7 2.2 × 10−7 6.8 × 10−8 

Tab. 8. The Rec-Er for Ξ5(ν, ϖ) when ϖ = 0.15 for ς =
  1.7,1.8, 1.9 and 2.0 for Example 2 

𝝂 𝝇 = 𝟏. 𝟕 𝝇 = 𝟏. 𝟖 𝝇 = 𝟏. 𝟗 𝝇 = 𝟐. 𝟎 

0.1 1.2 × 10−11 1.2 × 10−12 1.3 × 10−13 1.2 × 10−14 

0.2 4.4 × 10−9 6.6 × 10−10 9.4 × 10−11 1.3 × 10−11 

0.3 1.4 × 10−7 2.5 × 10−8 4.4 × 10−9 7.6 × 10−10 

0.4 1.6 × 10−6 3.3 × 10−7 6.8 × 10−8 1.3 × 10−8 

0.5 1.0 × 10−5 2.5 × 10−6 5.7 × 10−7 1.2 × 10−7 

0.6 5.1 × 10−5 1.3 × 10−5 3.2 × 10−7 7.8 × 10−7 

0.7 1.8 × 10−4 5.2 × 10−5 1.3 × 10−5 3.6 × 10−6 

0.8 5.8 × 10−4 1.7 × 10−4 4.9 × 10−5 1.3 × 10−5 

0.9 1.6 × 10−3 5.0 × 10−4 1.5 × 10−4 4.5 × 10−5 

10 3.9 × 10−3 1.2 × 10−3 4.1 × 10−4 1.2 × 10−4 

Ta. 9. The Rec-Er for Ξ5(ν, ϖ) when ϖ = 1 for ς = 1.7,1.8, 1.9 and 

2.0 for Example 3 

𝝂 𝝇 = 𝟏. 𝟕 𝝇 = 𝟏. 𝟖 𝝇 = 𝟏. 𝟗 𝝇 = 𝟐. 𝟎 

0.1 1.3 × 10−13 1.3 × 10−14 1.3 × 10−15 1.2 × 10−16 

0.2 1.9 × 10−10 2.7 × 10−11 3.7 × 10−12 5.0 × 10−13 

0.3 1.3 × 10−8 2.3 × 10−9 3.9 × 10−10 6.5 × 10−11 

0.4 2.8 × 10−7 5.× 10−8 1.0 × 10−8 2.0 × 10−9 

0.5 2.9 × 10−6 6.5 × 10−7 1.4 × 10−7 2.9 × 10−8 

0.6 2.0 × 10−5 4.8 × 10−6 1.1 × 10−6 2.× 10−7 

0.7 1.0 × 10−4 2.6 × 10−5 6.7 × 10−6 1.6 × 10−6 

0.8 4.0 × 10−4 1.1 × 10−4 3.1 × 10−5 8.3 × 10−6 

0.9 1.4 × 10−3 4.1 × 10−4 1.2 × 10−4 3.4 × 10−5 

10 4.2 × 10−3 1.3 × 10−3 4.0 × 10−4 2.5 × 10−5 

6. CONCLUSION 

In order to obtain both approximate and exact solutions for the 
Helmholtz problems in the sense of space CFD, a coupling ap-
proach has been employed in this study. An analysis in the form 
of absolute, relative, and recurrence errors by graphical and nu-
merically means has been done to illustrate the correctness of our 
approach. For different values of fractional order derivatives, 2D 
graphs are also established that show the convergence of the 
approximate solution to the exact solution. These graphs show 
how, when ς → 2 occurs, the approximate solution converges to 
the exact solution. The approximate interaction with the exact 
solution when ς = 2 occurs demonstrates the accuracy and 
efficacy of the proposed approach. 

The STDM distinguishes itself from other approximate analyti-
cal methods with the following features: The advantage of this 

method is that it does not call for any presumptions regarding 
significant or minor physical factors. Because of this, it circum-
vents some of the drawbacks of conventional perturbation tech-
niques. In contrast to earlier analytic approximation methods, the 
STDM may generate expansion solutions for FODEs without the 
need for perturbation, linearization, or discretization. In light of the 
outcomes, we concluded that STDM is straightforward to use, 
precise, and effective. We intend to use the STDM in the future to 
solve diverse nonlinear fractional models that arise in engineering 
and biological systems. 
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Abstract: This paper presents the process optimization of some key parameters, such as the size of the air gap and distance between 
fixed neodymium magnets to enhance the vibration-based energy harvesting effect in the tri-stable energy harvesting systems  
and the improved tri-stable energy harvesting system being the proposed solution under weak excitation. In order to do it, firstly  
the distributed parameters model of the magnetic coupling energy harvesting system, including macro fiber composites of the 8514 P2  
with a homogenous material in the piezoelectric fiber layer and nonlinear magnetic force, was determined. The performed numerical analy-
sis of the conventional and the improved tri-stable energy harvesting system indicated that introducing an additional magnet  
to the tri-stable system leads to the shallowing of the depth of a potential well by decreasing the air gap between magnets  
and consequently generating higher power output and improving the effectiveness of the proposed improved tri-stable energy harvesting 
system. Experiments carried out on the laboratory stand allowed us to verify the numerical results as well as determine the optimal param-
eters of the magnetic coupling system.  Due to it, the effectiveness of the proposed system versus the conventional tri-stable energy har-
vesting system is  most enhanced.  

Keywords: macro-fiber composite, homogenized material, conventional TPEH, improved TPEH system, tailoring potential energy

1. INTRODUCTION 

Low-power sensor systems and wireless networks typically re-
ly on external energy sources, but batteries present challenges 
like short lifespan and bulkiness. To address this, researchers are 
increasingly focused on harvesting energy from the ambient envi-
ronment, particularly from mechanical vibrations, to provide con-
tinuous power for low-power devices [1-4]. Piezoelectric cantilever 
harvesters offer advantages like simplicity, high energy density, 
and no startup power. However, they are sub-optimal under varia-
ble frequencies and wideband vibrations, generating maximum 
energy only at the resonance frequency [3-5]. In order to obtain a 
wide spectrum response and adapt the harvester to the vibration 
source, a nonlinear piezoelectric cantilever energy harvester with 
an external magnetic field has been investigated [6-8]. Exemplary 
research, where a bi-stable generator was conducted and de-
scribed, is presented in the paper written by Cottone [9]. In this 
paper, the authors demonstrated that the bi-stable piezoelectric 
energy harvesting (BPEH) system can overcome the limitations of 
linear harvesters and provide much more energy. In other papers 
written by Stanton [10] and Ferrari [11], the authors proved that 
BPEH systems can generate high output voltage due to the 
broadband effect. In order to broaden the bandwidth of BPEHs, 
other authors proposed a magnetic coupled piezoelectric energy 
harvester by introducing a magnetic oscillator to enhance the 
output power at relatively low excitation [12]. Although these 
methods somewhat enhance the performance of the BPEH sys-

tem, the governing energy functions are intrinsically bi-stable, 
which limits  further improvement of output performances. Cur-
rently, tri-stable energy harvesters have attracted researchers’ 
interest [13]. The prototype of these considerations is discussed in 
a paper written by Zhou and his group, who proposed a tri-stable 
piezoelectric energy harvester (TPEH) with two rotatable external 
magnets [14]. Simulations and experiments were conducted at 
different harmonic excitation levels, which proved  wider-range 
frequencies of energy output. Then, they used Genetic Algorithms 
to identify the parameters of the EH system and verified  the 
TPEH system can achieve higher values of the output energy [15]. 
In another paper, Cao et al [16] analyzed the influence of the 
energy potential well depth on the energy harvesting performance 
and they indicated that a shallower potential well depth will en-
hance the effective frequency width under low-frequency excita-
tions. Another paper by Kim et al. [17,18] explored a cantilever-
based magnetically coupled TPEH system. The results obtained 
allowed us to claim the advantages of the TPEH in broadband 
vibration energy harvesting under low-level excitations. Similar 
results were presented in a paper [19] where the authors explored 
the influence of the fractional-order viscoelastic material on the 
energy harvesting performances of the TPEH system. Yet another 
examples are papers [20,21], where TPEH is used to harvest 
energy from random excitations [22], while in [23] nonlinear mag-
netic force model for the magnetic coupled EH system was theo-
retically presented and experiment-tally verified to enhance the 
harvesting effect. 
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The review suggests that TPEH systems hold an advantage 
over BPEH systems, particularly in achieving higher efficiency 
through excitation with large amplitude vibrations. To address the 
efficiency maintenance, an improved tri-stable energy harvesting 
system is proposed in this paper. Considering an additionally fixed 
magnet with a low magnetic moment in the proposed EH system 
with a micro-fiber composite (MFC) element, consisting of ho-
mogenized material in the active layer, in contrast to [24,25], 
allows adapting  the potential energy shaper, especially under 
weak random excitations. This effect can be achieved by improv-
ing the electromechanical properties of this composite, which is a 
result of considering the multiphase construction of the MFC 
element  (thin piezoelectric fibers mixed with a softer passive 
epoxy material) [3, 26, 27, 28, 29]. As a result, such considered  
structure and the proposed EH system connected with an innova-
tive storing unit containing a reed switch or a synchronized switch, 
harvesting on inductor units allow faster and better powering of 
small electrical devices with a lower power demand [30]. Taking 
into account this fact and to show the novelty of this paper, related 
to using the MFC element with homogenized material in the active 
layer, the manuscript is organized as follows. The electromechan-
ical model of the magnetic coupled energy harvesting system as 
well as a model of nonlinear magnetic force in the TPEH and 
improved tri-stable piezoelectric energy harvester (ITPEH) sys-
tems derived by using the magnetization current method are 
described in Section 2. In Section 3, the numerical simulations are 
derived to compare the performances of TPEH and ITPEH sys-
tems in the form of potential energy diagrams are presented. 
Next, in Section 4, experimental investigations of both systems 
carried out in the lab stand on various initial parameters are pre-
sented and the results obtained are discussed. In addition, the 
Poincare maps analysis of both systems in this section are per-
formed. Section 5 concludes the main findings of this work. 

2. THE TRI-STABLE AND IMPROVED TRI-STABLE 
PIEZOELECTRIC ENERGY HARVESTING SYSTEM 
MODELING  

In Fig.1a, a conventional tri-stable piezoelectric energy har-
vesting system, composed of a piezoelectric cantilever beam is 
presented. Magnet A was located on the free end of this beam, 
and two fixed external magnets, B and C, located on the frame. 
Under ambient vibrations or random excitation, the beam oscilla-
tions lead to deformation of the piezo-composite and convert the 
mechanical energy into electrical energy via the piezoelectric 
effect.  

The difference between the tri-stable (TPEH) and bi-stable 
(BPEH) piezoelectric energy harvesting systems is related to the 
number of fixed external magnets. Similarly, in the case of the 
improved TPEH system, where the additional magnet located on 
the base between external magnets, is also considered  
(see Fig.1b). In this configuration, the ITPEH system has three 
magnets separated by a distance of x3 (being one half of distance 
x1 related to a conventional TPEH system), which are repelled by  
magnet A at the  free end of the beam located in a distance x2. As 
a result, such modified configurations of the TPEH system lead to 
the increase of the potential energy in the middle well potential 
and, consequently, to improve the output performances of this 
system, which will be presented in the next Sections of this paper. 

Taking into account the review of papers [17,18], as well as 
considering the case of the TPEH and ITPEH systems [24-33], the 

governing equation of the electromechanical model of vibration 
energy harvesters is shown in Fig.2, and it can be written in the 
following form: 

𝑀𝑒𝑞�̈�(𝑡) + 𝐶𝑒𝑞�̇�(𝑡) + 𝐾𝑒𝑞�̇�(𝑡) + 𝐹𝑚(𝑥) − 𝜃0𝑣(𝑡) = 

𝐹 ⋅ 𝑐𝑜𝑠(𝜔𝑡)  

𝐶𝑝�̇�(𝑡) +
𝑣(𝑡)

𝑅𝐿
+ 𝜃0�̇�(𝑡) = 0                   (1) 

where: Meq – the equivalent mass, Ceq – the equivalent damping, 
Ceq – the equivalent stiffness, Cp – the equivalent capacitance,  
RL- the load resistance, θ0 – the electromechanical coupling fac-
tor, v(t) – the voltage output across by the resistive load,  
Fcos(ωt) – the equivalent external excitation force (F=μMeqF0,  
μ – the amplitude-wise correction factor while F0 – the amplitude 
of base acceleration excitation), Fm(x) – the nonlinear equivalent 
magnetic force, x(t) – transverse deflection of a cantilever beam. 
 

a) 

Magnet A

Magnet C

piezo

MFC 8514
x1

x2

base
 

b) 

Magnet A

Magnet B

Magnet C

piezo

MFC 8514

x1

x2

base

x3

x3
Magnet D

 
Fig.1 The scheme of a) conventional tri-stable piezoelectric energy 

harvesting (TPEH) system, b) improved tri-stable piezoelectric 
energy harvesting (ITPEH) system 

x(t)
Fm

Meq

Ceq
Keq

Cp

RL

F

 
Fig. 2.   The equivalent model of the coupled magnetic piezoelectric     

energy harvesting system 

Then, considering also the approximated form of a magnetic 
force Fm(x) expressed in the form:   

𝐹𝑚(𝑥) = 𝜔0
2𝑥(𝑡) + 𝑎1𝑥(𝑡)

3 + 𝑎2𝑥(𝑡)
5 + 𝑎3𝑥(𝑡)

7       (2) 

where 𝜔0
2, a10, a20, and a30 are coefficients, which determines 

the electromechanical equation of both TPEH and IPTEH systems 
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rewritten in the following form: 

�̈�(𝑡) +
𝐶

𝑀𝑒𝑞
�̇�(𝑡) +

𝜔0
2

𝑀𝑒𝑞
𝑥(𝑡) +

𝑎10

𝑀𝑒𝑞
𝑥(𝑡)3 +

𝑎20

𝑀𝑒𝑞
𝑥(𝑡)5 +

𝑎30

𝑀𝑒𝑞
𝑥(𝑡)7 −

𝜃0

𝑀𝑒𝑞
𝑣(𝑡) = 𝜇𝐹0 ⋅ 𝑐𝑜𝑠(𝜔𝑡)   

�̇�(𝑡) +
𝑣(𝑡)

𝐶𝑝𝑅𝐿
+

𝜃0

𝐶𝑝
�̇�(𝑡) = 0              (3) 

Moreover, introducing non-dimensional parameters listed be-
low 

𝑐 =
𝐶𝑒𝑞

𝑀𝑒𝑞
, 𝜃 =

𝜃0

𝑀𝑒𝑞
,𝜔2 =

𝜔0
2

𝑀𝑒𝑞
, 𝑓 =

𝜇𝐹0

𝑀𝑒𝑞
,  𝜆 =

1

𝑅𝐿𝐶𝑝
, 

 𝑔 =
𝜃0

𝐶𝑝
𝑎1 =

𝑎10

𝑀𝑒𝑞
,  𝑎2 =

𝑎20

𝑀𝑒𝑞
, 𝑎3 =

𝑎30

𝑀𝑒𝑞
 

The following non-dimensional governing electromechanical 
model can be expressed as: 
 

�̈�(𝑡) + 𝑐�̇�(𝑡) + 𝜔2𝑥(𝑡) + 𝑎1𝑥(𝑡)
3+. . . 

+𝑎2𝑥(𝑡)
5 + 𝑎3𝑥(𝑡)

7 − 𝜃𝑣(𝑡) = 𝑓 ⋅ 𝑐𝑜𝑠(𝜔𝑡) 
�̇�(𝑡) + 𝜆𝑣(𝑡) + 𝑔�̇�(𝑡) = 0                                              (4) 

3. POTENTIAL ENERGY AND MAGNETIC FORCE 

The conducted analysis of the TPEH system and the per-
formed simulations of the tri-stable energy harvesting system 
described in [1,8] indicated that one of the bigger difficulties is 
calculating the magnetic force Fm which is closely related to the 
system design and performances of the magnetic coupling energy 
harvesting systems. Considering the findings [8], it is known that 

choosing appropriate magnets and their interval is of great im-
portance to give the cantilever a higher transition probability. The 
mentioned problem for the conventional tri-stable piezoelectric EH 
system, as well as for the improved tri-stable piezoelectric EH 
system, is solved by using the magnetizing current method [23]. 
As a result, taking this method into account, the magnetic force 
acting in the TPEH and ITPEH systems shown in Fig.3 being the 
simultaneous reaction of magnet A to a magnetic field produced 
by magnets located on the frame can be expressed in the follow-
ing forms, respectively: 

𝐹𝑚 = 𝐹𝑏𝑥 + 𝐹𝑐𝑥 = 𝜇0𝑀𝐴𝑆[(𝐻𝑦𝑏2 − 𝐻𝑦𝑏1) +

(𝐻𝑦𝑐2 − 𝐻𝑦𝑐1)]            (5a) 

𝐹𝑚 = 𝐹𝑏𝑥 + 𝐹𝑐𝑥 + 𝐹𝐷𝑥 =

𝜇0𝑀𝐴𝑆 [
(𝐻𝑦𝑏2 −𝐻𝑦𝑏1) +

(𝐻𝑦𝑐2 − 𝐻𝑦𝑐1) + (𝐻𝑦𝐷2 − 𝐻𝑦𝐷1)
]                    (5b) 

where: μ0 – the permeability of vacuum, MA - the magnitude  
of magnet’s A magnetization, S -  the area of magnet’s A the top 
or bottom surface, Hyb2, Hyb1 - the magnitudes of the magnetic 
field strength generated by the magnet B at the centers of magnet 
A’s top or bottom surfaces in y direction, Hyc2, Hyc1 - the magni-
tudes of the magnetic field strength generated by the magnet C  
at the centers of magnet A’s top or bottom surfaces in y direction, 
HyD2, HyD1 - the magnitudes of the magnetic field strength gener-
ated by the magnet D at the centers of magnet A’s top or bottom 
surfaces in y direction.  

While the field of the magnetic field strength according to [22] 
is expressed as: 

𝐻𝑦𝑏(𝑥, 𝑦, 𝑧) =
𝑀𝐵

4𝜋

(

 
 
𝑡𝑎𝑛−1 (

𝑥𝐵_𝑂1𝑧𝐵_𝑂1

𝑦√𝑥𝐵_𝑂1
2 + 𝑧𝐵_𝑂1

2 + 𝑦2
) + 𝑡𝑎𝑛−1 (

𝑥𝐵_𝑂2𝑧𝐵_𝑂2

𝑦√𝑥𝐵_𝑂2
2 + 𝑧𝐵_𝑂2

2 + 𝑦2
)

− 𝑡𝑎𝑛−1 (
𝑥𝐵_𝑂2𝑧𝐵_𝑂1

𝑦√𝑥𝐵_𝑂2
2 + 𝑧𝐵_𝑂1

2 + 𝑦2
) + 𝑡𝑎𝑛−1 (

𝑥𝐵_𝑂1𝑧𝐵_𝑂2

𝑦√𝑥𝐵_𝑂1
2 + 𝑧𝐵_𝑂2

2 + 𝑦2
)
)

 
 

 

In addition, setting the center of magnets located on the frame 
as well as considering proper space coordinates of points O1 and 
O2 for particular magnets B, C and D  are: 

(𝑥 +
ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 −

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0),  

(𝑥 −
ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 −

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0): magnet B, 

(𝑥 +
ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 +

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0),  

(𝑥 −
ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 +

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0) :magnet C, 

(𝑥 +
ℎ𝐴

2
, 𝑥2 −

ℎ𝐴

2
, 0) , (𝑥 −

ℎ𝐴

2
, 𝑥2 −

ℎ𝐴

2
, 0): magnet D  

 

can express the magnetic force given by  Eq.(5a)  for TPEH sys-
tem and Eq.(5b) for ITPEH system in rewritten transformed form 
as:  

𝐹𝑚 =

𝜇0𝑀𝐴𝑆

{
  
 

  
 𝐻𝑦𝑏2 (𝑥 −

ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 −

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0)

−𝐻𝑦𝑏1 (𝑥 +
ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 −

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0)

+𝐻𝑦𝑐2 (𝑥 −
ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 +

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0)

−𝐻𝑦𝑐1 (𝑥 +
ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 +

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0)}

  
 

  
 

 

               (6a) 

𝐹𝑚 =

𝜇0𝑀𝐴𝑆

{
 
 
 
 

 
 
 
 𝐻𝑦𝑏2 (𝑥 −

ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 −

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0)

−𝐻𝑦𝑏1 (𝑥 +
ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 −

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0)

+𝐻𝑦𝑐2 (𝑥 −
ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 +

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0)

−𝐻𝑦𝑐1 (𝑥 +
ℎ𝐴

2
⋅ 𝑐𝑜𝑠 𝜑 +

𝑥1

2
, 𝑥2 −

ℎ𝐴

2
⋅ 𝑠𝑖𝑛 𝜑 , 0)

+𝐻𝑦𝐷2 (𝑥 +
ℎ𝐴

2
, 𝑥2 +

ℎ𝐴

2
, 0)

−𝐻𝑦𝐷1 (𝑥 −
ℎ𝐴

2
, 𝑥2 −

ℎ𝐴

2
, 0) }

 
 
 
 

 
 
 
 

         (6b) 
 

The magnetic forces given by Eq.(6a) and Eq.(6b) lead to cal-
culation  the potential energies of TPEH and TPEH systems, 
including elastic potential energy and magnetic potential energy 
that can be written in the following forms: 

𝑈(𝑥) =
𝐾𝑒𝑓

2

2
𝑥2 + ∫𝐹𝑚𝑑𝑥                                                     (7) 

where: Kef – the stiffness of the cantilever beam. 
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Fig. 3. Schematic of acting magnetic force in the TPEH system  

4. NUMERICAL SIMULATIONS  

In this section, the abilities of both tri-stable and improved  tri-
stable piezoelectric energy harvesting systems (TPEH and IT-
PEH) under weak excitation were compared. To show the differ-
ence between them, simulations were conducted in Matlab and 
Ansys software by assuming that the magnetic moment of both 
external magnets (mB=mC=0.844 Am2) is twice higher than the 
magnetic moments of the tip magnet and the additional magnet 
(mA=mD=0.422 Am2). Moreover, to show how the additional 
magnet D influences the behavior of the magnetic coupling sys-
tem and the potential well depth, numerical calculations were 
performed for varying distance x1 between fixed magnets located 
on the frame, as well as varying air gaps x2 changing within the 
range of 11-13mm with a step of 1mm. The results of the potential 
energy calculated according to Eq.(7) are shown in Fig.4.  

 

a) 

 
b) 

 

c) 

 
Fig. 4.  The comparison of the potential energy generated by the TPEH  

and ITPEH systems by various air gaps for distance between 
magnets a) x3=17.5mm, b) x3=20mm, c) x3=22.5mm 

The analysis of the potential energy in both EH systems indi-
cated a significant influence of additional magnets on the behavior 
of the improved tri-stable systems. Compared to the TPEH, in the 
ITPEH system, the depth of the middle potential wells decreases 
by reducing the air gaps between the tip magnet and the addition-
al magnet. Further analysis allows us to also observe that extend-
ing the distance between fixed magnets leads to a higher effect of 
additional magnets on the vibrating structure, especially in the 
neutral position of the vibrating beam, as well as to deepening 
potential barriers. As a result, such behavior of the proposed 
system leads to the conclusion that the most enhanced broad-
band energy harvesting effect for all considered air gaps is 
achieved for the ITPEH system with an air gap of 11mm, as well 
as by the highest distance between magnets of x3=22.5mm, while 
the lowest broadband effect [25-27] for the same EH system but 
with a distance of x3=17.5mm.  

In the next step, the behavior of the tri-stable and improved tri-
stable energy harvesting systems was analyzed in the time do-
main by using Matlab software. In order to do this, firstly coeffi-
cients of the magnetic force given by Eq.(2) were determined by 
using the curve fitting method, and next Eq.(3) whereby using 
Runge-Kutta algorithm values of displacement and voltage gener-
ated by the piezo-elements in the time domain are calculated.  
Simulations were performed for both considered EH systems with 
three various air gaps between the tip magnet and the fixed mag-
net (x2=11,12,13mm), as well as three different distances be-
tween magnets x3 which equaled 35mm, 40mm, and 45mm, 
respectively. In addition, these simulations were also performed  
for three different base accelerations 0,91g, 1,34g, and 1,73g, 
respectively. Chosen results are presented in Fig.5, while their 
deeper  analysis versus experimental results is described in the 
next Section. 

The analysis of the voltage signals generated by the piezo-
elements in the tri-stable energy harvesting system indicated a 
significant increase in their values, especially within the range 
marked by a rectangle with dash line where the influence of the 
magnetic force on the vibrating structure is higher. As a result, the 
effectiveness of the improved tri-stable EH system for all consid-
ered cases is improved and enhanced. 

The last step of numerical simulations was related to compar-
ing the power output generated by the conventional tri-stable 
energy harvesting system, the improved tri-stable energy harvest-
ing system and bi-stable energy harvesting system where the 
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same type of the beam, piezo-harvester and magnets were used. 
In order to do this, the clearance between the tip magnet located 
on the beam and the fixed magnet x2 was set at 11mm, while 
distance x1 for the TPEH system was set at 45mm, as well as 
distance x3 for the ITPEH system was set at 22.5mm. In addition, 
considering the above parameters, simulations were performed 
for an impedance load close to the quasi-optimal value 
(Ropt=1.5MΩ), changing within the range of 1.1MΩ - 2.1MΩ. The 
calculated values of the power outputs generated from mathemat-
ical models of particular EH systems are presented in Fig.6. 

The analysis of the power output generated by each EH sys-
tem shows that the highest power output (over 80mW) is obtained 
for the improved tri-stable energy harvesting system connected 
with the quasi-optimal impedance load, while the lowest output – 
for the bi-stable energy harvesting system. Such behavior of these 
systems is due to the considered additional  magnet in the system 
that leads to a stronger impact of the nonlinear magnetic force to 
the vibrating structure, and to improving the effectiveness of the 
system. 

a) 

 
b) 

 
Fig. 5.   The comparison of voltage generated by the piezo-element 

located on the beam excited to vibration with base acceleration  
increasing up to 1.73g from a) the conventional tri-stable EH 
system b) the improved tri-stable energy harvesting system  

 

 
Fig. 6.  The comparison of the power output generated by the improved 

tri-stable EH system, conventional tri-stable EH system and bi-
stable EH system by various impedance load connected to the 
piezo-sensor 

5. EXPERIMENTAL INVESTIGATIONS 

In this section, the process of assessment parameters of both 
TPEH and ITPEH systems is carried out on the lab stand shown 
in Fig.7. In order to do this, the fiberglass beam, which represents 
a host structure, is equipped in a piezo patch composite of type 
8514 P2, and it is located 10mm from the fixed end of the beam 
and the neodymium magnet N35 of type MP 14/4 x 3 placed close 
to the free end of the same  beam, respectively. The parameters 
of the beam, piezo harvester, and neodymium magnets are col-
lected in Tab.1. Apart from the aforementioned elements, the lab 
stand is also equipped with a frame where the appropriate amount 
of neodymium magnets is placed. To perform experimental tests 
of the tri-stable EH system, two neodymium magnets with the 
same magnetic moments were located symmetrically versus the 
beam on the frame. In contrast, in the case of the improved tri-
stable energy harvesting system – the lab stand was filled with 
additional neodymium with the twice lower magnetic moment that 
was located on the frame in the middle of the external magnets. 
Additionally, the laboratory stand was retrofitted into two other 
devices: the signal generator Agilent and the vibration shaker 
TV51110M with a BAA 120 amplifier, that were used to generate 
signal excitation and apply it to the vibrating structure. Whereas, 
from the measurement point of view, the lab stand was equipped 
with a data acquisition system (DAQ) with a measurement card of 
type USB-6341, the displacement sensor LG10A65PUQ and the 
3-axis accelerometer that is used to measure the voltage generat-
ed by the piezo, deflection of the tip mass of the beam, and base 
acceleration, respectively. 

 
a) 
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b) c) 

 

 

Fig. 7.  The photo of the lab stand a) the whole lab stand, b) the view of 
the frame with three neodymium magnets for testing the ITPEH 
system, c) the view of the piezoelectric cantilever beam during 
the test   

Tab.1.   Parameters of the cantilever beam, piezo patch composites        
MFC8514 and neodymium magnets 

Mechanical Parameters 

Fiber Glass 

Length 
[mm] 

Width 

[mm] 

Length 

[mm] 
    

LF 270 wF 38 tF 1.5     

Young’s 
Modulus 

(GPa) 

Poisson’s 
Ratio 

(-) 

Density 

[kg/m3] 
    

EF 80 vF 0.22 ρF 2600     

       

Piezo composite MFC 

Young’s 
Modulus 

(GPa) 

Poisson’s 
Ratio 

(-) 

 

Piezo. 
Charge 

Coeff. 
(pC/N) 

Relative Permittivity (-) 

     

Ex       
31.6 

vxy            0.4  
d31                  

−173 
εr

T                    2253 

Ey        
17.1 

vyz            0.2  
d32                  

−150 
 

Ez         
9.5 

vxz            0.4  
d33                   

325 
 

Geometrical parameters 

Overall 
Length 
[mm] 

Overall 
Width 

[mm] 

Active 
Length 

[mm] 

Active 

Width 
[mm] 

Thick. 
of  

PZT 
fiber 
layer 
[µm] 

Thick.  
of electrode 

layer 

[µm] 

Thick. 
of 

Cap-
tion 
layer 
[µm] 

Lp 103 wP 17 85 14 180 25 30 

         

Neodymium magnet N35 – tip magnet A and internal D 

Outer/Inner 
diameter 

[mm] 

Thickness 

[mm] 

Strength 

[kg] 

Remanence 

[T] 

14/4 3 2.5 1.2 

Neodymium magnet N35 – external magnet B and C 

14/4 5 5.0 1.21 

In the first step, the experimental tests were focused on as-
sessing the value of the base acceleration by various values of 
the chirp signal amplitude. To do this, an excitation signal with 

three different amplitudes in the range of 3-5V with a step of 1V by 
linearly increasing frequency from 1Hz to 40Hz in the period of 
120s was firstly generated by the signal generator and next ap-
plied to the vibration shaker. Then, the 3-axis accelerometer 
placed directly on the vibration shaker-base with a sensitivity of 
104.5mV/g in the vertical axis allowed the assessment of maxi-
mum values of the base acceleration 0.91g, 1.34g, and 1.73g, 
corresponding to the amplitude of the excitation signal 3V, 4V, 5V, 
by the frequency of 40Hz, respectively.  

Next, the behavior of both tri-stable and improved tri-stable 
energy harvesting systems were compared on the lab stand in the 
time domain. To do this, all tests were conducted for three differ-
ent air gaps  x2  changing in the range of 11-13 mm. Moreover, in 
the case of the tri-stable piezoelectric energy harvesting system, 
the experimental tests were carried out for three different distanc-
es  x1  between the fixed magnets B and C in the range of 35-
45mm with a step of 5mm. While in the case of the improved tri-
stable system - by three different distances  x3  between chosen 
external fixed magnet  B and additional magnet  D in the range of 
17.5-22.5mm with a step of 2.5mm. As a result, it led to the con-
duct of nine different tests for two separate EH systems by various 
base accelerations where the AC voltage output from the piezo 
was measured and recorded for each try. Finally, the results 
obtained from testing the TPEH system are shown in Fig.8, while 
from testing the ITPEH system - in Fig.9. 

The conducted analysis of the recorded signals shown in Fig.8 
for the TPEH system with the narrowest distance between the 
magnet, as well as the smallest air gap of 11mm indicated a light 
increase of the voltage output from the piezo only to 3.47V, that is 
due to a weak impact of the nonlinear magnetic force on the 
vibrating beam. Other results can be observed for the EH system 
with magnets spaced 40mm apart and excited to vibration with a 
lightly higher base acceleration (0.91g) – see Fig.8b. Then, in-
creasing the base acceleration to 1.34g and expanding dis-
tance x1 between magnets leads to increasing the impact of the 
magnetic force on the structure for all considered air gaps and 
generating higher voltages than previously. In addition, it can be 
observed that the widening of the air gap leads to a decreasing 
amplitude of the magnetic force and consequently to its faster 
appearance in the magnetic coupling EH system. Yet another 
behavior can be shown in Fig.8c for the fixed magnets spaced 45 
mm apart. Then, the base acceleration equals 1.73g by a fre-
quency of 40Hz leading to an enhanced impact of the magnetic 
force to the system and appearing additional vibrations with an 
amplitude of over 5V in a transient period of 55-80s.  

Next, the analysis was performed for the ITPEH system. Tak-
ing into account the diagrams presented in Fig.9, it can be seen 
that the considered additional magnet, in the TPEH system, al-
lows for improvement of the behavior of the coupling magnetic EH 
system. It is especially shown by the configuration of the ITPEH 
system with the narrowest distance between magnets, as well as 
the smallest air gap, where the testing system  generates higher 
voltage output (by 0.8V) than the TPEH system at the same base 
acceleration. Similar results can be observed in Fig.9b and Fig.9c, 
where the ITPEH system leads to obtaining the voltage output 
higher by 1.2V at the same initial conditions (distance between 
magnets equals 17.5mm and air-gap equals 11mm) . As a result, 
it allows us to conclude that adapting the potential energy of the 
EH system by considering additional magnets in the coupling 
magnetic EH system leads to generating higher voltages and, 
finally, to improve the effectiveness of the proposed ITPEH sys-
tem.    
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To confirm the above results, as well as show how nonlinear 
magnetic force affects the beam structure, a deeper analysis of 
the recorded voltage output signals was performed in chosen 
periods of time marked in Fig.8 and Fig.9, where increasing volt-
age amplitudes can be observed. The obtained results  are pre-
sented in Fig.10-Fig.12 separately for three different distances 
between magnets x3 where voltage output generated by both 
TPEH and IPTEH systems were compared. 

 
a) 

 
b) 

 
c) 

 

Fig. 8.   The comparison of the voltage output from the piezo for the 
TPEH system by various air gaps in the range of 11-13mm  
and the distance between fixed magnets for a) increasing of the 
base acceleration to 0.91g, b) increasing the base acceleration 
to 1.34g, c) increasing the base acceleration to 1.73g 

a) 

 
b) 

 
c) 

 

Fig. 9.   The comparison of the voltage output from the piezo for the 
ITPEH system by various air gaps in the range of 11-13mm and 
the distance between fixed magnets for a) increasing the base 
acceleration to 0.91g, b) increasing the base acceleration to 
1.34g, c) increasing the base acceleration to 1.73g 

The analysis of these voltage outputs generated by both sys-
tems indicated the advantage of the ITPEH system over the TPEH 
system for each configuration of the magnetic coupled EH system. 
It is especially visible in Fig.9 where the adapting the potential 
energy by setting the narrowest distance between the magnets, 
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air gaps equal 12mm or 13mm, and the amplitude of the base 
acceleration over 0.91g leads to the appearance of the magnetic 
force with low amplitude only for the ITPEH system. Another 
behavior can be observed for both tri-stable systems working with 
an air gap of 13mm where a weak base excitation leads to the 
disappearing impact of the magnetic force on the structure. This 
behavior is caused by a deep middle potential well. Further analy-
sis of diagrams presented in Fig.10 also shows  that the ITPEH 
system works with the narrowest air gap, which equals  11 mm, as 
well as with the narrowest distance between magnets allowing to 
better strengthen the impact of the magnetic force on the vibrating 
structure.  

 
Fig. 10. The comparison of the recorded voltage output signals generated 

by the TPEH and ITPEH systems in the indicated time period  of 
impacting the magnetic force on the structure by the distance 
between fixed magnets x3=17.5 mm 

 
Fig. 11. The comparison of the recorded voltage output signals generated 

by the TPEH and ITPEH systems in the indicated time period   
of impacting the magnetic force on the structure by the distance 
between fixed magnets x3=20 mm 

As a result, the piezo sensor attached to the beam generates 
a higher amplitude of voltage in a longer time. Similar results can 
be observed in diagrams presented in Fig.11 and Fig.12 for both 
EH systems working with two different distances between mag-
nets (x3=20mm and x3=22.5mm), where considering an addition-
al magnet in the TPEH system allowed to strengthen the impact of 
the nonlinear magnetic force on the structure and, consequently, 
to generate  voltages with higher amplitudes by the piezo element. 
Additionally,  the RMS values calculated for the total length of 

voltage signals presented in Figs.10-12 (see Tab.2) are a confir-
mation of the obtained results. The analysis of these values indi-
cated the advantage of the ITPEH system over the TPEH system 
by obtaining  higher values for ITPEH system versus TPEH sys-
tem each time. As a result, again the highest value was obtained 
for the system which operates with the distance between magnets 
of 22.5mm, the narrowest air gap of 11mm, while the lowest - for 
the system with the smallest distance x3=17.5mm. Thus, taking 
the obtained results into account, it can be concluded that adapt-
ing the potential energy in the tri-stable energy harvesting system 
under weak excitation leads to increase. 

 
Fig. 12. The comparison of the recorded voltage output signals generated 

by the TPEH and ITPEH systems in the indicated time period   
of impacting the magnetic force on the structure by the distance 
between fixed magnets x3=22.5 mm 

Tab. 2.  The calculated RMS values of the recorded voltage signals for 
TPEH and ITPEH systems (maximal RMS values in each 
configuration are marked with red font)  

The base acceleration from 0 to 0.91g (40Hz) 

air gap 
x2 

[mm] 

Distance between fixed magnets x3 [mm] 

17.5mm 20mm 22.5mm 

TPEH / ITPEH 

11mm 1.5820 / 1.8829 1.5187 / 1.8304 1.0563 / 1.4286 

12mm - / 1.4406 1.3542 / 1.5293 0.9896 / 1.6852 

13mm -/ - 0.9394 / 1.2979 1.5469 / 1.5274 

    

The base acceleration from 0 to 1.34g (40Hz) 

air gap 
x2 

[mm] 

Distance between fixed magnets x3 [mm] 

17.5mm 20mm 22.5mm 

TPEH / ITPEH 

11mm 1.9211 / 2.3739 1.8531 / 2.3609 1.7419 / 2.0847 

12mm -/ 2.0586 1.6343/ 1.6395 1.3076 / 1.6832 

13mm - / 1.7698 1.5996/ 1.7405 1.3097 / 2.0513 

    

The base acceleration from 0 to 1.73g (40Hz) 

air gap 
x2 

[mm] 

Distance between fixed magnets  x3 [mm] 

17.5mm 20mm 22.5mm 

TPEH / ITPEH 

11mm 2.1309/ 2.3189 2.2014 / 2.3609 2.1714 / 2.7127 

12mm -/ 2.1607 1.6343/  2.1017 1.9120 / 2.4722 

13mm -./ 2.0208 1.5996/ 2.1633 1.8998 / 2.1865 
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The obtained results and RMS values were verified additional-
ly by performing the time-frequency analysis of TPEH and ITPEH 
systems. In order to do this, the continuous wavelet transform 
method based on analytical Morse wavelet [35,36] was used for 
the voltage output signals generated by the piezo and systems 
excited to vibration with the highest considered base acceleration. 

a) 

 
b) 

 
 

c) 

 
Fig. 13. The comparison of time-frequency plots of the TPEH system 

excited to vibration with base acceleration of 1.73g by various  
air gaps and distance between fixed magnets 

a) 

 

b) 

 

c) 

 

Fig. 14. The comparison of time-frequency plots of the ITPEH system 
excited to vibration with base acceleration of 1.73g by various  
air gaps and distance between fixed magnets  

The analysis of diagrams shown in Fig.13 and Fig.14  indicat-
ed once more that the width of the air gap by assuming  other 
parameters of conventional and the improved tri-stable systems, 
like distance between magnets x3 and base acceleration, as 
constant, significantly influence appearing the magnetic force in 
these systems and, consequently, their behavior. Taking this into 
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account, nonlinear magnetic force appeared only in the TPEH 
system working with the narrowest air gap, and excited to vibra-
tion with a frequency in the range of  25-29Hz. Further analysis of 
diagrams presented in Fig.13b shows that the gradual increase of 
the air gap by widenning the distance between the fixed magnets 
to 40mm leads to the appearance of the magnetic force in a lower 
range of frequency excitation than it was previously. Similar re-
sults were achieved by further expanding the distance between 
the magnets to 45mm. Then, a gradual increase of clearance 
between the tip magnet and the fixed magnets leads to a short-
ened transient period affecting the magnetic force to the structure. 
As a result, the strongest vibration-based energy harvesting effect 
is achieved during the analysis of the TPEH system with an air 
gap of 11mm and the widest distance between fixed magnets  
(6.22V), while the lowest (5,62V) by the air gap of 13mm.    

Further analysis of the time-frequency diagrams determined 
for the ITPEH system  proved again that considering of an addi-
tional fixed neodymium magnet, located on the frame, allowed for 
an improved energy harvesting effect. It is  especially observable 
in diagrams in Fig.14c for the system with an air gap of 11mm, 
where the transient period of impacting of the magnetic force to 
the structure is longer and their amplitude is higher in comparison 
to the TPEH system (see Fig.13c). Similar result was achieved for 
other ITPEH system activities with the air gap of over 11mm, 
where impacting of the magnetic force was also higher than in the 
case of the TPEH system working in the same conditional param-
eters.   

The last step of this subsection is verification of the simulated 
results. In order to do this, all experimental and simulation results 
obtained by three various base accelerations, as well as consid-
ered different distances of x1, x2 and x3, are collected  
in Tabs .3-5.  

Tab. 3.  The comparison of the voltage generated by the piezo 
(simulation and experimental results) by the base acceleration 
increasing up to 0.91g   

Base acceleration 0.91g (TPEH) 

x1 

[mm] 

Simulation Experiment Error 

air gap x2 [mm] air gap x2 [mm] air gap x2 [mm] 

11 12 13 11 12 13 11 12 13 

35mm 4,73 - - 4,6 - - 
0,1

7 
- - 

40mm 6,75  - 
6,0

4 

5,6

6 
 

0,7

1 

0,3

4 
- 

45m 6,06 
4,7

6 

4,4

0 
5,5 

4,2

5 

4,1

5 

0,5

6 

0,1

5 

0,2

5 

Base acceleration 0.91g (ITPEH) 

x3 

[mm 

Simulation Experiment Error 

air gap x2 [mm] air gap x2 [mm] air gap x2 [mm] 

11 12 13 11 12 13 11 12 13 

17.5m

m 
- 

4,4

3 

2,7

0 
- 

3,8

7 

2,4

3 
- 

0,5

6 

0,2

9 

20mm 
4,20

V 

3.0

5 

2,7

0 

3,8

2 

2,8

6 

2,5

3 

0,3

8 

0.1

9 

0.1

7 

22.5m

m 

3,41

V 
4,2 

3,6

4 
3.1 4 

3,4

5 

0,3

1 
0,2 

0,1

9 

Tab. 4.  The comparison of the voltage generated by the piezo 
(simulation and experimental results) by the base acceleration 
increasing up to 1.34g   

Base acceleration 1.34g (TPEH) 

x1 

[mm] 

Simulation Experiment Error 

air gap x2 [mm] air gap x2 [mm] air gap x2 [mm] 

11 12 13 11 12 13 11 12 13 

35mm 
4,0

5 
- - 

3.7

9 
- - 

0,2

6 
- - 

40mm 
6,5

5 

4,8

5 
3.1 

6.3

1 

4,5

4 

3,3

0 

0,2

4 

0,3

1 
0,2 

45mm 3,9 
5,7

1 

2,8

6 
3,7 5,6 

3,2

5 
0,2 

0,1

1 

0,3

9 

Base acceleration 1.34g (ITPEH) 

X3 
[mm] 

Simulation Experiment Error 

air gap x2 [mm] air gap x2 [mm] air gap x2 [mm] 

11 12 13 11 12 13 11 12 13 

17.5m

m 

6,2

4 

4,4

4 

3,6

9 

5,6

8 

4,2

3 

3,2

1 

0,5

6 

0,1

9 

0,4

8 

20mm 
4,3

6 

3,8

1 

4,3

7 

4,1

6 

3,6

3 
3,8 

0,2

0 

0,1

8 

0,5

7 

22.5m 
5,1

4 

4,9

3 

4,8

5 
4,9 4,7 

4,4

2 

0,2

4 

0,2

3 

0,4

3 

Tab. 5.  The comparison of the voltage generated by the piezo 
(simulation and experimental results) by the base acceleration 
increasing up to 1.73g   

Base acceleration 1.73g (TPEH) 

x1 

[mm] 

Simulation Experiment Error 

air gap x2 [mm] air gap x2 [mm] air gap x2 [mm] 

11 12 13 11 12 13 11 12 13 

35mm 
3,5

5 
- - 

3,2

2 
- - 

0,3

3 
- - 

40mm 
5,1

5 

3,9

7 
- 4,8 

3,6

8 
- 

0.3

5 
 - 

45mm 
3,7

2 

3,4

2 

3,4

7 
3,5 3,2 

3,0

4 

0,2

2 

0,2

2 

0,4

3 

Base acceleration 1.73g (ITPEH) 

x3 

[mm] 

Simulation Experiment Error 

air gap x2 [mm] air gap x2 [mm] air gap x2 [mm] 

11 12 13 11 12 13 11 12 13 

17.5m

m 
5,5 5,2 5,3 

5,2

2 

5,4

2 
5,4 

0,2

3 

0,2

2 
0,1 

20mm 5,8 5,4 
5,7

2 

5,6

9 

5,3

4 

5,4

2 

0,1

1 

0,0

6 
0,3 

22.5m 
6,7

4 

5,5

3 

5,8

7 

6,5

4 

5,4

1 
6,1 

0,2

0 

0,1

2 

0,2

3 

Taking into account the values of voltage collected in the 
Tab.3-Tab.5, it can be noticed that the experimental results 
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properly verified the amplitudes calculated in the numerical way in 
all considered cases. Their further  analysis indicates that the 
amplitude of voltage generated by the real piezo-composite is 
lightly lower than those calculated on the basis of the mathemati-
cal model. This behavior is due to a lower amplitude of the mag-
netic force which affects the structure to vibrating,  as well as 
heterogeneity of the adhesive layer between the MFC element 
and the host structure.  

6. THE ANALYSIS OF PHASE PORTRAITS  
OF TPEH AND ITPEH SYSTEMS  

The last step of the experimental test was related to determin-
ing the portrait phases of both TPEH and ITPEH systems by 
considering the repulsion effect of the magnetic force. To do this, 
tests were carried out for chirp signal with frequency increasing 
from 1Hz to 40Hz, and by three different amplitudes where dis-
placement of the tip mass was measured by using the laser dis-
placement sensor placed 75mm  from the vibrating structure for 
each time. Similarly, as it was previously, tests were carried out 
for three different distances between magnets x3 as well as three 
various air gaps x2 in the range of 11-13mm. As a result, nine 
different tests were conducted for each system, where the most 
interesting ones are presented in Figs.15-17.  
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Fig. 15. The comparison phase portrait of both TPEH and ITPEH 
systems by various air gaps in the range of 11-13mm and 
increasing base acceleration from 0 to 0.91g 
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Fig. 16. The comparison phase portrait of both TPEH and ITPEH 
systems by various air gaps in the range of 11-13mm and 
increasing base acceleration from 0 to 1.34g 
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Fig. 17. The comparison phase portrait of both TPEH and ITPEH 
systems by various air gaps in the range of 11-13mm and 
increasing base acceleration from 0 to 1.73g 
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Observing diagrams presented in Fig.15b indicated that low 
amplitude base acceleration leads to generating three different 
trajectories of phase portrait of TPEH systems concentrated 
around the singular equilibrium point. This behavior is due to a 
weak impact of the magnetic force on the structure, which is also 
a result of the existent deep middle potential well and high poten-
tial barriers. Slightly different behavior can be observed during the 
analysis of particular portrait phases generated by the improved 
tri-stable energy harvesting system. Then, the low value of base 
acceleration and reduced distance between the additional magnet 
and the external magnets again leads to  appearing  weak mag-
netic force and generating small elliptical trajectories in the dia-
gram.  

Next, the analysis of portrait phases in Fig.16b shows that a 
slightly increase of base acceleration and the choice of an appro-
priate distance between the fixed magnets can significantly affect 
the behavior of the TPEH system. It is especially shown that the 
TPEH system works with the highest distance between mag-
nets x3 of 45mm, where increasing the frequency excitation leads 
to appearing a higher amplitude of the beam vibration and conse-
quently jumping of EH system to the bottom potential wall. A 
completely other behavior can be shown during the analysis of the 
ITPEH system (see Fig.15a) where tailoring potential energy 
caused by considering additional fixed magnets leads to  increas-
ing the magnetic field in the coupling system and generates a 
conical nature of particular portrait phases. As a result, the highest 
elliptical trajectories are generated for the system with the nar-
rowest spacing between magnets (x3=17.5mm), while the lowest 
one - for the system with the widest spacing (x3=22.5mm). Slight-
ly different results can be observed during the analysis of both 
TPEH and ITPEH systems excited to vibration with the highest 
amplitude of acceleration. Then, strong nonlinearity in the im-
proved tri-stable EH systems leads to increased velocity of vibra-
tions and jumping the vibrating beam between potential wells in all 
considered configurations.    

7. SUMMARY AND CONCLUSIONS 

The broadband effect of the tri-stable and improved tri-stable 
energy harvesting systems by various air gaps as well as distanc-
es between fixed magnets under weak excitation was analyzed in 
this paper. To do this, firstly the model of magnetic coupling ener-
gy harvesting systems was determined, where nonlinear magnetic 
force existing in the model was calculated by using the magnetiza-
tion current method. Next, numerical simulations of the conven-
tional tri-stable and the improved EH systems were performed by 
using Matlab software. The obtained diagrams of potential ener-
gies of both systems by various air gaps changing in the range of 
11-13mm and different distances between fixed magnets indicat-
ed shallowing of the depth of the middle potential well with a 
decrease of the air gap and consequently improved behavior of 
the proposed tri-stable energy harvesting system. In addition, it 
can be observed that extending the distance x3 between the fixed 
magnets leads to a higher effect of an additional magnet in the 
ITPEH system to vibrating beam as well as deepening of potential 
barriers. Finally, taking these results into account, the energy 
harvesting effect was  most enhanced for the ITPEH system 
activities by the narrowest air gap (x2=11mm) and the distance 
between the  magnets (x3=22.5), while the lowest - for the system 
activities in configuration x2=11mm and x3=17.5mm.  

The experimental tests of the TPEH and ITPEH systems car-

ried out on the lab stand for both real structures properly verified 
the numerical calculations. Comparing the results of the voltage 
output from the piezo-sensor again proved that the most impact of 
nonlinear magnetic force on the vibrating structure is achieved for 
the improved tri-stable energy harvesting system working with the 
narrowest air gap and the largest distance between the fixed 
magnets.  The diagrams presented in Figs. 8-10 confirm these 
results. Their analysis indicated that introducing a singular addi-
tional fixed magnet to the conventional TPEH behavior of a mag-
netic coupling EH system can be increased. Especially, it can be 
seen in Fig.8 where a low value of base acceleration allows the 
magnetic force to appear in both systems only by air gap which 
equal 11mm. In the case of other air gaps, nonlinear magnetic 
force increasing the effectiveness of the EH system appears only 
in the ITPEH system.  

Further analysis of diagrams in Figs.9-10 shows a significant 
advantage of the ITPEH system over the TPEH system, where a 
strong impact of the magnetic force due to considering additional 
magnet leads to generating a higher voltage output by piezo 
located on a vibrating beam.  The RMS values of the voltage 
output collected in Tab.2 confirm these results. Taking these 
values into account , it can be concluded that tailoring potential 
energy in the tri-stable energy harvesting system leads to increas-
ing the effectiveness of magnetic coupling EH systems.  

In conclusion, both the numerical simulations and the experi-
mental findings suggest that incorporating an additional fixed 
magnet into the conventional tri-stable energy harvesting (TPEH) 
system induces a nonlinear magnetic force with an increased 
amplitude, thereby boosts the voltage generated by the energy 
harvesting (EH) system. Consequently, the improved tri-stable 
energy harvesting (ITPEH) system, when coupled with a storage 
unit comprising of an optimal impedance load and a supercapaci-
tor proves to be more efficient in powering small electrical devices 
with lower power demands compared to conventional TPEH sys-
tems. 

Looking ahead, future studies could explore alternative meth-
odologies for analyzing nonlinear time-series data, such as recur-
rence analysis [37] or the 0-1 test [38]. These approaches could 
provide further insights into the behavior and performance of 
ITPEH systems, potentially enhancing their applicability and effec-
tiveness in various practical settings. 
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Abstract: After certain time of operation, the cross-section of cooling channels in injection molds may decrease due to fouling, i.e.  
the formation and growth of a layer of sediment on the walls of the channels. This phenomenon can decrease heat transfer or ultimately 
completely block the flow of coolant in the channel. The build-up of the sediment layer increases the temperature of the mold, which may 
consequently reduce the quality of the plastic products. In the paper, the pressure drop in a typical cooling channel of an injection mold  
is investigated, as well as the effect of the sediment layer on the coolant flow in an example channel with a diameter of 10 mm. A novelty  
is the developed analytical model that allows determining the pressure drop in the case when two perpendicular channels do not intersect 
centrally due to manufacturing inaccuracies that often happen when drilling long channels in hard materials. The proposed hydraulic model 
allows for calculation of the coolant pressure drop in real injection molds and can be an alternative to time-consuming CFD simulations. 
The presented results of measurements and the hydraulic model calculations show that the thickness of the sediment layer in the tested 
channel of the actual injection mold can be up to 1.7 mm. The hydraulic model proposed in this work allows for the estimation  
of the thickness of the sediment layer and the identification of places of local increase in the coolant velocity, where self-cleaning  
of the channels in injection molds may take place. 

Keywords: high-pressure injection molding, fouling of injection molds, cooling of mold channels, modeling of pressure losses, CFD 

1. INTRODUCTION 

Injection molding is currently one of the most intensively de-
veloping industries. This is due to the huge increase in global 
demand for thermoplastic products, which include household, 
electrical, electronic, medical articles, toys and others [1]. Basical-
ly, objects made of thermoplastic materials have been in use for a 
long time (the history of their manufacture dates back to the mid-
19th century [2]) and it is no longer possible to imagine the every-
day life without them. They are produced in huge quantities 
around the world and for this reason the use of injection molds is 
already widespread. However, this also causes certain problems 
in the operation of injection machines, which include proper cool-
ing of the molds so that they work effectively, i.e. with optimal 
productivity. 

The key problem that occurs during the operation of the injec-
tion mold installation is the formation of a layer of sediment in the 
mold cooling channels. The build-up of the deposits leads to a 
reduction in the heat transfer between the thermoplastics and 
cooling fluid. As a result, there is a decrease in mold efficiency, 
which results in fewer products being formed over time. There are 
also problems with the product surface quality due to insufficient 
cooling during mold clamping. One of the reasons for the accumu-
lation of sediment is the presence of chemicals such as calcium 
and magnesium carbonate in the water flowing through the cool-

ing channel. The second important factor causing the sediments 
growth is the high temperature of the channel wall, which pro-
motes the formation of structures of living microorganisms that 
accumulate on the walls and narrow the cooling channel of the 
injection mold. Sediment restricts coolant flow and reduces heat 
transfer, increasing energy consumption [3]. A way to slow down 
fouling is to use self-cleaning surfaces [4] but in the long term a 
decrease in the heat transfer rate should be expected. Diagnos-
tics of fouled channels is very difficult, but not impossible [5-7], 
which is why numerical techniques such as CFD are widely used 
here. CFD simulations allow for the identification of flow-critical 
zones, which can ultimately lead to the loss of coolant flow and/or 
local overheating of the thermoplastic material. 

Manufacture of parts from thermoplastic material by injection 
molding consists of a very quick injection of the molten material 
into a mold shaped like the element being produced. As the tem-
perature of the molding surface is much lower than that of the 
injected material, the material cools down quickly and solidifies 
within seconds. Further and deepest cooling occurs after opening 
of the injection mold, but before that the material should have 
solidified sufficiently to prevent it from pouring and deforming the 
final surface. This is one of the key phases of the injection pro-
cess, having a large impact on the quality of the manufactured 
elements, especially the thin-walled ones. The temperature distri-
bution in the mold should be as uniform as possible, because 
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improper cooling of the thermoplastic material causes destruction 
of the manufactured element if it does not reach solidification 
temperature in the right time [8]. Therefore, the proper choice of 
the cooling method is extremely important and gives great techno-
logical benefits [9-10]. It should be remembered that the injection 
is a process with high load dynamics of the injection machine in 
terms of temperature changes. The procedure of closing the two 
halves of the injection mold, injection of the raw material and 
opening of the mold takes place in a short time, counted in several 
dozen seconds. It is also half of the production time for a single 
product [11]. This duration is directly related to the efficiency of 
the cooling channels that must continuously remove heat from the 
injection mold to ensure proper production quality. Channel sur-
face roughness is a key parameter for coolant flow [12-13]. 

The gradual narrowing of the cooling channels reduces the 
cooling intensity and, consequently, leads to the formation of 
insufficiently cooled areas, around which the molded product is 
most vulnerable to damage due to shape deformation after open-
ing the mold, as well as to improper shrinkage of the material and 
the formation of incorrect roundness [14-16]. It is also important to 
properly distribute the cooling channels in the mold, leading to the 
so-called conformal layout, ensuring relatively equal distances 
among them and therefore rational (initial) optimization of the heat 
transfer and reduction of the cycle time [17-18]. This is the reason 
for the recent intensive development of methods for designing and 
optimizing the shape of cooling channels for various thermoplastic 
objects [19-22]. Thanks to the remarkable development of the 
injection molding technology in the modern world and striving for 
high efficiency of the process, many already published papers 
describe the methods of effective injection through the appropriate 
distribution of conformal cooling channels (CCC). Silva et al. [23] 
and Kanbur et al. [24] published reviews, in which they focused on 
the current state of the design, simulation and optimization of the 
CCC in injection molds. In turn, Feng et al. [25] presented an 
overview of the design and manufacturing of the CCC. Generally, 
in order to achieve uniform and fast cooling, some of the key 
design parameters of the CCC, related to the shape, position and 
size of the channel must be carefully calculated and selected, 
taking into account the cooling capacity, mechanical strength and 
pressure drop of the coolant. Yao et al. [26] provided an overview 
of state-of-the-art in rapid heating and cooling in molding technol-
ogy, aiming to explain the working mechanisms and giving infor-
mation on the advantages and disadvantages of existing tech-
niques and processes. Muvunzi et al. [27] described a method for 
design conformal cooling channels in stamping tools. The method 
uses evaluation of a part to make decision whether it is suitable 
for additive manufacturing applications, and then determining 
conformal cooling parameters and analyzing alternative systems. 

Kanbur et al. [28] published a paper on metal additive manu-
facturing (MAM) of inserts for plastic injection molds with various 
types of CCC, i.e. circular, serpentine and tapered channels. 
Compared to traditional channels, CCC provide up to 62.9% 
better cooling efficiency with better thermal uniformity on the mold 
surfaces. According to Kuo et al. [29-30], MAM techniques are 
often used in the fabrication of injection molds with CCC to reduce 
cooling time in the injection molding process. Reducing the cool-
ing time in the cooling stage is essential to reduce energy con-
sumption in mass production. The cooling time of the injection 
molding process accounts for approximately 60 to 80% of the 
entire molding cycle. However, the disadvantages include higher 
production costs and longer processing time when manufacturing 
an injection mold with CCC. 

Kuo et al. [31] also proved that CCC in silicone rubber mold 
(SRM) after injection molding has a poor cooling performance due 
to low thermal conductivity. To improve this, the thermal conduc-
tivity was intensified by adding fillers (e.g. metal powder) to SRM. 
As a result, the cooling time of the injection molding could be 
shortened by up to 69.1% compared to conventional SRM. 

Wei et al. [32] pointed out the importance of cooling in injec-
tion molds and discussed the development of cooling systems. 
Park et al. [33] presented a method of a plastic injection molding 
with increased cooling efficiency. The method leads to an in-
crease in the molding process efficiency due to the use of a 
properly defined computer-aided engineering technique resulting 
in the optimal layout of the cooling channels. Papadakis et al. [34] 
presented a holistic approach to the design and use of additively 
manufactured mold inserts with conformal cooling channels using 
selective laser melting (SLM) to shorten process cycles. Jahan et 
al. [35-36] investigated the influence of critical design parameters 
of conformal channels and their cross-sectional geometry, and 
proposed a methodology to generate optimized channel configu-
rations. 

This paper concerns the numerical modeling of flow re-
sistance in the cooling channels of the injection mold. In particular, 
the effect of a sediments accumulating on the cooling channel wall 
is analyzed for the coolant flow in the selected injection mold 
channel. For this purpose, calculations were carried out using 
numerical fluid mechanics simulations and analytical calculations 
with the equations of own-developed hydraulic model. The hy-
draulic model equations include new formula for evaluation of the 
pressure loss in an elbow with contraction found in the investigat-
ed cooling channels. 

The manuscript presents a new hydraulic model, that can be 
used to assess the pressure drop in a channel with strongly nar-
rowing flow cross-sections due to fouling of the channel walls. The 
proposed analytical hydraulic model allows for the first time to 
determine the pressure drop in the case where two perpendicular 
channels do not intersect centrally. This imperfection often occurs 
in real injection mold channels due to the difficulty of maintaining 
the correct direction when drilling long channels in hard materials. 
The proposed hydraulic model is relatively simple to implement 
and can replace time-consuming CFD calculations requiring high 
computing capacity. The paper draws attention to the strongly 
non-linear problem of pressure drop in fouled channels caused by 
the narrowing of their cross-sections. When a certain fouling 
thickness is exceeded, the circulation pump discharge pressure 
must be significantly increased to ensure proper operation of the 
channel at the design flow rate. In practice, this means that after 
some time the circulation pump is unable to maintain the design 
flow parameters and the mold in the vicinity of the fouled channel 
is insufficiently subcooled. This may then cause local distortions of 
the injected product and defects on its surface, as well as extend-
ing the molding cycle, which adversely affects economic efficiency 
and eliminates the mold from production until it is renovated. 

2. DESCRIPTION OF THE INVESTIGATED INJECTION MOLD 

The object produced in the mold is a basket-like box of the 

shape shown in Fig. 1 and dimensions 280190140 mm (length 

 width  height). The box is made by injecting plastic material 
into the injection mold, half of which is shown in Fig. 2. The shape 
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of the water channel that was selected for the present study is 
also highlighted there. 

 
Fig. 1. Shape of the product outer surface in the injection mold 

 
Fig. 2.   Water cooling channels in the mold with the selected channel   

highlighted 

The selected channel is shown in detail in Fig. 3 with a portion 
of the mold encompassing the surface around the top edge of the 
molded box. Approximately, this part of the product surface is 
directly cooled by the channel of interest by the coolant (water) 
that flows in the direction also indicated in the Fig. 3. The heat is 
transferred to the mold through the surface shown. Then, the heat 
from this part of the mold is removed by the coolant flow. Howev-
er, in the further part of the paper, the heat transfer is not consid-
ered and only the pressure drop resulting from changes in the 
channel cross section is investigated. The diameter of the straight 
sections of the selected channel without sediment is 10 mm. 

The main operational problem of the investigated mold is foul-
ing of the cooling channels because the circulating cooling water 
cannot be properly treated and filtered. An example of a fouled 
channel in a mold withdrawn from use is presented in Fig 4. A 
dead end section of the channel (other than that in Fig. 3) is 
shown there in two cross-sections – radial and axial. It can be 
seen in the photographs that an irregular layer of sediment covers 
the entire inner surface of the channel. The sediment itself has the 

appearance of limescale with a very rough surface. The thickness 
of the sediment varies along the channel and can change signifi-
cantly even over a short distance. Despite this, in the following 
studies an average, constant sediment thickness is assumed, 
although locally it may differ significantly from this average. This 
simplification results from the difficulty in clearly determining 
thickness changes using a non-invasive method. 

 

a) 

 

b) 

 
Fig. 3.   a) View of the cooling channel that was selected for evaluation of 

the flow resistance in injection mold; b) location of the edge of 
the molded box cooled by the selected channel 
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Fig. 4.   Sediments in a fouled cooling channel visible in a section cut 
from a worn-out injection mold; a variable sediment thickness  
is visible, which is difficult to quantify due to its roughness 

3. EXPERIMENTAL SET-UP 

The experimental set-up was mounted on the injection mold 
that during the tests was normally operating in production. To 
register flow data from active water channels, a bypass was made 
equipped with a pump (1) to circulate water in a single channel 
under test, see Fig 5. The coolant flow rate was measured by 
ultrasonic meter Flexim Fluxus 608, (5), and the differential pres-
sure by ZAP IPA-01 transducer, (4). Absolute pressure was also 
measured by pressure transducers Wika S-20, (3), mounted at the 
inlet and outlet from each water channel. Temperature difference 
(2) was measured using two calibrated thermocouples of type K 
(Czaki TP-234). The accuracy of the measuring instruments was 
as follows: 1.6% of full scale (FS) for flow rate, 1% FS for differen-
tial pressure, 0.25% FS for absolute pressure and 0.1 K for tem-
perature. Measurements were done in 10 channels but only one 
of them was selected for detailed analysis of the total pressure 
drop presented in the next sections. Namely, the measured flow 
rates and pressure differences were used to compare with the 
results of the developed mathematical model and with CFD simu-
lations for the coolant flow in one of measured channels, depicted 
in Fig. 3. 

a) 

 

b) 

 
Fig. 5.   Schematic of the measurement loop (a) and its view during 

measurement campaign (b): 1 – circulating pump, 2 – two 
thermocouples, 3 – two absolute pressure transducers,  
4 – differential pressure transducer (only its pressure lines  
are visible in the photograph), 5 – ultrasonic flow meter 

4. HYDRAULIC MODEL OF PRESSURE LOSSES 

To estimate the thickness of sediment layer in the real cooling 
channel, based on total pressure drop measurement at its ends, 
and with its 3D geometry available, a theoretical model of the 
pressure drop was developed. The dependency between pressure 
drop calculated with this model and the sediment thickness was 
compared and calibrated with numerical results of the CFD simu-
lations. Then, based on experimental results it was possible to 
evaluate approximate thickness of the sediment layer for a given 
pressure drop and mass flow rate of the cooling medium in the 
real mold. 

Analytical calculations were made basing on a mathematical 
model of hydraulic resistance that allows determining the pressure 
losses arising in straight sections of the cooling channel as well as 
the resistance appearing locally in the channel contractions and 
elbows. The results evaluated from the proposed hydraulic model 
can then be compared with the pressure profiles from CFD simu-
lations. In the examined cooling channel, there are several sec-
tions generating local pressure drop. All of them are identified in 
Fig. 6. The hydraulic model assumptions and calculation method-
ology are presented below. 

 
Fig. 6.   Types of obstructions with significant local pressure drop in the 

investigated channel 
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The assumptions made in the formulation of the mathematical 
model of hydraulic resistance are as follows: 

− total hydraulic pressure loss in the channel is superposition of 
frictional and local losses, 

− the pressure loss is proportional to dynamic pressure and a 
proper resistance coefficient, 

− total hydraulic resistance of an elbow with contraction is a sum 
of three components arising from a locally reduced cross-
section, then again a locally increasing cross-section and from 
a change of the flow direction by 90°, 

− the channel and elbows cross-section areas depend on the 
thickness of the sediment layer, 

− the minimum flow area in the elbow with contraction is a seg-
ment of ellipse with semi-axes 𝑎0 and 𝑏0, 

− the sediment layer is homogenous and of uniform thickness 
along the whole channel. 
The calculations of hydraulic resistance are based on the 

handbook by Idelchik [38]. 

4.1.  Evaluation of pressure drop on elbows with contraction 

Before the hydraulic resistance of the elbow with contraction 
can be evaluated, first the contraction minimum area as a function 
of sediment layer thickness needs to be determined.  

The considered narrowest cross-section surface in the elbow 
with contraction is an elliptical section shown in Fig. 7. Its area 𝐴1 
was evaluated based on analytical geometry, assuming that the 
ellipse center is located at the origin of the coordinate system. 
Therefore, the channel cross-sectional area at the narrowest 
point, expressed as a function of sediment thickness 𝛿, is found 
from the formula: 

𝐴1(𝛿) = 𝑎0(𝛿)𝑏0(𝛿) arccos (
√2𝛿

𝑏0(𝛿)
) −

√2𝛿 √𝑎0
2(𝛿) − 2 (𝛿

𝑎0(𝛿)

𝑏0(𝛿)
)

2

,        

                                                                                                     (1) 

𝑎0(𝛿) = 𝑟𝑐 − 𝛿                                                                                     (2) 

 

𝑏0(𝛿) = √2(𝑟𝑐 − 𝛿)                                                                            (3) 

 
a) 

 

b)  

 

Fig. 7.   The minimum cross-section of the channel open for flow in the 
elbow with contraction (a) is an elliptical segment (b) with 

dimensions a and b that depend on the sediment thickness 𝛿  

Cross section area ratio in the contraction is defined as 

𝛽1(𝛿) =
𝐴1(𝛿)

𝐴0(𝛿)
,   (4) 

where A0 is the cross section surface of a straight channel imme-
diately upstream of the elbow, as follows: 

𝐴0(𝛿) = 𝜋(𝑟𝑐 − 𝛿)2.   (5) 

As already stated, the pressure loss in the elbow is propor-
tional to the dynamic pressure 𝑝𝑑 , which is denoted as pd0 and pd1 
in the initial cross-section and on the contraction, respectively, 
and amounts to: 

𝑝𝑑0(𝛿) = 𝜌
𝑣0

2(𝛿)

2
.   (6) 

𝑝𝑑1(𝛿) = 𝜌
𝑣1

2(𝛿)

2
,   (7) 

where the flow velocities are given by equations: 

𝑣0(𝛿) =
�̇�

𝜌𝐴0(𝛿)
.   (8) 

𝑣1(𝛿) =
�̇�

𝜌𝐴1(𝛿)
 .   (9) 

Pressure loss due to local cross-section decrease (the ellipti-
cal segment) was calculated from formula: 

∆𝑝1(𝛿) =  𝜉1(𝛿) 𝑝𝑑1(𝛿), (10) 

where 𝜉1(𝛿) is the loss coefficient due to a sudden reduction of 
cross section [38], which is given as follows: 

𝜉1(𝛿) =  
0.0765

𝜇𝑝(𝛿)2 + (
1−𝜇𝑝(𝛿)2

𝜇𝑝(𝛿)
), (11) 

𝜇𝑝(𝛿) =  0.2487𝛽1
2(𝛿) + 0.0496𝛽1(𝛿) + 0.6381, (12) 

that depends both on the sediment thickness 𝛿 and the area ratio 

𝛽1. 
The pressure loss due to local cross-section increase at the 

elbow outlet was calculated from: 

∆𝑝12(𝛿) =  𝜉12(𝛿) 𝑝𝑑1(𝛿), (13) 
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where 𝜉12(𝛿) is the loss coefficient due to a sudden expansion of 
cross section [38], which is given as follows: 

𝜉12(𝛿) =  1 − 𝛽1
2(𝛿). (14) 

In addition, the pressure loss due to a sudden flow direction 
change by 90° is calculated from: 

∆𝑝90(𝛿) =  𝜉90(𝛿) ∙ 𝑝𝑑0(𝛿), (15) 

where 𝜉90(𝛿) = 2.0 is the pressure loss coefficient due to the 
change of flow direction by 90°. The optimal value of this coeffi-
cient was determined after comparison with the CFD simulations 
in order to achieve good agreement of the hydraulic model with 
the numerical results. However, the Idelchik’s handbook [38] 
recommends lower value of 0.98 for a circular channel and 90° 
elbow. For the geometry investigated here, the elbow shape is 
different and using the formulas from Idelchik directly leads to 
underestimated value of pressure drop in the channel.  

Finally, the total pressure drop on the elbow with contraction 
(Fig. 7) is the sum of three components: 

∆𝑝𝑐𝑜𝑛𝑡(𝛿) =  ∆𝑝1(𝛿) + ∆𝑝12(𝛿) + ∆𝑝90(𝛿) , (16) 

that are evaluated from Eqs. (10, 13, 15). 

4.2.  Evaluation of pressure drop on 90° elbows with recess 

To evaluate the pressure loss on the elbows with recess, the 
previously calculated dynamic pressure in the initial cross-section 
𝑝𝑑0 , Eq. (6), was used with appropriate coefficient of hydraulic 
resistance:  

∆𝑝𝑒𝑙𝑏𝑜𝑤(𝛿) =  𝜉𝑒𝑙𝑏𝑜𝑤(𝛿) 𝑝𝑑0(𝛿). (17) 

The coefficient 𝜉𝑒𝑙𝑏𝑜𝑤  for the elbow with recess (a dead end) 
was calculated according to [38]: 

𝜉𝑒𝑙𝑏𝑜𝑤(𝛿) = 1.2 𝑘∆𝑘𝑅𝑒𝐶1𝐴𝜉1, (18) 

where: 

𝑘𝑅𝑒 =
45

(1.8 log(𝑅𝑒0) − 1.64)2
 , (19) 

𝑅𝑒0(𝛿) = 2𝜌𝑣0(𝛿)
𝑎0(𝛿)

𝜇
 , (20) 

and 𝐶1 = 1, 𝜉1 = 0.99, 𝐴 = 1.2, 𝑘Δ = 1, are coefficients with 
values valid to the elbow angle of 90°. 

4.3.   Evaluation of pressure drop in straight ducts 

Pressure losses along straight sections of the cooling channel 

are proportional to the channel length L and the friction factor . 
They were evaluated using the Darcy-Weisbach equation: 

∆𝑝𝐿(𝛿) =  𝜆(𝛿)
𝐿∙𝑝𝑑0(𝛿)

2𝑎0(𝛿)
, (21) 

where: 

𝜆(𝛿) =
0.3164

𝑅𝑒0(𝛿)0.25. (22) 

The above formulas are valid for a turbulent flow in circular 
channels. 

4.4.   Total pressure drop in the cooling channel 

The total pressure drop in the examined cooling channel is 
evaluated as the sum of the local losses on three elbows with 
contractions, seven elbows with recess and frictional loss along 
the entire channel length: 

∆𝑝(𝛿) =  3∆𝑝𝑐𝑜𝑛𝑡(𝛿) + 7∆𝑝𝑒𝑙𝑏𝑜𝑤(𝛿) + ∆𝑝𝐿(𝛿). (23) 

The components in the above sum are evaluated from Eqs. 
(16, 17, 21). 

4.5.   The results of the hydraulic model application 

Calculations with the equations of the proposed hydraulic 
model were made for the thickness of sediment layer in a range 
from 0 mm (clear channel) to 2.0 mm. The results for the channel 
without sediment are summarized in Table 1. The results for 
sediments growing from 0 to 2.0 mm are presented in the form of 
graphs in Fig. 8 and 9.  

Tab. 1. The results of hydraulic model in the case without sediments 

Parameter [unit] Value 

𝐴1 [mm2] 55.5 

𝐴0  [mm2] 78.5 

𝑣0 [m/s] 1.13 

𝑣1 [m/s] 1.6 

𝑝𝑑0 [kPa] 0.64 

𝑝𝑑1 [kPa] 1.28 

∆𝑝𝑐𝑜𝑛𝑡 [kPa] 1.63 

∆𝑝𝑒𝑙𝑏𝑜𝑤  [kPa] 1.03 

∆𝑝𝐿 [kPa] 3.65 

∆𝑝 [kPa] 15.74 

 
According to the hydraulic model, the cross-section open to 

the flow in the elbows with contraction decreases rapidly with the 
growth of the sediment layer. After reaching some critical value of 
layer thickness (more than 2 mm), the flow in the channel can be 
fully blocked. Below, in Fig. 8, the dependency between the flow 
cross-section area and sediment layer thickness is presented both 
for the straight channel segments and for the elbow with contrac-
tion.  

Reduction of the channel cross-section that is open to the 
coolant flow affects significantly the pressure drop, which is pre-
sented in Fig. 9, where all contributions to the total pressure loss 
are shown. It can be seen that with the growth of the sediment 
thickness, the pressure loss in the elbows with contractions domi-
nates the other losses, while pressure losses on the elbows with 
recess and in the straight segments make only a minor contribu-
tion to the total pressure loss.  
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Fig. 8.   Cross-section area of the straight channel segments A0  

and of the elbow with contraction A1 as a function  

of the sediment layer thickness 𝛿 

 
Fig. 9.   Pressure drop in three elbows with contraction (∆pcont), seven 

elbows with recess (∆pelbow) and along the straight channel 

segments (∆pL) as a function of sediment layer thickness 𝛿 

5. NUMERICAL SIMULATION 

Numerical simulation was prepared to investigate in detail the 
fluid flow and pressure drop in the selected cooling channel – 
Fig. 10. The 3D geometry of the entire injection mold was deliv-
ered by manufacturing company involved in the project. Thence, 
the geometry of single cooling channel was isolated and imported 
to commercial software where computational domain was pre-
pared. Since the sediment layer was also to be included in the 
analysis, four different geometries were created for the sediments 
thickness equal to 0 mm (clean wall), 1.3 mm, 1.7 mm and 2 mm.  

 
Fig. 10. The computational domain for CFD simulation 

 

Significant heat transfer and flow resistance problems due to 
the increase in sediment thickness appear in certain places in the 
channel, predominantly around the elbows. There are two types of 
elbows in the examined channel, see Fig. 6. The elbows with 
contraction can become very narrow as the sediments grow and 
huge pressure losses are expected in these locations. Therefore, 
alternative (modified) geometry with repaired contractions was 
also analyzed. 

The domain for the case without sediments is depicted in Fig. 
10, in which the channel inlet and outlet are also indicated. The 
next step of the numerical analysis was domain discretization. The 
domain was imported to meshing software where it was divided 
into 2 million quadrilateral elements – Fig.11a. The mesh was 
refined near each elbow and cross-section change. The boundary 
layer consisting 10 sublayers was also created and the first layer 
thickness fulfilled the condition of Y+ = 3, which was a reasonable 
value for further calculations. 

The computational mesh was imported to CFD solver. Steady 
state analysis with the use of the “Pressure-Based” solver was 
performed. Gravity acceleration and realizable k- 𝜀  model with 
enabled “Scalable wall function” option were set in the model. 
Water liquid was flowing through the channel and the water prop-
erties such as density and dynamic viscosity were set for the 
temperature 10°C. The boundary conditions were set as mass 

flow inlet with the mass flow rate m ̇ = 0.089 kg/s (6 l/min) and 

pressure outlet with reference pressure pout = 101.3 kPa. No slip 
wall condition was also set in the model on the channel wall. 

Numerical results are presented below for three of the investi-
gated cases. The first one represents the original channel without 
sediment layer, the second one applies to the original channel 
with sediment layer of 1.7 mm thickness. In the third case the 
channel geometry was modified and 1.7 mm sediment layer was 
present. In the modified channel, the contractions in the elbows 
were removed to avoid excessive pressure losses. For clarity, the 
calculated distributions of pressure and velocity contours are 
shown below only for a part of the entire channel, which compris-
es the two types of elbows and is located close to the channel 
outlet. This can be seen in Fig.11b. 

a) 
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b) 

 
Fig. 11. a) Mesh in the computational domain, b) cross-section  

of the channel (yellow) in which pressure and velocity 
distributions are presented 

Simulation results for the case without sediments (clean wall) 
and original geometry with contractions are presented in Fig. 12 
and 13. Static pressure is shown in Fig. 12 for a segment of the 
channel that contains both types of elbows. As can be seen in Fig. 
6, fluid flows through 4 types of obstacles in this segment that 
cause significant pressure drop. First, there are two elbows with 
contraction and then there are two elbows with recess (without 
contraction). In the figures, cooling water flow direction is from the 
upper left corner to the upper right corner of the image. The total 
pressure drop is around 5 kPa (Fig. 12). In the Fig. 13, the con-
tours of velocity are depicted and the highest velocity values are 
observed inside the contractions due to decreased cross section. 
The maximum value of water velocity is 2.32 m/s, while the aver-
age velocity in straight ducts is around 1 m/s. Even with no sedi-
ment layer, the velocity increases by more than 200% in the nar-
rowest cross-section. As can be seen in the figure, there is almost 
no flow in the recess of the channel (which is at the lower right 
part of the image). 

 
Fig. 12. The contours of static pressure distribution in the selected 

channel section without sediments 

 
Fig. 13. The contours of velocity in the selected channel section  

without sediments 

The case with 1.7 mm thick sediment layer was chosen as a 
representative due to similar total pressure drop in the whole 
channel measured in the real mold, which will be shown in the 
further part of the paper. The contours of static pressure for this 
case are presented in Fig. 14. The total pressure drop along the 
section is much higher than for the previous case without sedi-
ment layer. The most significant pressure losses are observed on 
elbows with contraction. They amount to about 50 kPa and are 
around 10 times higher than for the elbow with recess, where 
approximately 5 kPa was calculated. In the calculations, the con-
stant mass flow rate in the single channel was forced. However, in 
reality there are many cooling channels connected in parallel. In 
such case, the channel with greatest contraction will have a signif-
icantly reduced coolant flow and eventually the flow may be com-
pletely blocked. In Fig. 15, there are presented contours of veloci-
ty, which maximum value is 12.25 m/s and is much higher than 
recommended design standard. The maximum value should be 
around 3 m/s. The velocity in the contraction is over 6 times high-
er than the value in the same location without sediment. For the 
elbow without contraction, high values of velocity around 5 m/s 
are also observed. Based on Fig. 13 and Fig. 14, it can be con-
cluded that the calculated values of pressure and velocity in the 
channel with 1.7 mm of sediment are very far from the appropriate 
and recommended standards adopted in the design process of 
heat exchangers. In such case, the channels should be immedi-
ately regenerated to ensure adequate cooling. 

 

Fig. 14. The contours of static pressure distribution in the selected  
channel section with 1.7 mm thick sediment layer 
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Fig. 15. The contours of velocity in the selected channel section with 1.7 

mm thick sediment layer 

 

Fig. 16. The contours of static pressure distribution in the selected 
channel section with modified elbows geometry (contractions 
eliminated) and 1.7 mm thick sediment layer 

 
Fig. 17. The contours of velocity in the selected channel section with 

modified elbows geometry (contractions eliminated) and 1.7 mm 
thick sediment layer 

The elbows with contraction in the above discussed cases are 
the source of nearly entire observed pressure drop. Therefore, the 
modification of reduced cross-section area was proposed and the 
contraction was replaced by a typical 90° elbow. The contours of 
pressure drop after this modification are shown in Fig. 16. Alt-
hough there is 1.7 mm layer of sediments, the total pressure drop 

is much lower than for the case with contraction (see Fig. 14 for 
comparison). The corresponding contours of velocity are shown in 
Fig. 17. Now the maximum observed velocity is below 5 m/s. After 
the modification, the values of velocity are still above the recom-
mended range but compared to Fig. 15, there is a substantial 
improvement. The velocity patterns in both elbows are also simi-
lar. 

6. PRESSURE LOSS ALONG THE CHANNEL 

To evaluate more precisely the pressure drop on both types of 
elbows, several transverse planes were created in the CFD model 
where the average static and dynamic pressures were probed. 
Location of some of these planes is shown in Fig. 18.  

 
Fig. 18. Cross-sectional planes in the CFD model in which average 

pressure was calculated 

Based on the values of average pressure in each plane, the 
pressure profiles were constructed as depicted in Fig. 19–22. The 
dynamic and total pressure predicted from CFD can be compared 
with the total pressure calculated from the hydraulic model. The 
results for the original channel geometry without sediment layer 
are presented in Fig. 19. The total pressure drop according to 
CFD calculations is lower than the value of the hydraulic model 
but in general the results show good consistency. Total pressure 
from CFD decreases on each obstacle, while the dynamic pres-
sure increases inside the narrowings due to the higher values of 
velocity. 

 
Fig. 19. Pressure profile along the channel of original geometry and 

without sediments 
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In Figures 20 – 22, the results for three values of sediment 
layer thickness (1.3 mm, 1.7 mm and 2.0 mm) are presented. 
Total pressure drop increases rapidly with the growth of the sedi-
ment layer. The results of hydraulic model are in very good 
agreement with numerical simulation. Therefore, the hydraulic 
model can be successfully used instead of the much more time 
consuming CFD calculations. Pressure drop for the channel with 
1.3 mm thick sediment layer is presented in Fig. 20. The total 
pressure drop evaluated from the numerical simulations and 
hydraulic model is slightly below 40 kPa and the results are con-
sistent for local losses across all obstacles analyzed. For this case 
the pressure loss on the elbows with contraction is over 2 times 
higher than for the elbows with recess. The dynamic pressure 
increases most in the elbow with contraction, where the highest 
flow velocity was also observed. 

In the Fig. 21, there are shown results of pressure drop for the 
case with 1.7 mm thick sediment layer. The total pressure drop is 
about 120 kPa but compared with the previous case of 1.3 mm 
sediment, the pressure loss due to contraction becomes much 
larger. More than 90% of the total pressure drop in the channel is 
generated at these obstacles. For the case with 2 mm sediment 
layer (Fig. 22) the calculated pressure drop is very high, which 
means that it is almost impossible to maintain the desired flow 
rate on an actual mold. In this case, the contraction blocks almost 
entire flow of the coolant. 

 
Fig. 20. Pressure profile along the channel of original geometry with 

sediment thickness of 1.3 mm 

 

Fig. 21. Pressure profile along the channel of original geometry with 
sediment thickness of 1.7 mm 

 

Fig. 22. Pressure profile along the channel of original geometry with 
sediment thickness of 2 mm 

7. COMPARISON WITH EXPERIMENT 

The cooling channel, which is analyzed theoretically above, 
was also investigated on the experimental test stand. The pres-
sure losses were measured when the injection mold had been 
used on the production line for several months. The volume flow 
of water through the tested cooling channel was set to 6 l/min, the 
same value as in the presented calculations and simulations. The 
pressure drop measured along the entire channel was 225 kPa. 
Total pressure drop over the entire channel calculated from the 
hydraulic model and from CFD simulations is shown in Fig. 23 for 
several values of sediment layer thickness. Both methods lead to 
similar results. Comparing the measured value with the results of 
hydraulic model and CFD simulations, it can be concluded that 
such a pressure loss should be observed for the sediment layer 
thickness around 1.7 mm, as is shown in Fig. 23 by the green 
marker. The plot in this Figure also shows that the pressure drop 
increases asymptotically to infinity and becomes unacceptably 
high as the sediment thickness approaches 2 mm. 

 
Fig. 23. Total pressure drop along the cooling channel. Comparison of 

hydraulic model results with experiment and CFD simulation 

8. SUMMARY AND CONCLUSIONS 

The paper presents the analysis of pressure drop in a single 
cooling channel of an injection mold. The selected channel is 
representative one to estimate the effect of contractions in the 
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flow cross-section area, which become increasingly narrower 
during the mold operation. Specifically, sediment layer growth on 
the channel wall and its effect on the coolant flow have been 
analyzed. The hydraulic model for evaluation of the pressure 
losses has been proposed and used to calculate, among others, 
the pressure loss in elbows with contraction of a shape that has 
not been studied in the literature so far. The 1D hydraulic model 
results were compared with 3D CFD simulations. Based on the 
work carried out, the following conclusions can be drawn: 

− Both approaches (1D and 3D) show good compatibility and 
lead to similar results, which means that the simplified 1D hy-
draulic model can be successfully used to quickly determine 
the pressure drop in an injection mold cooling channels and to 
identify potential problems at particular flow passages. The 
proposed hydraulic model is simple to implement and can re-
place time-consuming CFD simulations, thus eliminating the 
need to employ a highly qualified IT team and the use a pow-
erful computer. 

− Comparison of experimental data with hydraulic model results 
showed that the sediment layer thickness can be as high as 
1.7 mm in the tested channel of the real injection mold. That 
result shows that the flow in the channel could be totally 
blocked by the sediments in quite a short time. It can be ex-
pected that with a sediment thickness close to 2 mm, the 
pressure losses would be so high that in the actual mold the 
flow would be blocked. 

− The growth of the sediments layer increases the mold tem-
perature and, in consequence, the quality of plastic products 
could decline to an unacceptable level because insufficient 
cooling of the product can cause its deformation. 

− A local increase in coolant velocity has a positive effect on the 
self-cleaning of the channels, but on the other hand it causes 
a significant increase in flow resistance, resulting in the need 
to raise the pressure in the cooling channel and thus increase 
the power of the feed pump. 
The hydraulic model presented in this work was validated for 

the selected cooling channel containing two types of 90° elbows. 

In the future, the hydraulic model could be extended and validated 
for cooling channels with other types of elbows to verify its effec-
tiveness in predicting pressure loss, determining sediment layer 
growth and coolant flow in more complex geometries of the cool-
ing channels found in injection molds. 

REFERENCES 

1. Muszyński P, Mrozek K, Poszwa P. Selected methods of injection 
molds cooling. Mechanik. 2016 Sep;(8-9):996–1000. 
https://doi:10.17814/mechanik.2016.8-9.332  

2. White JL. Principles of Polymer Engineering Rheology. John Wiley & 
Sons. January 1991. ISBN 978-0471853626. 

3. Poszwa P, Szostak M. Influence of scale deposition on maintenance 
of injection molds. Eksploatacja i Niezawodnosc - Maintenance and 
Reliability. 2018; 20(1):39–45. http://dx.doi.org/10.17531/ein.2018.1.6  

4. Søgaard E. Injection Molded Self-Cleaning Surfaces. DTU Nanotech. 
Denmark, 2014. PhD Thesis. 

5. Lalot S. On-Line Detection of Fouling in a Water Circulating Temper-
ature Controller (WCTC) Used in Injection Moulding: Part 1: Princi-
ples. Applied Thermal Engineering. 2006; 26(11-12): 1087-1094. 
https://doi.org/10.1016/j.applthermaleng.2005.11.010 

6. Lalot S. On-Line Detection of Fouling in a Water Circulating Temper-
ature Controller (WCTC) Used in Injection Moulding. Part 2: Applica-
tion. Applied Thermal Engineering. 2006; 26(11-12): 1095-1105. 
https://doi.org/10.1016/j.applthermaleng.2005.11.024  

7. Zettler HU, Weiss M, Zhao Q, Müller-Steinhagen H. Influence of 
Surface Properties and Characteristics on Fouling in Plate Heat Ex-
changers. Heat Transfer Engineering. 2005;26(2):3-17. 
https://doi.org/10.1080/01457630590897024  

8. Li J, Liu W, Xia X, Zhou H, Jing L, Peng X, Jiang S. Reducing the 
Burn Marks on Injection-Molded Parts by External Gas-Assisted In-
jection Molding. Polymers. 2021; 13: 4087. 
https://doi.org/10.3390/polym13234087  

9. Vojnová E. The Benefits of a Conformal Cooling Systems the Molds 
in Injection Molding Process. Procedia Engineering. 2016; 149: 535-
543. https://doi.org/10.1016/j.proeng.2016.06.702 

10. Guilong W, Guoqun Z, Huiping L, Yanjin G. Analysis of Thermal 
Cycling Efficiency Optimal Design of Heating/Cooling Systems for 
Rapid Heat Cycle Injection Molding Process. Mater Design. 2010; 31: 
3426-3441. https://doi.org/10.1016/j.matdes.2010.01.042  

11. Dimla D., Camilotto M., Miani F. Design and Optimisation of Confor-
mal Cooling Channels in Injection Moulding Tools. Journal of Materi-
als Processing Technology. 2005;164-165:1294-300. 
https://doi.org/10.1016/j.jmatprotec.2005.02.162  

12. Chen SC, Lin YW, Chien RD, Li HM. Variable Mold Temperature to 
Improve Surface Quality of Microcellular Injection Molded Parts Us-
ing Induction Heating Technology. Advances in Polymer Technology. 
2008; 27(4):224-232. https://doi.org/10.1002/adv.20133  

13. Kuo CC, Jiang ZF, Lee JH. Effects of Cooling Time of Molded Parts 
on Rapid Injection Molds with Different Layouts and Surface Rough-
ness of Conformal Cooling Channels. The International Journal of 
Advanced Manufacturing Technology. 2019;103(5-8):2169–82. 
https://doi.org/10.1007/s00170-019-03694-2  

14. Kurt M, Kaynak Y, Kamber OS, Mutlu B, Bakir B, Koklu U. Influence 
of Molding Conditions on The Shrinkage and Roundness of Injection 
Molded Parts. The International Journal of Advanced Manufacturing 
Technology. 2009 ;46(5-8):571-8. 
https://doi.org/10.1007/s00170-009-2149-x  

15. Jafairan AR, Shakeri M. Investigating the Influence of Different 
Process Parameters on Shrinkage of Injection-Molding Parts. Ameri-
can Journal of Applied Sciences. 2005;2(3):688-700. 
https://doi.org/10.3844/ajassp.2005.688.700  

16. Choi DS, Im YT. Prediction of Shrinkage and Warpage in Considera-
tion of Residual Stress in Integrated Simulation of Injection Molding. 
Composite Structures. 1999;47(1-4):655–65. 
https://doi.org/10.1016/S0263-8223(00)00045-3  

17. Kovacs JG, Szabo F, Kovacs NK, Suplicz A, Zink B, Tabi T, Hargitai 
H. Thermal Simulations Measurements for Rapid Tool Inserts in In-
jection Molding Applications. Applied Thermal Engineering. 2015; 
85:44-51. http://dx.doi.org/10.1016/j.applthermaleng.2015.03.075  

18. Shayfull Z, Sharif S, Zain AM, Ghazali MF, Saad RM. Potential of 
Conformal Cooling Channels in Rapid Heat Cycle Molding: A review. 
Advances in Polymer Technology. 2014; 33(1):21381. 
https://doi.org/10.1002/adv.21381  

19. Xu XR, Sachs E, Allen S. The Design of Conformal Cooling Chan-
nels in Injection Molding Tooling. Polymer Engineering & Science. 
2001;41(7):1265–79. https://doi.org/10.1002/pen.10827  

20. Park HS, Pham NH. Design of Conformal Cooling Channels for an 
Automotive Part. Int J Automotive Technology. 2009;10(1):87-93. 
https://doi.org/10.1007/s12239-008-0011-7  

21. Li CG, Li CL. Plastic Injection Mould Cooling System Design by 
Configuration Space Method. Computer-Aided Design. 2008; 
40(3):334–49. https://doi.org/10.1016/j.cad.2007.11.010  

22. Torres-Alba A, Mercado-Colmenero JM, Diaz-Perete D, Martin-
Doñate C. A New Conformal Cooling Design Procedure for Injection 
Moulding Based on Temperature Clusters and Multidimensional Dis-
crete Models. Polymers. 2020; 12(1): 154. 
https://doi.org/10.3390/polym12010154  

23. Silva HM, Noversa JT, Fernandes L, Rodrigues HL, Pontes AJ. 
Design, Simulation and Optimization of Conformal Cooling Channels 
in Injection Molds: A review. The International Journal of Advanced 
Manufacturing Technology. 2022; 120(7-8):4291–305. 
https://doi.org/10.1007/s00170-022-08693-4  

https://doi:10.17814/mechanik.2016.8-9.332
http://dx.doi.org/10.17531/ein.2018.1.6
https://doi.org/10.1016/j.applthermaleng.2005.11.010
https://doi.org/10.1016/j.applthermaleng.2005.11.024
https://doi.org/10.3390/polym13234087
https://doi.org/10.1016/j.proeng.2016.06.702
https://doi.org/10.1016/j.matdes.2010.01.042
https://doi.org/10.1016/j.jmatprotec.2005.02.162
https://doi.org/10.1002/adv.20133
https://doi.org/10.1007/s00170-019-03694-2
https://doi.org/10.1007/s00170-009-2149-x
https://doi.org/10.3844/ajassp.2005.688.700
https://doi.org/10.1016/S0263-8223(00)00045-3
http://dx.doi.org/10.1016/j.applthermaleng.2015.03.075
https://doi.org/10.1002/adv.21381
https://doi.org/10.1002/pen.10827
http://dx.doi.org/10.1007/s12239-008-0011-7
https://doi.org/10.1016/j.cad.2007.11.010
https://doi.org/10.3390/polym12010154
https://doi.org/10.1007/s00170-022-08693-4


Tomasz Przybyliński, Adam Tomaszewski, Zbigniew Krzemianowski, Roman Kwidziński, Paulina Rolka, Grzegorz Sapeta, Robert P. Socha           DOI 10.2478/ama-2024-0067 
Evaluation of Flow Resistance Increase due to Fouling in Cooling Channels: a Case Study for Rapid Injection Molding 

650 

24. Kanbur BB, Suping S, Duan F. Design and optimization of conformal 
cooling channels for injection molding: a review. Int J Adv Manuf 
Technol. 2020; 106: 3253-3271. https://doi.org/10.1007/s00170-019-
04697-9  

25. Feng S, Kamat AM, Pei Y. Design Fabrication of Conformal Cooling 
Channels in Molds: Review Progress Updates. International Journal 
of Heat and Mass Transfer. 2021; 171:121082. 
https://doi.org/10.1016/j.ijheatmasstransfer.2021.121082  

26. Yao DG, Chen SC, Kim B. Rapid Thermal Cycling of Injection Molds: 
An Overview on Technical Approaches and Applications. Advances 
in Polymer Technology. 2008; 27(4):233–55. 
https://doi.org/10.1002/adv.20136  

27. Muvunzi R, Dimitrov DM, Matope S, Hams T. A case study on the 
design of a hot stamping tool with conformal cooling channels. Int J 
Adv Manuf Technol. 2021; 114: 1833-1846. 
https://doi.org/10.1007/s00170-021-06973-z  

28. Kanbur BB, Zhou Y, Shen S, Wong KH, Chen C, Shocket A, Duan F. 
Metal Additive Manufacturing of Plastic Injection Molds with Confor-
mal Cooling Channels. Polymers. 2022; 14: 424. 
https://doi.org/10.3390/polym14030424  

29. Kuo CC, Xu JY, Zhu YJ, Lee CH. Effects of Different Mold Materials 
and Coolant Media on the Cooling Performance of Epoxy-Based In-
jection Molds. Polymers. 2022; 14: 280. 
https://doi.org/10.3390/polym14020280  

30. Kuo CC, You ZY, Wu JY, Huang JL. Development and application of 
a conformal cooling channel with easy removal and smooth surfaces. 
Int J Adv Manuf Technol . 2019;102: 2029-2039. 
https://doi.org/10.1007/s00170-019-03316-x  

31. Kuo C.C., Chen W.H. Improving Cooling Performance of Injection 
Molding Tool with Conformal Cooling Channel by Adding Hybrid Fill-
ers. Polymers, 2021, 13, 1224.  
https://doi.org/10.3390/polym13081224  

32. Wei Z, Wu J, Shi N, Li L. Review of Conformal Cooling System 
Design Additive Manufacturing for Injection Molds. Mathematical Bio-
sciences and Engineering. 2020; 17(5): 5414-5431. 
https://doi.org/10.3934/mbe.2020292  

33. Park HS, Dang XP, Nguyen DS, Kumar S. Design of Advanced 
Injection Mold to Increase Cooling Efficiency. International Journal of 
Precision Engineering and Manufacturing-Green Technology. 2020; 
7(2):319–28. https://doi.org/10.1007/s40684-019-00041-4  

34. Papadakis L, Avraam S, Photiou D, Masurtschak S, Falcón JCP. Use 
of a Holistic Design and Manufacturing Approach to Implement Opti-
mized Additively Manufactured Mould Inserts for the Production of In-
jection-Moulded Thermoplastics. Journal of manufacturing and mate-
rials processing. 2020; 4(4): 100–0. 
https://doi.org/10.3390/jmmp4040100  

35. Jahan SA, El-Mounayri H. A Thermomechanical Analysis of Confor-
mal Cooling Channels in 3D Printed Plastic Injection Molds. Applied 
Sciences. 2018 ;8(12):2567. https://doi.org/10.3390/app8122567  

36. Jahan SA, Wu T, Zhang Y, Zhang J, Tovar A, Elmounayri H. Ther-
mo-mechanical Design Optimization of Conformal Cooling Channels 
using Design of Experiments Approach. Procedia Manufacturing. 
2017; 10:898–911. https://doi.org/10.1016/j.promfg.2017.07.078  

37. Idelchik IE. Handbook of Hydraulic Resistance. Jerusalem: Israel 
Program for Scientific Translations Ltd. 1968.  

The work been accomplished under the research Project – grant number 
POIR.01.01.01-00-0541/19-00, financed by Polish National Centre  
for Research and Development. 

Tomasz Przybyliński:  https://orcid.org/0000-0001-6045-7430 

Adam Tomaszewski:  https://orcid.org/0000-0003-2122-8162  

Zbigniew Krzemianowski:  https://orcid.org/0000-0001-5591-9880 

Roman Kwidziński:  https://orcid.org/0000-0001-6414-3092  

Paulina Rolka:  https://orcid.org/0000-0002-3699-9421  

Grzegorz Sapeta:  https://orcid.org/0000-0003-4080-5973 

Robert P. Socha:  https://orcid.org/0000-0003-4072-2393 

 

This work is licensed under the Creative Commons 
BY-NC-ND 4.0 license. 

 

https://doi.org/10.1007/s00170-019-04697-9
https://doi.org/10.1007/s00170-019-04697-9
https://doi.org/10.1016/j.ijheatmasstransfer.2021.121082
https://doi.org/10.1002/adv.20136
https://doi.org/10.1007/s00170-021-06973-z
https://doi.org/10.3390/polym14030424
https://doi.org/10.3390/polym14020280
https://doi.org/10.1007/s00170-019-03316-x
https://doi.org/10.1007/s40684-019-00041-4
https://doi.org/10.3390/jmmp4040100
https://doi.org/10.1016/j.promfg.2017.07.078
https://orcid.org/0000-0001-6045-7430
https://orcid.org/0000-0003-2122-8162
https://orcid.org/0000-0001-5591-9880
https://orcid.org/0000-0001-6414-3092
https://orcid.org/0000-0002-3699-9421
https://orcid.org/0000-0003-4080-5973
https://orcid.org/0000-0003-4072-2393
https://orcid.org/0000-0001-6045-7430
https://orcid.org/0000-0003-2122-8162
https://orcid.org/0000-0001-5591-9880
https://orcid.org/0000-0001-6414-3092
https://orcid.org/0000-0002-3699-9421
https://orcid.org/0000-0003-4080-5973
https://orcid.org/0000-0003-4072-2393


DOI 10.2478/ama-2024-0068                                                                                                                                                         acta mechanica et automatica, vol.18 no.4 (2024) 
Special Issue ,,CAD in Machinery Design Implementation and Educational Issues" 

651 

APPLICATION OF NUMERICAL INTEGRATION  
IN ANALYSING THE VOLUME OF REINFORCEMENT PARTICLES IN ALGORITHMS  

FOR GENERATING REPRESENTATIVE VOLUME ELEMENTS (RVEs) 

Grzegorz MIECZKOWSKI* , Dariusz SZPICA* , Andrzej BORAWSKI*  

*Faculty of Mechanical Engineering, Bialystok University of Technology, ul. Wiejska 45C, 15-351 Białystok, Poland 

g.mieczkowski@pb.edu.pl, d.szpica@pb.edu.pl, a.borawski@pb.edu.pl 

received 13 November 2023, revised 16 May 2024, accepted 20 May 2024 

Abstract: The paper focuses on spatial modelling of composites with discontinuous reinforcement. The algorithm for creating  
a representative volume element (RVE) must consider random distribution and size of reinforcing particles (RP), prevention of RP  
interpenetration, and maintaining the desired volume fraction of the reinforcing phase (Vp) in the composite microstructure. Assuming fixed 
RVE dimensions and randomly determined RP size, the actual Vp value needs to be continuously determined. If the assumed (desired) Vp 
is lower than the current value, additional reinforcement is added to the RVE. As the RP location is random, some particles may extend 
beyond the RVE limits, affecting Vp calculation. The research aims to determine the RP volume within the RVE boundaries when RP  
extends outside. The RVE was discretized with N points, and the number of Ni points within the area occupied by RP was determined.  
The sought value was calculated using the ratio Ni /N = Vp /VRVE, where VRVE, is the volume of the RVE. Two discretisation methods, 
systematised (RI) and random (Monte Carlo (MC)), were employed. The study investigated the effects of discretisation type and number N 
points on calculation accuracy and microstructure generation time for particle-reinforced composites in sphere, cylinder, and ellipsoid 
shapes. Systematised discretisation yielded higher accuracy/stability, with number N dependent on RP dimensions. The MC method  
reduced generation time but introduced instability and significant errors. 

Key words: particle-reinforced composites, spatial modelling, representative volume element (RVE), control of volume fraction, numerical 
integration  

1. INTRODUCTION 

Today, a steady increase in the use of composites can be ob-
served in various sectors of the economy, such as the defence [1], 
automotive [2–4] and aerospace [5] industries. Composite materi-
als typically have better strength and performance properties 
compared to homogeneous materials such as ceramics, metals 
and plastics. This is due to the fact that beneficial properties of 
both the matrix (e.g. ductility, impact strength) and reinforcements 
(e.g. high strength, high elastic modulus, wear resistance) are 
combined in composites [6]. By appropriate selection of the com-
posite components, their proportions and the distribution and 
geometry of the reinforcement fractions, a material with the de-
sired mechanical, physical and performance properties can be 
produced [7–10]. Composite design is a complex process that 
requires the simultaneous use of experimental and numerical 
studies [11].  

Experimental testing plays a key role, enabling direct investi-
gation of the physical [12,13] and mechanical [14,15] properties of 
composites. A variety of experiments, such as strength tests, 
fatigue tests, microstructure analysis or thermal and electrical 
measurements, are carried out and provide important data for the 
evaluation and validation of numerical models [16,17].  

Numerical tests, such as the finite element method (FEM) 
[18–21] or the boundary element method (BEM) [22,23], allow the 
virtual simulation of the behaviour of composites. Numerical mod-

els take into account material parameters, geometry and loading 
conditions to predict and analyse the response of the composite 
under different operating conditions. They make it possible to 
optimize the design of the composite, reduce the cost and time 
associated with experimental testing, and increase the efficiency 
of the design process. 

One of the key steps in FEM/MEB numerical studies is the 
preparation of a spatial geometrical model of the composite - a 
composite fragment that is small enough to preserve the charac-
teristic features and properties of the material, while being large 
enough for numerical analyses and simulations to be performed 
on it. Furthermore, this fragment should contain the different 
components of the composite in the right proportions and take into 
account their distribution and geometry. Such a composite com-
ponent is called a representative volume element (RVE) [24,25]. It 
can be assumed that the RVE is a representation of the micro-
structure of the composite, and by analysing the RVE, the behav-
iour and macroscopic properties of the whole composite can be 
predicted. 

The algorithm for generating the RVE, which for composites 
with discontinuous reinforcement usually follows the random 
sequential adsorption (RSA) scheme [26–28], must take into 
account a number of key aspects. Among these aspects are the 
random distribution and size of reinforcing particles (RPs), the 
elimination of the possibility of RPs interpenetrating each other, 
and ensuring the desired volume fraction of the reinforcing phase 
(Vp) in the composite microstructure. In the context of this latter 
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aspect, assuming constant RVE dimensions and randomly deter-
mined RP sizes, it is necessary to continuously determine the 
current Vp value. If the assumed Vp value is less than the current 
one, another reinforcement particle is added to the RVE. Howev-
er, it should be noted that the location of the RP is also randomly 
determined, which means that a certain part of the newly added 
reinforcement particles may protrude outside the boundaries of 
the RVE. In this case, only the part of the particle that is within the 
RVE area should be taken into account when calculating the 
current Vp value. If the reinforcement particle has a regular shape, 
such as a sphere, cylinder, ellipsoid or cuboid, and its position is 
such that the axis of symmetry is perpendicular to any of the 
boundary walls of the RVE, or in the case of a sphere it protrudes 
only beyond one wall of the representative element, appropriate 
mathematical formulas can be used to calculate the volume of the 
particle contained in the RVE. However, if the reinforcement 
particle has a more complex shape or its position is such that it is 
not possible to determine unambiguously which part of the particle 
is inside the RVE, other techniques may be necessary.  

While the first two aspects of the RVE formation algorithm 
(elimination of reciprocal interpenetration of particles and their 
random distribution) are well described in the literature reports 
[29–32], the methodology for controlling the assumed Vp appears 
to be insufficiently studied. An interesting proposal, to solve this 
problem, for composites with a sphere-shaped RP, has been 
proposed in papers [28,33] - when the sphere is partially placed 
outside the RVE, an additional reinforcement particle is created, 
crossing the opposite wall of the RVE in such a way that the part 
of the additional particle remaining in the RVE is identical to that 
projecting outside the RVE (for the original sphere). Another 
method to find the volume of the reinforcement particle that re-
mains within the RVE is numerical integration. The purpose of this 
paper is to define the various integration procedures and to inves-
tigate the effect of the adopted RVE discretisation model on the 
accuracy of the calculations. Chapter 2 describes the procedures 
used along with the discretisation models used. Chapter 3, on the 
other hand, presents the results of a study on the influence of the 
discretisation method and the integration parameters used, on the 
accuracy of the results obtained. 

2. APPROACH FOR DETERMINING THE DESIRED VOLUME 
FRACTION OF REINFORCEMENT PHASE IN RVE 

2.1. Main principles and block diagram of the RVE 
generation algorithm for hybrid composites 

The figure below shows an example of a representative vol-
ume element of a hybrid composite (Fig.1a), in which the individu-
al reinforcement particles have the shape of a cylindrical sphere 
and an ellipsoid. The RVE has the shape of a cube with side au. 
The magnitude of the RVE (side length au.) is determined by the 
characteristic dimensions of the RPs and their volume fractions 
[24,25]. The distribution of the reinforcing particles is random, 
meaning that the coordinates of the point Pi(xi,yi,zi) (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 ∈
[0, 𝑎𝑢]) are determined randomly (Fig.1b). For cylindrical or 
ellipsoidal reinforcement particles, the two Euler angles are also 
determined in the same way: θi ψi (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 ∈ [0, 𝑎𝑢]).   

Additionally, it is important for the solid objects representing 
the reinforcement material not to intersect. Therefore, during the 
generation of subsequent reinforcement elements, the distance 

between the axis of the newly formed solid object and the axes of 
the already existing ones is calculated. The concept of "axis of the 
solid object" should be understood as follows: 

− for a sphere, the axis of the solid object is a line segment of 
length di, with its centre coinciding with the centre of the 
sphere; 

− for a cylinder, the axis of the solid object is a line segment with 
its ends located at the centres of the bottom and top circular 
bases; 

− for an ellipsoid, the axis of the solid object is a line segment of 
length li, with its centre coinciding with the centre of the ellip-
soid. 

a) 

 
b) 

 
Fig. 1.   Representative volume element (a) and single reinforcements in  

3D space (b) 

This distance must not be less than 1.05 dmax [26], where 
dmax is the maximum transverse dimension (di, bi,  Fig. 1b) of the 
reinforcement element. The calculation of the distance between 
RP axes can be carried out as presented in the papers [30,34].  

For composites with single reinforcement, algorithms for creat-
ing RVEs are discussed in, for example, papers [29,35]. Figure 2 
shows a block diagram of the algorithm for creating the RVE of a 
hybrid composite with the previously described features.  

In Figure 2, the operating block, responsible for determining 
the RP volume remaining within the limits of the RVE when the 
reinforcement particle extends beyond the representative element, 
is shown in grey.  
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Fig. 2. Block diagram of the algorithm for generating RVE of hybrid composites 

The development of operating procedures for this block is the 
main topic addressed in this paper. The detailed development and 
description of the processes/procedures involved in its operation 
are described below. 

2.2. Numerical integration methods for estimating the 
volume fraction of the reinforcement phase in RVE: 
Integration on a regular grid and Monte Carlo method 

Numerical integration is a widely used method in the field of 
scientific materials research and engineering. It is an efficient 
method for the estimation of various parameters, such as volume, 
surface area or inertia, which are important for the characterisa-
tion and analysis of different structures. In the context of compo-
site materials analysis, an important aspect is the estimation of 
the volume fraction of the reinforcement phase in a representative 
volume element. For this purpose, various numerical integration 
methods are used to calculate the volume of reinforcement parti-
cles within the RVE limits. In this chapter, two popular methods of 
numerical integration are presented, namely the Monte Carlo 
(MC) method and integration on a regular/systematised grid (RI). 
Both of these methods are important in the process of generating 
the RVE when the reinforcing particles, due to a random distribu-
tion, project outside the boundaries of the representative element. 
With these methods, it is possible to estimate the volume of the 
portion of the newly generated reinforcement particle that is within 
the boundaries of the RVE. In general, the procedures for deter-
mining the volume of the part of the reinforcement particle remain-

ing in the RVE (nVp), by means of the two numerical integration 
methods used, can be divided into four stages: initialisation, dis-
cretisation (point or grid generation), point evaluation and calcula-
tion of the nVp volume. A detailed description of each stage is 
provided below. 

2.2.1. Stages in numerical integration 

2.2.1.1. Initialisation 

At the beginning of the numerical integration process, it is 
necessary to establish the parameters needed for the calculation, 
such as the number of points (MC) or the size of the subdivision 
grid (RI). Using a larger number of points and a smaller grid size 
results in increased estimation accuracy while increasing the 
computational load (increased computation time, increased hard-
ware requirements). In practice, the optimal values for the number 
of points and grid size will depend on the specific research prob-
lem, e.g. the shape and dimensions of the RP. There is no single 
universal value that is suitable for all cases. It is therefore neces-
sary to experimentally adjust and test different values to find the 
optimal compromise between estimation accuracy, computational 
load and execution time. 

The Monte Carlo method is based on generating random 
points inside the study area to estimate various parameters. With 
this method, it is important to choose the number of points appro-
priately and to maintain randomness in the generation process. 

The number of points is important for the accuracy of the es-

Declaration of particular reinforcement parameters: 
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-volume fraction (Vp).
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timation. The higher the number of points, the more accurate the 
results obtained. However, it is important to remember that a 
larger number of points requires more computational time. There-
fore, it is important to find an optimal compromise in order to 
obtain satisfactory estimation accuracy while taking into account 
the available computational resources. In the paper presented 
here, the number of points (MC method) and the grid interval (RI 
method) depended on the overall dimensions of the RVE and RP 
and were calculated from equations (1) and (2), respectively. 

𝑁𝑀𝐶 = 5 ∙ 104 ∙ 𝑛 ∙
𝑚𝑖𝑛(𝑑𝑖,𝑏𝑖,𝑙𝑖)

𝑎𝑢
, 𝑛 = 1,2,3…                         (1) 

𝛥 = (2.5  ∙ 𝑛)−1 𝑚𝑖𝑛(𝑑𝑖,𝑏𝑖,𝑙𝑖)
2

 𝑎𝑢
, 𝑛 = 1,2,3…                         (2) 

The formulas (1) and (2) have been adopted based on con-
ducted research in such a way that for n=1, errors do not exceed 
10%. 

Knowing the overall dimension of the RVE and the grid inter-
val, the number of grid points can be determined: 

𝑁𝑅𝐼 = (
𝑎𝑢

𝛥 
+ 1)3.                                          (3) 

2.2.1.2. Discretisation 

With the Monte Carlo method, points are generated within the 
study area to represent a sample from space. In this method, it is 
important to preserve randomness in the process of generating 
these points. For this purpose, a pseudorandom number genera-
tor, available in Java, was used, with which values in the interval 
[0,1) were generated and multiplied by au to obtain random x, y 
and z coordinates. To exclude duplicates, newly generated points 
were compared with existing points. If a duplicate point was found, 
the coordinates of the additional point were drawn, as described 
above.  

In the method of integration on a regular grid, the study area is 
divided into a regular grid of points. When subdividing, the princi-
ple applied was to keep the distribution of points homogeneous - 
the distance between neighbouring points was identical. 

2.2.1.3. Point evaluation 

Once each point has been generated, an evaluation is carried 
out to determine whether it is within the study area. An example of 
the RVE discretisation for the RI and MC methods is shown in 
Figure 3a and 3b respectively. 

It was assumed that a point Mn is considered to be inside the 
reinforcement particle if the following conditions are met: 
sphere-shaped RP: 

|𝑃𝑖𝑀𝑛
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗| ≤ 𝑑𝑖 2⁄ ,                                          (4) 

cylinder-shaped RP: 

{
𝑥′

𝑀
2

+ 𝑦′
𝑀

2
≤ (

𝑑𝑖

2
)2

0 ≤ 𝑧′
𝑀
  

≤ 𝑙𝑖
,                          (5) 

ellipsoid-shaped RP: 

𝑥′
𝑀
2

(𝑑𝑖 2⁄ )2
+

𝑦′
𝑀
2

(𝑏𝑖 2⁄ )2
+

𝑧′
𝑀
2

(𝑙𝑖 2⁄ )2
≤ 1,                         (6) 

where: di, bi, li- dimensions of the particles of the reinforcement 

fraction (Fig. 1b), 𝑥′
𝑀
  
, 𝑦′

𝑀

  
, 𝑧′

𝑀
  

-coordinates of the sampling 

points in the local reference system, the origin of which is located 
at point Pi (Fig. 3). 
The transformation of the coordinates of the Mn points from the 
global system (O, x, y, z) to the local system (𝑃𝑖 , 𝑥

′, 𝑦′, 𝑧′) was 
performed based on the following formulae: 

[

𝑥′
𝑀

𝑦′
𝑀

𝑧′
𝑀

] = 𝐴1
3𝑥3 × 𝐴2

3𝑥3 × [

𝑥𝑀 − 𝑥𝑃

𝑦𝑀 − 𝑦𝑃

𝑧𝑀 − 𝑧𝑃

],          (7) 

where: xP, yP, zP - coordinates of point Pi (base point RP, Fig. 1b) 
in the global reference system, 𝐴1

3𝑥3,  𝐴2
3𝑥3 -matrices of rotation by 

given Euler angles (Fig. 1b).  
The matrices are defined by the following formulas: 

𝐴1
3𝑥3 = [

1
0
0

 0
    cos(𝜓)

   sin(𝜓)

     0
   − sin(𝜓)

       cos(𝜓)
],                         (8) 

𝐴2
3𝑥3 = [

cos(𝛩)  
0

− sin(𝛩)   

0
1
0

     sin(𝛩
 0

     cos(𝛩)
].                         (9) 

a) 

 
b) 

 
Fig. 3.   Sampling in the regular grid integration method (a) and the 

Monte-Carlo method (b), •-points outside the area of the 
reinforcement particle, °-points lying inside the reinforcement 
particle. 
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The number Ni of points located in the area of the reinforce-
ment particle is determined by summing the points satisfying the 
conditions described by formulae (4)÷(6). 

2.2.1.4. Calculation of the nVp volume 

On the basis of the number of Ni points accepted as being in-
side the study area and the corresponding calculations, it is pos-
sible to calculate the estimated volume of the reinforcement phase 
in a representative volume element (shaded area in Figure 3). 

In the RI method, the process involves adding up the volume 
of all accepted points. A key assumption of this method is that the 
points are evenly distributed across the study area (Figure 3a). 
Therefore, the volume of the study area is assumed to be evenly 
distributed over all grid points. Thus, the volume attributed to one 
point can be calculated by dividing the total volume of the RVE 
(au

3) by the number of points in the grid (3). In practice, if the grid 
is dense enough, an accurate approximation of the actual volume 
can be obtained with this approach. However, for sparser grids, 
the approximation may be less precise and the result may have a 
significant error.  

For the Monte Carlo method, the volume can be calculated 
from the ratio of the number of points inside the reinforcement 
area to the total number of points generated and the volume of the 
study area (1). In other words, the ratio of the number of points 
accepted as being within the reinforcement area to the total num-
ber of points generated in the study area is calculated. This ratio 
is then multiplied by the volume of the study area (au

3). To in-
crease the accuracy of the results of this method, it is advisable to 
carry out multiple simulations for the same RVE case. This pro-
cess involves repeating the point generation and volume estima-
tion and then averaging the results. The repetition of simulations 
minimises the influence of random factors and results in more 
precise results. 

The volume of the solid remaining in the RVE was therefore 
determined using the following formula: 

𝑛𝑉𝑝 =
𝑁𝑖

𝑁
𝑎𝑢

3 ,                         (10) 

where: nVp - the volume of the solid remaining in the RVE, N - the 
total number of points used in the sampling (N= NMC  or N= NMC  
calculated for the MC and RI methods from equations (1) and (3) 
respectively), Ni - the number of points lying inside the reinforce-
ment particle. 

3. RESULTS AND DISCUSSION 

This section of the paper presents the results of the proposed 
analyses on the use of integration methods (MC and RI) to deter-
mine the volume of the reinforcement phase in the RVE. The 
results obtained are discussed along with their interpretation and 
analysis. When modelling real composites, the location and di-
mensions of the reinforcement particles are determined randomly, 
as this reflects the inherent complexity and heterogeneity of real 
composite materials. However, in this presented study, it was 
decided to generate an RVE with a single reinforcing particle 
whose dimensions and location were identical for all simulations. 
The main advantage of this approach is that the results can be 
made comparable. Establishing a single reinforcing particle with 
the same parameters for all simulations makes it possible to 
compare results without the influence of randomness on the re-
sults. This makes it possible to accurately assess the effect of 
different analysis methods (Monte Carlo, RI) on the results for the 
same particle and to investigate the influence of parameters of 
these methods, such as the number of sampling points or the 
number of repetitions in the Monte Carlo method. A RVE with 
cylindrical, spherical and ellipsoidal particles was modelled, using 
COMSOL Multiphysics software. The dimensions and location 
were chosen so that the particle protruded outside the RVE (Fig-
ure 5). The following characteristic dimensions of the RVE and 
reinforcing particles were assumed (Figure 1): au=50μm, di=0.2au, 
bi=0.25au, li= au. For each particle, the reference volume Vp of the 
particles remaining in the RVE was determined using COMSOL's 
built-in measurement tools.  

a) b) c) 

   

Fig. 4. Modelled RVEs with a reinforcing particle in the shape of a cylinder (a), an ellipsoid (b) and a sphere (c) 

The volume Vp was compared with the results obtained by 
numerical integration using MC and RI methods and the relative 
error (11) was determined: 

𝛥𝑅 = |
𝑛𝑉𝑝−𝑉𝑝

𝑉𝑝
| ⋅ 100%,                                       (11) 
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where: Vp - the reference volume determined using COMSOL's 
built-in measurement tools, nVp - the volume of the reinforcing 
particle determined using MC and RI (10). 

In addition to determining the volume of the particle remaining 
in the RVE, the calculation time, expressed by the dimensionless 
parameter tR, was also determined: 

𝑡𝑅 =
𝑛𝑡𝑝

𝑡𝑝
,                                        (12) 

where: ntp - time to generate the RVE microstructure (Fig.4) with 
the MC and RI integration procedures active, tp - time to generate 
the RVE microstructure (Fig.4) with the MC and RI integration 
procedures deactivated.  

The results of the study of the effect of the method and its pa-
rameters on ΔR and tR parameters are presented below. 

3.1. Analysis of the effect of discretisation density and 
number of simulation repetitions on the accuracy of the 
determination of the volume of the reinforcement 
particle remaining in the RVE and the calculation time 

3.1.1. RI method 

The effect of the discretisation density, expressed by the mul-
tiplicative constant n used in formula (2) to determine the grid 
interval, on the value of the dimensionless parameters ΔR and tR 
was investigated. 

a) 

 
b) 

 
Fig. 5.   Effect of discretisation density on calculation time (b) and 

accuracy (a) 

The results obtained are presented in Figure 5. For cylindrical 
and ellipsoid-shaped reinforcing particles, the calculation accuracy 
increased with the number of points used for discretisation. For 
sphere-shaped particles, it was observed that an increase in mesh 
density could cause a decrease or increase in calculation accura-
cy. This may be due to the fact that when the grid density is high 
and the area analysed is relatively small, an edge effect can 
occur. This is based on the fact that points generated at the edges 
of spherical particles have a higher probability of being outside the 
study area. This means that the estimation of the particle volume 
may be inaccurate, as some points on the edges may be misclas-
sified as outside the area. For cylindrical and ellipsoidal particles, 
which have a smaller surface-to-volume ratio, the edge effect has 
less impact on the accuracy of the estimation. The smallest errors 
were recorded for spherical-shaped particles, while the largest 
errors were recorded for cylindrical-shaped particles. Differences 
in calculation accuracy may also be due to the aspect ratio of the 
solids (ratio of length, width and height) representing the rein-
forcement. If the solid has a more similar aspect ratio to the inter-
val of the grid of points, the distribution of points will be more 
uniform, improving the accuracy of the volume estimation. For 
spherical particles, where the aspect ratio in the three directions is 
the same, as is the grid interval, the smallest errors were ob-
served. 

As for the calculation time, as was to be expected, it always 
increases with an increase in the number of grid points. The cal-
culation time depended on the shape of the reinforcement particle 
and was longest for ellipsoid-shaped particles (the condition 
whose fulfilment causes a point to be considered as being inside 
the reinforcement particle is the most complex). 

Analysing the results shown in Figure 5, it can be seen that 
there is a compromise between calculation time and accuracy of 
results, which can be achieved when using, in formula (1), values 
of n contained in the range 5 ≤ n ≤ 7. 

3.1.2. MC method 

The effect of the number of sampling points, expressed by the 
multiplicative constant n used in formula (1), and the number of 
simulation repetitions ns on the value of the dimensionless param-
eters ΔR (Fig.6) and tR (Fig.7) was investigated. In determining the 

error in ΔR, for ns 1, in formula (11) nVp is the arithmetic mean of 
the volume of the particle remaining in the RVE determined in all 
simulations. 

a) 

 
 

 



DOI 10.2478/ama-2024-0068                                                                                                                                                         acta mechanica et automatica, vol.18 no.4 (2024) 
Special Issue ,,CAD in Machinery Design Implementation and Educational Issues" 

657 

b) 

 
Fig. 6.   Influence of the number of sampling points used in the MC 

method on the calculation accuracy: results for a cylinder-shaped 
particle when using different numbers of simulation repetitions ns 
(a), results obtained for particles of different shapes when using 
the same number of repetitions ns =15 (b) 

Analysing the results shown in Figure 6, one can conclude 
that they are characterised by significant randomness, but in most 
cases a higher number of sampling points and simulation repeti-
tions leads to results with smaller errors. The sensitivity of the 
method to the shape of the reinforcing particle cannot be clearly 
determined, as for different numbers of sampling points some-
times more accurate results are obtained for a given particle 
shape than for others. In most cases, the smallest errors were 
recorded for sphere-shaped particles. This may be due to their 
greatest symmetry. Because of this symmetry, the points generat-
ed randomly inside a spherical particle are most evenly distribut-
ed. This even distribution of sampling points contributes to more 
accurate analysis results. For particles with other shapes, such as 
cylinders or ellipsoids, the asymmetry affects a less uniform distri-
bution of sampling points, which can lead to larger errors in the 
results. 

a) 

 
 

 

 

b) 

 
Fig. 7.   Influence of the number of sampling points used in the MC 

method on the calculation time: results for a cylinder-shaped 
particle when using different numbers of simulation repetitions ns 
(a), results obtained for particles of different shapes when using 
the same number of repetitions ns =15 (b) 

As far as calculation time was concerned, as expected, it in-
creased as the number of sampling points and the number of 
repetitions increased. The shape of the reinforcing particle also 
had a slight effect on the calculation time. It was longer for parti-
cles for which the condition for verifying that a point belonged to a 
particle was more complicated - the smallest calculation time 
occurred for spherical particles and the largest for elliptical parti-
cles. The observed deviations from this rule (for example, for n=9 
the calculation time for a cylindrical particle was longer than for an 
elliptical particle) may be due to the fact that when drawing n 
points, repeated points are rejected. If such points occur, the 
calculation time increases.  

a) 

 
b) 

 
Fig. 8.   Influence of the chosen method for nVp determination (arithmetic 

mean vs median) on the accuracy of the results obtained for 
cylindrical (a) and spherical (b) shaped particles 
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a) 

 
b) 

 
Fig. 9.   Influence of the number of sampling points and the number of 

replicates (a) and the shape of reinforcing particles on the 
distribution of standard deviation (b) 

As mentioned earlier, for simulations with ns 1, nVp was 
treated as the arithmetic mean of the volume of particle remaining 
in the RVE, calculated from all ns of the simulation. Alternatively, 
nVp can also be treated as the median of the results obtained over 
all iterations. A comparison of the effect of the method of deter-
mining the nVp (arithmetic mean vs. median) on the accuracy of 
the results is shown in Figure 8. It is noted that, for most of the 
cases analysed, determining the particle volume using the arith-
metic mean led to a higher accuracy of the calculations. There 
was no significant difference in the computation time of nVp when 
using the arithmetic mean and the median. 

The paper also analysed the distribution of the standard de-
viation (SD) and found it to be random (Fig.9). It was observed 
that a higher number of sampling and simulation repetitions usual-
ly results in a lower standard deviation. This effect is due to the 
fact that a larger number of samples leads to a more representa-
tive sample, which in turn translates into more stable and precise 
results. Increasing the number of simulation repetitions allows 
better averaging of the results and reduces errors due to random 
factors. The smallest scatter is observed for spherical particles, as 
their symmetry contributes to a more uniform distribution of ran-
dom sampling points. Other particle shapes may have greater 
variability in results due to less symmetry. 

 

3.2. Comparison of accuracy of results and calculation 
times obtained using different methods of numerical 
integration 

Figure 10 shows the relative calculation error and duration for 
the RI and MC methods. By analysing the results obtained, it can 
be seen that the RI method has a higher stability of results com-
pared to the MC method. Both methods allow similar accuracy to 
be achieved with similar calculation times. However, in the case of 
the MC method, it was noted that for some cases e.g.( e.g. ellip-
soid-shaped particle, Fig. 9.b, n=15) it is possible to achieve better 
accuracy in less time. However, it is worth noting that the results 
from the MC method are more unstable and subject to greater 
fluctuations, which often leads to a larger error with longer calcula-
tion times. At a desired error rate of, say, 0.5%, it is well-founded 
to use the RI method, which provides adequate calculation preci-
sion. However, when accepting a higher possible inaccuracy, e.g. 
of the order of 1.5%, it is worth considering the MC method, as in 
this case the calculation time is shorter, which can be important 
for certain applications.  

It is worth noting that the RI Method performs particularly well 
for spherical particles, where accurate results are obtained with 
short calculation times.  

When comparing the two methods, it is important to consider 
both the accuracy of the calculations and the complexity of the 
implementation. In terms of these issues, the RI method performs 
slightly better. 

The first aspect to consider is the availability of tools and li-
braries, as well as the ease of integration into existing software. 
With the Java programming language integrated into the Comsol 
environment, the RI method is more favourable to implement. The 
programme code for the RI method is shorter and does not re-
quire as many variables to be defined as for the MC method. This 
means that, in terms of programming resource availability, the RI 
method can be more efficient and require less effort. 

a) 

 
b) 
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c) 

 
Fig. 10. Relationship between the calculation error and its time for the RI 

and MC methods for a cylindrical (a), ellipsoid (b) and spherical 
(c) particle 

4. SUMMARY AND CONCLUSIONS 

The paper discusses numerical integration procedures em-
ployed in analysing the volume of reinforcement particles in algo-
rithms for generating representative volume elements (RVEs) in 
composites with discontinuous reinforcement, when the reinforc-
ing particles partially extend beyond the RVE. Two methods were 
compared, where the discretisation was performed in a systema-
tised (RI) or random (MC) manner, focusing on the influence of 
the integration parameters on the accuracy of calculations and the 
generation time of the composite microstructure. For the Monte 
Carlo method, an analysis was conducted on the impact of two 
parameters: the number of sampling points and the number of 
simulation repetitions. In the RI method, the focus was solely on 
the number of sampling points as a parameter. The value of this 
parameter, for both methods, was related to the size of the rein-
forcing particles and the dimensional size of the RVE. The study 
examined how both parameters affect the analysis results and 
identified their optimal values to achieve precise results with a 
short microstructure generation time for composites with cylindri-
cal, ellipsoidal, and spherical reinforcing particles. 

Both the number of sampling points and the number of simula-
tion repetitions were found to have a significant impact on the 
accuracy and stability of the results. Increasing the number of 
sampling points contributed to more precise results, but at the 
same time increased the RVE generation time. Increasing the 
number of simulation repetitions in the MC method led to similar 
effects. In addition, the RI method was observed to have a high 
stability of results in contrast to the MC method, where significant 
fluctuation and randomness of the results was noted. Therefore, 
when an error rate of less than 0.5% is required, the RI method is 
recommended, as it provides adequate precision in the calcula-
tions. On the other hand, when a slightly higher error level, for 
example 1.5%, is acceptable, the MC method can be considered, 
which has a shorter calculation time, which can be important in 
certain applications. 

As regards the sensitivity of the tested methods to the shape 
of the reinforcing particles, in general, the best accuracy of the 
results was obtained for particles with a spherical shape, which is 
characterised by the greatest symmetry. Moreover, the calculation 
time for spherical particles was usually the shortest, while for 
ellipsoidal particles it was the longest due to the greater complexi-

ty of the condition for checking the belongingness of the sampling 
point to the particle.  

The findings presented here can help designers make deci-
sions regarding the choice of an appropriate discretisation method 
and number of points when generating models of composites with 
discontinuous reinforcement. Through optimally selected parame-
ters, designers will be able to achieve accurate analysis results 
while minimising model generation time, which is of great im-
portance in engineering practice. Further research is planned to 
focus on developing advanced discretisation algorithms that take 
into account more complex forms of reinforcement particles. 

Nomenclature: 
au – side length of a representative volume element (RVE) 
di, bi, li – characteristic dimensions of the particles of the rein-
forcement fraction 
nVp – the estimated volume of the part of the reinforcement parti-
cle remaining in the RVE  
NMC – the number of points used in Monte Carlo method (MC) 
NRI – the number of points used in Regular Integration method (RI) 
Δ– the grid interval used in RI method  
Vp - the reference volume 
ΔR – the relative error 
tR – the relative calculation time 
n– the multiplicative constant 
ns – numbers of simulation repetitions used in MC method 
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Abstract: The paper contains a proposal an original, extended mathematical model of an automatic system of human vision reaction  
to a forcing light pulse. A comprehensive mathematical model of the vision process was proposed in the form of an equation described  
in the frequency (dynamics) domain. Mathematical modelling of human senses is very important. It enables better integration of automation 
systems with a human cooperating with them, also as an automation system. This provides the basis for reasoning based  
on a mathematical model instead of intuitive reasoning about human reactions to visual stimuli. A block diagram of the proposed system 
with five human reaction paths is given. The following can be distinguished in the scheme: the main track consisting of: the transport delay 
of the eye reaction, the transport delay of the afferent nerves, the inertia of the brain with a preemptive action, the transport delay  
of the centrifugal nerves and the inertial and transport delay of the neuromotor system. In addition, the scheme of the system includes four 
tracks of negative feedback of motor and force reactions: upper eyelid, lower eyelid, pupil and lens. In the proposed model,  
the components of each path along with their partial mathematical models are given and discussed. For each reaction path, their overall 
mathematical models are also given. Taking into account the comprehensive models of all five reaction paths, a complete mathematical 
model of the automatic system of human reaction to a forcing light impulse is proposed. The proposed mathematical model opens up many 
possibilities for synchronizing it with mathematical models of many mechatronics and automation systems and their research. Optimizing 
the parameters of this model and its synchronization with specific models of automation systems is difficult and requires many numerical 
experiments. This approach enables the design of automation systems that are better synchronized with human reactions to existing 
stimuli and the selection of optimal parameters of their operation already in the design phase. The proposed model allows, for example, 
accurate determination of difficulty levels in computer games. Another example of the use of the proposed model is the study of human  
reactions to various situations generated virtually, for example in flight simulators and other similar ones. 

Key words: automation system; human vision; mathematical model 

1. INTRODUCTION 

Human has five basic senses, each of which has its own spe-
cific characteristics and ways of affecting human, in synchroniza-
tion with other senses. A lot of different papers have been created 
on the interaction of human and his senses with machines, robots 
and automation systems. In this regard, for example, the paper of 
Zhijun et al. [1] on physical human-robot interaction approaches 
for the developed robotic exoskeleton using admittance control. 
The model of human interaction with automation was proposed by 
Parasuraman et al. [2], but it is a proposal of a very simple model. 
Daley [3] proposes an algorithm development technique that 
utilizes modes of the human visual system. The basis of the tech-
nique evaluation was the Georgia Tech Vision model. Thomas [4] 
eight models examined as input-output representations of steady-
state vision in humans. Proposed three new models for sensitivity. 
A nonlinear least squares fitting algorithm produced the optimal 
parameters for each model. Matsui [5] formulates a nonstationary 
spatio-temporal human vision model has been for-mulated based 
on essential properties of the human vision system. Research 
reported by Karmakar [6] comprises evaluation of pilot’s vision in 
a jet aircraft in virtual environment to demonstrate how vision 

analysis tools of digital human modelling software can be used 
effectively for such study. From present study, it can be concluded 
that vision analysis tool of digital human modelling software was 
found very effective. The paper [7] contains a proposal extend 
model of the human visual system to predict the effects of age. 
The complete model, including an empirical neural component, 
can well explain the differences in sensitivity between old and 
young observers. In the paper [8] a review of Human Visual Sys-
tem (HVS) based Digital Watermarking schemes are presented 
with their mathematical model. 

So far, there have been no scientific inquiries we have come 
across which treat the human being as a complex automation 
system. 

However, exceptions can be given, such as in a fairly old book 
by Antoniewicz [9], in which this issue was briefly considered and 
a model of treating human and his senses as an automatic system 
was proposed. The paper of Asadi, et al. [10], is also noteworthy 
which proposed a mathematical model of the vestibular system to 
ensure successful human perception modelling and simulation. 

Mathematical modelling of human senses is of great im-
portance as it enables better integration of the automation system 
model with the human model cooperating with them as an auto-
mation system. It is then possible to combine the above-
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mentioned models and build one coherent multi-circuit mathemat-
ical model of an automatic system with signals affecting the hu-
man senses. 

Most biological processes exhibit marked non-linearity in all its 
kinds and combinations. Both: sensitivity threshold, saturation 
range, relay action and hysteresis can be observed. These factors 
describe the behaviour in steady, static, normalized states. 

Analyzing the dynamic time of human behaviour observed in 
the sphere of reaction to external stimuli, one can notice interac-
tions defined in automation as overshoots or higher-order inertia 
reactions. 

In this approach, a group of human behaviours made up of ac-
tivities related to excessive reaction to external influences should 
be taken into account. There is usually some redundancy, a quick, 
violent reaction to stimuli, which expires over time, e.g. complete 
closure (covering) of the eye, which is then automatically uncov-
ered. In automation, this is a classic differentiation operation. 
When analyzing human reactions to external stimuli, behaviour 
control can be assumed using a natural controller analogous to 
the PID controller. Such processes take place in many aspects of 
human behaviour. This applies not only to the sense of sight, but 
also to maintaining balance, controlling pain, effort, resistance to 
higher temperatures, etc. 

Figure 1 presents a diagram of the structural model of human 
reaction to the received signals developed by the brain after ob-
taining information from various human senses, proposed by 
Antoniewicz [9]. The diagram does not show the sensory blocks 
that acquire information. The causal signal (input to the scheme) 
is an impulse developed by the cerebral cortex. In the main path 
there are effectors, i.e. executive organs of the body that perform 
or change their activity under the influence of a nerve impulse. 
The main track, as an effector, performs the reaction, after it has 
been triggered. 

The effectors are usually loaded with an external influence. 
The effectors, in the model view of a human, are his muscles. 

The diagram (Fig. 1) illustrates the entire system from the 
sensor (eye) to the effector (muscles) in functional terms. The 
system works on the basis of frequency modulation or the number 
of pulses. The diagram shows the process of responding to a 
stimulus in terms of impact. It provides both a track for motor 
reaction and a track for force reaction. It does not indicate in detail 

the groups of muscular-defensive tracks related to the structure of 
the eye system and their protective functions. However, it shows 
the strengthening track related to the innervations of the muscles, 
shown in the diagram as a parallel connection. In this way, the 
innervations of the muscles are depicted. The reinforcing action is 
shown, generating opportunities related to overcoming the influ-
ence of the load, i.e. disturbances for the reaction. Apart from the 
main track, the scheme has two branches of active control of the 
regulatory action related to the general concept of force and motor 
reaction. These tracks represent two functional reaction tracks 
that are realized in the excitation-human system. 

 
Fig. 1. Block diagram of the excitation pulse system - human reaction [9] 

Fig. 2 shows a schematic detailing of the main track without 
defensive reactions from Fig. 1 of the model structural diagram of 
the main track of the light signal - human reaction system devel-
oped on the basis of Antoniewicz’s proposal [9]. The presented 
system is a series connection, so there are no regulatory actions 
related to the optimization of the response to the excitation signal. 
However, it has all the essential terms in the main track with the 
action command as the output signal. There are no effectors in 
the diagram, which appear in Fig. 3 in the feedback branches as a 
reaction to executive and protective actions. To put it simply, it 
can be assumed that the executive members (effectors) are the 
last member: the neuromotor system. 

In his considerations, Antoniewicz did not propose a mathe-
matical model of the system in Fig. 2. 

 
Fig. 2. General equivalent diagram of a human as a controlling operator [9] 

2. HUMAN VISION AS MATHEMATICAL MODEL OF THE 
AUTOMATION SYSTEM 

The human visual system is an extremely complex sense. The 
paper contains a proposal developed spectral mathematical struc-
tural model of the system describing the process of the influence 
of the light signal on the organ of vision and the human neuromo-
tor reaction. 

Fig. 3 shows a proposed block diagram of human reaction to a 
stream of light. 

A comprehensive mathematical model determined on the ba-
sis of the diagram, shown in Fig.3, is a complex model, having 
several feedbacks associated with specific groups of effectors. 
The main track is a supplemented and improved reaction track 
proposed by Antoniewicz [9]. This circuit consists of the transport 
delay of the eye reaction, the transport delay of the afferent 
nerves, the inertia of the brain with anticipatory action, the 
transport delay of the centrifugal nerves, and the inertial and 
transport delay of the neuromotor system. It also takes into ac-
count the power amplification of signals functionally present in this 
track. 
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The diagram of the proposed model of the reaction of human 
movement to a light excitation signal (Fig. 3) consists of four 
tracks of negative feedbacks: 

− negative feedback track of the motor-force reaction of the 
upper eyelid, 

− negative feedback track of the motor-force reaction of the 
lower eyelid, 

− negative feedback track of the pupil's motor-force reaction, 

− negative feedback track of the motor-force reaction of the 
lens. 

 
Fig. 3. Block diagram of the light excitation system for human reaction 

The diagram shows mathematical models in the frequency 
domain of the listed components of the main circuit and other 
circuits. 

The block diagram of the light excitation - human reaction sys-
tem (Fig. 3) is the basis for modelling a complex system. This will 
enable simulation tests of the model in the time domain as well as 
in the frequency domain. 

Negative feedback track of the motor-force reaction of the up-
per eyelid is shown in Fig. 4. 

 
Fig. 4. Negative feedback track block diagram of the motor-force reaction 

of the upper eyelid 

It consists of the neuromotor system of the upper eyelid and 
the eye muscles. The mathematical model of the negative feed-
back track of the reaction of the neuromotor system of the upper 
eyelid and eye muscles has the following form: 

G1(s) = kmu
e−Tgps

Tgps+1
kmo

1

Tmos+1
   (1) 

where: kmu - amplification factor of the neuromuscular reaction 
system; Tgp - time constant associated with the transport delay 
and inertial action of the upper eyelid; kmo - eye muscle 
strengthening coefficient; Tmo - time constant of inertia of the eye 
muscles. 

Negative feedback track of the motor-force reaction of the 
lower eyelid is shown in Fig. 5. 

 
Fig. 5. Negative feedback track block diagram of the motor-force reaction  

of the lower eyelid 

It consists of the neuromotor system of the lower eyelid and 
facial muscles. The mathematical model of the negative feedback 
track of the reaction of the neuromotor system of the lower eyelid 
and facial muscles has the following form: 

G2(s) = kml
e
−Tdps

Tdps+1
kmtw

1

Tmtws+1
 ,  (2) 

where: kml - amplification factor of the neuromuscular reaction 
system; Tdp - time constant associated with the transport and 
inertial delay of the neuromotor system of the lower eyelid; kmtw - 
coefficient of neuromuscular strengthening of the facial muscles; 
Tmtw - time constant of inertia of facial muscles action. 

Negative feedback track of the pupil's motor-force reaction is 
shown in Fig. 6. 

 
Fig. 6. Negative feedback track block diagram of the pupil's motor-force 

reaction 

It consists of the neuromotor system of the pupil and the mus-
cles of the pupil. The excitation signal is information about the 
brightness of the image. The excitation signal is information about 
the sharpness of the image. 

The mathematical model of the negative feedback loop of the 
motor-force reaction of the pupil and the pupillary muscles has the 
following form: 

G3(s) = kmp
e−Tzs

Tzs+1
kmz

1

Tmzs+1
 ,  (3) 

where: kmp - amplification factor of the neuromuscular reaction 
system; Tz - time constant related to the transport and inertial 
delay of the eye pupil; kmz - coefficient of strengthening the 
pupillary muscles; Tmz - time constant of inertia of the action of the 
muscles of the pupil. 

The negative feedback track of the motor-force reaction of the 
lens consists of the neuromotor system of the lens and the ciliary 
muscles is shown in Fig. 7. 

 
Fig. 7. Negative feedback track block diagram of the motor-force reaction 

of the lens 
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The mathematical model of the negative feedback track of the 
motor-force reaction of the lens and ciliary muscles has the follow-
ing form: 

G4(s) = kmc
e−Tss

Tss+1
kmr

1

Tmrs+1
   (4) 

where: kmc - amplification factor of the neuromuscular reaction 
system; Ts - time constant related to the transport and inertial 
delay of the lens operation when correcting the sharpness of the 
image; kmr - ciliary muscle strengthening coefficient; Tmr - time 
constant of inertia of the action of the ciliary muscles. 

In Figure 8, showing the detailed block diagram of the light 
excitation system for human reaction, the basic track can be 
distinguished. This is a modification of the track proposed by 
Antoniewicz in Fig. 2. The equation of the proposed main track in 
algebraic form is as follows: 

G0(s) =
kwe

−Twskde
−Tdskc(T2s+1)e

−Trskr

T1s+1
,   (5) 

where: kw - eye amplification factor (overall); Tw - transport delay 
time (related directly to the eye); kd - afferent nerve (optical nerve) 
gain factor; Td – transport delay time related to the transmission of 
a signal stimulated by the afferent nerve and brain reaction time; 
kc - gain factor of the central part of the nervous system (cerebral 
cortex); T2 - lead time related to the self-adjusting regulatory 
action of the central part of the nervous system; Tr - transport 
delay time (signal transmission) of the centrifugal nerve; kr - 
centrifugal (motor) nerve gain factor; T1 - time constant of inertia 
associated with the central part of the nervous system. 

The generalized holistic model of human reaction to the light 
flux, in accordance with the diagram in Fig. 8, has the following 
form: 

G(s) =
G0(s)

(1+G0(s)(G1(s)+G2(s)+G3(s)+G4(s)))

kme−TMs

(Tms+1)
 .  (6) 

where: km - amplification factor of the neuromuscular reaction 
system; TM - transport delay time associated with the reaction of 
the neuromuscular system; Tm - time constant of inertia of the 
neuromuscular system. 

The relationship shows a complex system of reactions of the 
eyesight system consisting of four self-regulating tracks in the 
protective behaviour of the human eye. 

Taking into account the detailed mathematical models of all 
tracks (1, 2, 3, 4, and 5), the generalized overall model of human 
reaction to the light stream based on equation (6) has the form of 
the operator transfer function G(s) generated with the Mathemati-
ca program: 
G(s) = 

 (7) 

The work of an eye as a whole is very complicated. The entire 
system from the eye to the muscles works by modulating the 
number of pulses or their frequency. This makes it difficult to 
determine the value of the kw factor. Its substitute value is close to 
unity. The muscles work as impulse demodulators. 

 

 
Fig. 8. Detailed block diagram of the light excitation system for human reaction 

3. FINAL REMARKS AND CONCLUSIONS 

The paper contains a proposal an original, innovative, extend-
ed mathematical model of the automatic system of human reac-
tion to a light impulse forcing it. To achieve this goal, a compre-
hensive mathematical model of the vision process was proposed 

in the form of an equation described in the frequency (dynamics) 
domain. This provides the basis for reasoning based on a mathe-
matical model instead of intuitive reasoning about human reac-
tions to visual stimuli. 

Mathematical modelling of human senses is very important. It 
enables better integration of automation systems with a human 
cooperating with them, also as an automation system. The ana-
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lyzed and described human reactions in a situation of light excita-
tion are self-acting, automatic. Such actions are often referred to 
as an unconditional reflex. 

A block diagram of the proposed system with five human reac-
tion tracks is given. The main track consists of the transport delay 
of an eye response, the transport delay of the afferent nerves, the 
inertial action of the brain with anticipation, the transport delay of 
the centrifugal nerves, and the inertial and transport delay of the 
neuromotor system. In addition, the system takes into account 
four tracks of negative feedback of motor and force reactions: 
upper eyelid, lower eyelid, pupil and lens. In the proposed model, 
the components of each track along with their partial mathematical 
models are given and discussed. For each reaction track, their 
overall mathematical models are also given. Taking into account 
the models of all five reaction tracks, a complete mathematical 
model of the automatic system of human reaction to a forcing light 
impulse is proposed. 

Most biological processes exhibit marked non-linearity in all its 
kinds and combinations. Some of the members, primarily forming 
the central nervous system and neuromuscular systems, are 
complex systems with negative feedback and compensation 
tracks. The system contains many nonlinearities: sensitivity 
thresholds, ambiguities of positions, overshoots, and the model 
can be expanded and refined. In practical considerations, it is 
usually sufficient to assume a more simplified surrogate model for 
a human. 

The proposed mathematical model opens up many possibili-
ties for synchronizing it with mathematical models of many 
mechatronics and automation systems and their research. Opti-
mizing the parameters of this model and its synchronization with 
specific models of automation systems is difficult and requires 
many numerical experiments. 

The proposed model is a relatively complicated model. Solv-
ing the overall equation of this model and analyzing it is extremely 
difficult and time-consuming. Simplified partial analyzes of individ-
ual branches of the model are possible. This will be continued in 
the authors' further works. In further research, it is planned to use, 
among others, genetic algorithms. 

The proposed model provides a basis for others to mathemat-
ically model issues related to this model. This model and its future 
solution show a number of aspects of its use. It allows for combin-
ing the cooperation of a human and a technical automated sys-
tem. It will be possible to synchronize the model with the human 
biological vision system. 

Another purpose of the created model is its diagnostic and 
comparative role. 

If the dynamic solution of the human reaction to a light pulse is 
consistent with the reaction of a representative group of examined 
people, the presented model can be used as a comparative 
standard when assessing subsequent people. Another application 
of the presented model may be related to automatic external 
support of the quality of vision and support for automatic reflex 
processes related to the protection of the organs of vision at 
critical moments of vision. 

The mathematical model of the description of the vision pro-
cess makes it possible to combine it with automation systems in 
the form of their mathematical models of automation into a unified 
mathematical model of a complex system. This approach enables 
the design of automation systems that are better synchronized 
with human reactions to existing stimuli and the selection of opti-
mal parameters of their operation already in the design phase. 
The proposed model allows, for example, accurate determination 

of difficulty levels in computer games. Another example of the use 
of the proposed model is the study of human reactions to various 
situations generated virtually, for example in flight simulators and 
other similar ones. This approach also makes it possible to adapt 
models of automation systems to specific, non-standard vision 
cases. The modeled action therefore includes protective and 
security processes. 
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Abstract: The continuous development of the oil-manufacturing industries causes the necessity of improving extraction technologies.  
In this case, the specific interest is focused on the control systems of screw presses. Among a great variety of such machines, the small 
household presses are in significant demand among consumers. Various seeds and kernels require different technological conditions  
to be provided in order to maximize the qualitative and quantitative characteristics of the extracted oil. Therefore, the main objective  
of this research is developing and testing the control system allowing for automation of the oil extraction process. Particularly,  
the temperature parameters of the pressing chamber, extracted oil, and electric motor are to be monitored and limited. In addition,  
the consumer should be able to predefine the mass of the oil to be extracted. Considering the small household screw press  
LiangTai LTP200, the general algorithm (block diagram) of the control system operation is proposed and the corresponding experimental 
prototype is developed. The latter is based on the Arduino Mega microcontroller and is equipped with three temperature sensors,  
two coolers (fans), one heater, and one mass sensor. The proposed control system allows for continuous monitoring and limiting  
of the pressing chamber, oil, and electric motor temperatures, as well as the mass of the extracted oil. The experimental data show  
that the pressing chamber preheating process lasts for about 3 min (170…190 s) and its maximal temperature does not exceed 44°C.  
The temperature of the extracted oil does not rise over 61°C. The motor temperature changes within the range of 69...71°C. The oil  
extraction productivity is as follows: 1.2 kg/h (sunflower seeds), 1.06 kg/h (walnut kernels), 0.9 kg/h (almond kernels), and 0.78 kg/h  
(peanut kernels). The obtained results can used in further investigations focused on analyzing the influence of these parameters  
on the quantitative and qualitative characteristics of the extracted oil. 

Key words: pressing chamber, experimental prototype, Arduino microcontroller, cooler, heater, asynchronous motor, productivity

1. INTRODUCTION 

Nowadays we observe the constant growth of interest in the 
production of oil. Hence, the search for innovative and even more 
efficient extraction methods becomes quite an important task. 
There are various technologies available so far. The classic press 
that extracts oil from vegetable raw materials is becoming the 
subject of intensive scientific study and technological improve-
ment. The effectiveness of oil extraction depends on a number of 
factors, such as press design, compression ratio, and a set of 
optimal conditions for each type of raw material. The high level of 
mechanization and the possibility of using various types and 
configurations of presses for different raw materials offer a poten-
tial for enhancing the production of oil from vegetable sources. To 
improve press design and optimize technological parameters, it is 
important to conduct investigations of the oil extraction process at 
different press configurations and extraction conditions.  

Existing studies allow us to identify ways for the next steps in 
research and development in the use of the press for oil extrac-
tion, as well as to note its advantages in the context of sustainable 
and efficient production of vegetable oils. Analysis of existing 
literature provides us with useful information on oil production and 

its effect on product quality. Seed oils play a crucial role in both 
the food and industrial sectors, including biodiesel production. As 
shown by Choton S, Gupta N et al. in [1], the extrusion technology 
proves to be cost-effective and efficient, facilitating the production 
of diverse products while ensuring high quality and the preserva-
tion of essential substances. The content of the article [2] written 
by Nde DB and Anuanwen CF explores optimization techniques, 
delineating their benefits and examining various modeling meth-
ods employed in optimization processes. Enhancing oil recovery 
is a key aspect of improving product quality and overall yield. In 
[2], Nde DB and Anuanwen CF emphasize the influence of these 
methods on the quality of the resulting oil.  

Another important aspect described in sources [3] written by 
Frangipane MT, Cecchini M et al. [4] authored by Guerrini L, 
Breschi C et al. and [5] by García-González A, Velasco J et al. is 
the process of oil filtration and its influence on the chemical and 
sensorial characteristics of the product. The lack of filtration leads 
to defects and deterioration of quality within a short time, which 
can reduce the commercial grade of the oil. Filtration during the 
first few days significantly reduces this risk, ensuring better quality 
of the oil and preserving it during long-term storage. In [6], the 
authors Mridula D, Saha D et al. made experiments on optimizing 
the parameters of oil extraction from cleaned and whole sunflower 
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seeds at different levels of humidity and temperature of the press 
head. The box-Behnken method was used with 60-80 g. of 
cleaned seeds, 20-40 g. of whole seeds, and 6-10% humidity at 
50-90°C. As a result, optimum conditions were defined as: 
68.64% cleaned seeds, 31.36% whole seeds, and 6% moisture at 
71.5°C press head temperature for extracting sunflower oil. 

In work [7] written by Gudzenko M, Vasyliv V et al. a twin-
screw extruder was investigated to simplify the processing of 
oilseeds. The influence of the geometric parameters of the screw 
on oil release was studied. The rational parameters were deter-
mined using theoretical calculations and experiments. The de-
pendence of the oil yield on the geometry of the screw was con-
firmed. The effect of the decline of the free volume of the screw on 
the efficiency and productivity of the extruder-press was revealed. 

The research outlined in reference [8] and authored by 
Gudzenko M, Vasyliv V et al. delves into the issue of low oil yield 
in the process of sunflower oil extraction. The essential parame-
ters for enhancing the twin-screw extrusion presses' design to 
augment oil yield were thoroughly investigated. The study intro-
duces empirical methods and new working components, specifi-
cally cylindrical-conical nozzles, leading to a notable increase in 
oil yield up to 3.1%.  

In [9] written by Alabi K, Busari R, Joel O a screw press with a 
variable width of a cone-shaped shaft was developed to increase 
the oil production from the palm tree fruits. The machine demon-
strated superior performance when operated at 130°C, with a 
heating duration of 25 min, and with a rotation speed of 60 rpm. 
Under these conditions, it achieved an oil yield of 83.72%, an 
extraction efficiency of 97.73%, and an extraction loss of 2.37%.  

In the paper [10], the authors Mursalykova M, Kakimov M et 
al. focused on the simulation of the oil extraction process using a 
screw press in small enterprises for Safflower production. The 
article addresses the challenge of extracting the liquid phase from 
dispersed material. Employing mathematical modeling, the study 
identifies the optimal parameters for oil extraction, which include a 
screw rotation speed of 6.2 rad/s. and diaphragm gap of 0.1 mm. 

The paper [11] authored by Iskakov B, Kakimov M et al. inves-
tigates the improvement of the purification of Safflower oil using 
biologically based secondary processing products. It has been 
established that the use of flax fiber for filtering improves the 
quality of the oil, increasing the content of useful substances and 
antioxidant components. Optimum centrifugation conditions for 
increasing the efficiency of Safflower oil processing are proposed. 
The research [12] written by Zikri A, Aswan A et al. is aimed at 
maximizing oil yield when obtaining coconut oil from copra using a 
screw press machine. Factors such as temperature and screw 
speed are analyzed. Energy intensity and extraction efficiency 
during the coconut oil production process are also evaluated. The 
paper [13] authored by Muhammad Afriza Zaini T, Ali S is aimed 
at analyzing the effect of screw press pressure on palm oil pro-
duction in the company. It has been found that the correct pres-
sure is important for the quality and quantity of oil obtained. 

In the investigation [14] authored by Mansor MN, Salleh SM et 
al., the focus is on assessing the screw press technology utilized 
in palm oil production. Its objective is to assess the durability of 
both twin and single screw designs, aiming to determine which 
design offers the maximum screw life. The article [15] written by 
Charan G, Krishna AR et al. concerns the creation, assembly, and 
testing of press for oil extraction from sesame, coconut, ground-
nut, and mustard seeds. The press uses a screw mechanism 
without the use of chemical solvents, ensuring a safe and efficient 
process. The applied electric motor with a power of 1 hp, the 

pressure analysis of the propeller confirms the safety and durabil-
ity of the device. The study [16] authored by Sarbeni S and Sapu-
tra A applies the FMEA method to identify breakdowns and priori-
tize repairs. Using this method, the authors discovered that the 
special bearing component required immediate repair. 

The research [17] written by Sakdasri W and Silangam P ex-
plores in detail the use of screw presses for extracting oil from 
black cumin seeds. Conditions of oil extraction were optimized by 
considering parameters such as feed rate, temperature, and 
humidity. The maximum oil yield (31.67 wt%) was achieved at 
parameters of 45 g/min, 70°C and 6 wt% moisture. Under optimal 
conditions (50–54 g/min, 15–18wt%, and 55–60°C), a yield of 22 
wt% oil and a thymoquinone content of 10 mg/ml were achieved. 

Considering the process of extracting oil in a screw press [18], 
Bako T, Obetta SE and Umogbai VI developed a theory for the 
mathematical description of this phenomenon. Using experimental 
data, a model was determined, which was confirmed using re-
gression analysis. The reliability of the model is emphasized by 
high indicators of correlation, determination, etc. It is important to 
note that this model effectively predicts results on commercial 
presses, which opens up the possibility of collecting press perfor-
mance data without costly experiments. The analysis presented in 
[19] and performed by Wang S, Wang J et al. examines the effect 
of roasting and extraction methods on the quality of rapeseed and 
linseed oils. The results indicate a great influence of different 
methods on yield, sensory characteristics, composition of oils, and 
physicochemical properties. The choice of extraction method is 
important for the production of oils in large volumes. 

The paper [20] written by Bogaert L, Mathieu H et al. studied 
the mechanical expression of oils in a screw press using a pilot 
press. It was found that increasing the speed of rotation of the 
screw improves the productivity of the press, shortens the time of 
passage, and reduces the extraction of oil. Data fixation made it 
possible to identify different functional sections of the press. The 
research outlined in reference [21] authored by Kabutey A., 
Herák D., and Mizera Č. evaluated oil yields from different types 
of seeds, including hemp, sesame, flax, pumpkin, madder, and 
cumin. Sesame was found to have the highest oil yield (30.60%), 
while cumin had the lowest (3.46%). The analysis of the quality of 
the obtained oils revealed certain aspects that require attention, 
especially in pumpkin oil. Potential for further research includes 
consideration of temperature impact, efficiency of oil recovery, 
and other processing aspects. The work [22] written by Kabutey 
A, Herák D and Mizera Č determined the optimal conditions for 
obtaining oil from carded sunflower seeds. The maximum yield of 
oil (48.869%) was achieved without preheating on the fifth press-
ing. The quality of the obtained oils meets the standards, and 
spectral analyses confirm the low content of pigments. Repeated 
pressing helps extract residual oil from the cake. In the article [23] 
authored by Wang S, Wang J et al. the development and model-
ing of an improved screw press for extracting oil from plants are 
described. The research aims to examine the press design and 
investigate the stress-deformed state of the screw under difficult 
conditions. The findings of this study have the potential to en-
hance the longevity, durability, and reliability of screw presses. 

The use of the latest smart technologies in industry allows im-
proving and optimizing production processes. A great example of 
this is using an Arduino Mega controller to control the oil extrac-
tion process. The importance of correct management and control 
of parameters such as speed and temperature becomes critical to 
achieve needed results. Arduino Mega controller as an integrated 
control system is defined as a main element in the smart oil ex-
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traction process, ensuring precision and stability in the regulation 
of several parameters. In particular, the extraction speed can be 
dynamically adjusted to adapt to different production conditions, 
ensuring high efficiency of oil extraction. Temperature control is 
another important function, where the controller monitors the 
temperature of the shaft and the motor. This avoids overheating, 
which can affect oil quality and increase energy consumption. 
Using the Arduino Mega it becomes possible to implement auto-
mated functions, such as a cooling system that starts when a 
certain temperature level is reached, or automatic heating control 
to maintain a constant temperature during the extraction process. 
The ability to monitor various parameters such as shaft speed, 
motor, and shaft temperature makes this system not only a control 
tool but also a data collection and analysis tool. This contributes to 
the optimization of the entire process of oil extraction, ensuring 
high product quality and rational use of resources. 

The project [24] developed by Badigannavar R, Kavada-
matti A and Kulkarni G deals with the automation of fan speed 
control depending on the ambient temperature using Arduino. The 
system obtains temperature information from the sensor and 
modifies the speed based on the temperature settings specified 
by the operator. Information about temperature and speed is 
displayed on the LCD display. If the ambient temperature is higher 
than the set temperature, the fan will turn on, and vice versa. 

The paper [25] authored by Li Y, Jin Z tackles the challenges 
associated with the traditional screw extruder control system, 
characterized by low-quality stability, increased manual workload, 
and a limited level of mechanical automation due to manual feed 
rate control. The article proposes the implementation of an intelli-
gent screw extruder control system employing a fuzzy control 
algorithm. Utilizing pressure and temperature data from the oil 
press for detection, the fuzzy control algorithm mimics expert 
experience to autonomously regulate the speed of the motor. This 
mechanism is centralized around a PLC that is used as the main 
controller, while MATLAB is employed for simulation and testing. 
Based on the simulation and testing outcomes, the smart screw 
extruder exhibits enhanced control effectiveness and overall 
stability using the fuzzy control algorithm. The study [26] carried 
out by Muliak N, Zdobytskyi A et al. focuses on resolving design 
problems and enhancing algorithm accuracy in various complex 
systems. Multiple algorithms were compared based on analytical 
data and the optimal one was suggested for the design of MEMS. 

2. MATERIALS AND METHODS 

This section considers the following issues: initial design and 
operational peculiarities of the screw press for extracting oil from 
different oil-containing plants; main types of seeds and kernels 
that can be processed and basic technical characteristics of the 
press; major tasks set for developing the control system intended 
for automation of the oil extraction process; general algorithm of 
the control system operation; experimental implementation of the 
developed control system and modernized screw press. 

2.1. Initial prototype of the screw press for oil extraction 

The general design of the small household screw press 
LiangTai LTP200 is presented in Fig. 1 [27]. It is intended for cold 
and hot pressing of different seeds and extracting oil at the 

productivity range of 2…5 kg/h depending on the working regimes 
and type of the oil-containing material. The overall dimensions of 
the press are 410×160×305 mm and the mass is about 9 kg. The 
nominal power consumption does not exceed 650 W at the sup-
plied alternating voltage of 220 V of the 50 Hz frequency. 

The hopper 1 is filled with the seeds to be processed. The 
lower discharging cylindrical hole (port) of the hopper is mounted 
in the conveying chamber 6. The latter is connected with the 
pressing chamber 7, in which the oil extraction and cake formation 
processes are conducted. The pipe 8 is used for discharging the 
cake from the pressing chamber 7 and supplying it to some box-
es, bags or packages. The extracted oil is fed to the tank (bowl) 9 
and is preliminary filtered with the help of the sieve 10. 

 
Fig. 1. Initial prototype of the screw press [27] 
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The flat (hinged) frame 2 is joined with the press body 3. The 
electric heating element (heater) 5 is fixed on the frame 5, which 
squeezes it up against the cylindrical surface of the pressing 
chamber 7. The latter is to be preheated before the working re-
gime starts in order to increase the efficiency of the oil extraction 
process. The corresponding preheating temperature depends on 
the type of the seeds to be pressed. The press body 3 is equipped 
with the additional handle 4 that allows for easy carrying (trans-
portation) of the machine. The general power supply of the screw 
press is provided from the 220 V (50 Hz) electric network through 
the connector 14. The two-position switch 11 energizes the heater 
5 before the start of the oil extraction process during the techno-
logically prescribed time period. After this, the operator chooses 
the first position (position “I”) on the switch 12 to start the pressing 
process. If there is a need to stop the machine, the position “0” 
should be chosen on the switch 12. In the case when the screw 
cleaning operation should be performed, the operator must 
change the switch 12 position to “II” providing the reversive rota-
tion of the driving motor shaft. The ventilation openings (holes) 13 
are used for the forced supply of the cooling air inside the press 
body 3, in which the machine drive and control system is installed. 

Considering the existent design of the press, the present pa-
per is aimed at developing the control system allowing for automa-
tion of the oil extraction process for different seeds and kernels. 

2.2. The main types of seeds and kernels that can be pro-
cessed 

The considered household screw press LiangTai LTP200 is 
intended for extracting oil from the following seeds and kernels: 
peanut, sesame, rapeseed, sunflower, almond, flaxseed, mustard, 
walnut, perilla, soybean, hemp, etc. (see Fig. 2 [27]). According to 
the manufacturer’s documentation [27], the approximate oil ex-
traction rate and material processing productivity of the screw 
press for some types of seeds are presented in Tab. 1. 

 
Fig. 2. Main types of seeds to be pressed [27] 

All the mentioned seeds and kernels require different techno-
logical conditions to be provided in order to maximize the qualita-

tive and quantitative parameters of the extracted oil. Therefore, 
there is a need to adjust the working regimes of the press, particu-
larly, the rotational frequency of the screw and the temperature of 
the pressing chamber. In addition, the customer may need to set 
the required mass of the oil to be extracted. All these tasks are to 
be solved by the control system, which will be developed in the 
following sections of this research. 

Tab. 1. Performance characteristics of the press LiangTai LTP200 [27] 

Seed (kernel) 
type 

Oil extraction 
rate [%] 

Material processing 
productivity [kg/h] 

Peanut 39...45 2.27...3.63 

Rapeseed 30...39 3.63...4.54 

Sunflower 41...52 3.18...4.54 

White sesame 39...52 3.63...4.54 

Black sesame 44...53 3.63...4.54 

Walnut 58...68 2.27...3.18 

Almond 48...57 2.27...3.18 

Flaxseed 31...39 3.63...4.54 

Perilla 30...42 3.63...4.54 

2.3. Major tasks set for developing the control system 

Considering the necessity of extracting oil from different types 
of seeds mentioned above, different technological parameters are 
to be provided by the control system. The following parameters 
are monitored during the press operation: rotational frequency of 
the screw; temperatures of the pressing chamber, extracted oil, 
and driving electric motor; mass of the oil; consumption current 
and voltage of the motor. Based on the technological require-
ments and recommendations, the nominal temperature of the 
pressing chamber and the screw rotational frequency should 
depend on the type of the seeds to be pressed. The optimal oper-
ational parameters of the screw press allow for providing the best 
qualitative and quantitative parameters of the oil extracted. 

Taking into account the conclusions drawn above, the en-
hanced control system of the considered screw press should 
provide the possibility of regulating the screw rotational frequency 
and the temperature of the pressing chamber. In addition, the 
electric motor temperature and consumption current must be 
limited in order to prevent drive damage (breakdown). The latter 
can occur in the case when the screw is jammed (wedged). De-
pending on the oil mass required by the consumer, the control 
system must stop the pressing process when the necessary mass 
is reached. The mentioned temperatures can be limited by means 
of applying additional electric coolers with adjustable rotational 
frequencies depending on the temperature value. 

2.4. General algorithm of the control system operation 

The general algorithm of the control system operation can be 
described by the block diagram (flow chart) shown in Fig. 3. After 
supplying the electric power to the control system, the corre-
sponding sensors register the temperature 𝑡𝑝𝑟.𝑐ℎ. of the pressing 

chamber, the mass 𝑚𝑜𝑖𝑙  of the oil tank (bowl), the temperature 

𝑡𝑜𝑖𝑙 of oil (or air) inside the tank, the temperature 𝑡𝑚𝑜𝑡. of the 
electric motor, and the voltage and current consumed by the 
enhanced control system and electric drive. 
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Fig. 3. Simplified block diagram (flow chart) describing the general algorithm of the control system operation 

At the beginning, the mass sensor should be calibrated and 
reset to zero. Then, the consumer must choose the required mass 
𝑚𝑜𝑖𝑙 𝑚𝑎𝑥  of the oil to be extracted. By default, the system is 
programmed to press 100 g of oil. After this, the operator pushes 
the „START” button and the heater begins to preheat the pressing 

chamber to the temperature 𝑡𝑝𝑟.𝑐ℎ.𝑚𝑖𝑛 prescribed by the techno-

logical requirements and depending on the type of seeds to be 
processed. This temperature is registered by the corresponding 
sensor. At the moment when the temperature reaches the re-
quired value, the control system switches the heater off and starts 
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the electric motor at its nominal (maximal) parameters. In this 
case, the rotational frequencies of the motor shaft and pressing 
screw take their maximal values, and the oil extraction process is 
conducted. When the motor temperature reaches the critical value 
𝑡𝑚𝑜𝑡.  𝑐𝑟. prescribed by the manufacturer, the corresponding 
cooler is to be switched on to limit the temperature growth. The 
additional sensor is used for registering the temperature 𝑡𝑜𝑖𝑙 of 
the oil being extracted. When this temperature grows over a tech-
nologically prescribed value 𝑡𝑜𝑖𝑙 𝑐𝑟., the corresponding cooler 
starts working at the specified frequency (cooling intensity). If the 
oil temperature continues growing, the cooling intensity is to be 
increased and the screw rotational frequency is to be reduced. 
This allows for restricting the oil overheating, which negatively 
influences its qualitative characteristics. When the temperatures of 
the oil or motor reach the maximal allowable values 𝑡𝑜𝑖𝑙 𝑚𝑎𝑥  or 

𝑡𝑚𝑜𝑡.  𝑚𝑎𝑥 , respectively, the control system stops the pressing 
process. The same algorithms are performed in the case when 
the mass sensor registers the oil mass 𝑚𝑜𝑖𝑙 𝑚𝑎𝑥  prescribed by 
the consumer or when the oil mass is not changing during the 
specified time period. The latter means that there are no seeds to 
be pressed or that the pressing chamber is chocked (stuffed) up 
with the cake. The stopping process is accompanied by the audi-
ble alarm and the error description shown on the display. After 
each stop, the control system provides the reversive motion of the 
screw in order to clean the pressing chamber. Additionally, the 
screw reversive rotation can be ensured by means of pushing the 
„REVERSE” button. At any time moment, particularly, when an 
emergency situation occurs, the corresponding „STOP” button 

should be pressed by the operator (consumer). The starting and 
stopping processes are continuously (smoothly) conducted ac-
cording to the programmed algorithm due to the use of the fre-
quency converter (changer). The latter additionally provides the 
possibility of limiting the maximal consumption current of the 
electric motor, as well as controlling the rotational frequencies of 
the motor shaft at different operational conditions (direct and 
reversive rotation, oil mass 𝑚𝑜𝑖𝑙  and temperature 𝑡𝑜𝑖𝑙, motor 

temperature 𝑡𝑚𝑜𝑡., pressing chamber temperature 𝑡𝑝𝑟.𝑐ℎ., etc.). 

2.5. Development of the schematic diagram of the enhanced 
control system implemented in the press drive 

The principle of operation and connection of the control and 
diagnostic elements in the press control circuit (see Fig. 4) are 
based on the Arduino Mega microprocessor (U1). The proposed 
principal scheme involves the use of both digital and analog ports, 
as well as PWM ports. The status of the temperature sensors 
(DS18B20 sensors (U4-U6)) and weight module (HX711 (U8)) is 
displayed on the LCD screen 2004 (U3), which is connected via 
the I2C bus. The DS18B20 sensors are connected to the analog 
outputs via pull-up resistors. The possible connection errors or 
sensor malfunctions are displayed on the LCD. The HX711 weight 
module is connected to the digital pin. To measure the motor 
speed, there is used the YS-27 Hall sensor (U5), which is con-
nected to a digital pin that operates in an interrupted mode. 

 
Fig. 4. Schematic diagram of the enhanced control system implemented in the press drive 
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To display the current and voltage parameters, there are used 
the ZMPT101B (U10) and SCT013 (U11) sensors, which are 
connected to the Arduino Nano board (U2). The use of the Ar-
duino Nano microcontroller is due to the fact that the processing 
of voltage and current sensors takes a significant amount of time, 
so for the main algorithm to work steadily with interruptions, there 
is a need to use another microcontroller that will be responsible 
only for polling these sensors. The fans (coolers) (U14 and U15) 
are controlled by the MX1508 two-channel motor driver module 
(U9). The speed of the fans is controlled by a PWM signal. 

The pressing chamber is heated by the heater U13. The heat-
er is controlled by the relay module U12, which receives control 
signals from the Arduino Mega. The motor speed is controlled by 
the PWM signal, which is supplied directly to the CFM210 fre-
quency converter (U17), and all other functions are controlled 
through the relay module (U16). The use of the relay module is 
due to the fact that there is simulated manual control of the con-
verter, which provides the flexibility to choose frequency, rather 
than prescribe a different algorithm for each one. The asynchro-
nous motor is connected directly to the frequency converter, which 
allows for adjusting its speed without significant power loss. A 
buzzer (U18) is provided to signal an emergency or the end of the 
press operation. The start, stop, and reverse of the motor are 
controlled by buttons with normally open contacts S1-S3, and the 
weight parameters are controlled by buttons S4-S6. 

2.6. Experimental implementation of the control system 

The experimental prototype of the modernized screw press 
equipped with the developed control system is presented in Fig. 5. 
The seeds are to be charged into the hopper 1, which is installed 
in the conveying chamber 2. During the machine operation, the 
seeds are conveyed by the screw 3 to the pressing chamber 4, 
where they are destructed and the oil is extracted. The oil flows 
out of the pressing chamber 4 through the holes at its bottom part 
to the tank (bowl) 5. The cake being formed during the pressing 
process is discharged through the pipe 6 to the tank (bowl) 7. The 
rotation of the screw 3 is generated by the two-stage cylindrical 
gearbox 8 driven by the asynchronous electric motor 9.  

Considering the proposed control system, the latter allows for 
preheating the pressing chamber before the machine operation 
starts. This allows for improving the qualitative and quantitative 
parameters of the oil extracted. The corresponding heater 10 is 
mounted on the sprung arm (bracket) 11, which can change its 
angular position relative to the press body due to its hinged instal-
lation. On the other hand, when the temperature of the extracted 
oil is larger than the technologically specified value, the additional 
cooler (fan) 12 is to be activated in order to restrict the oil over-
heating. The latter can cause the reduction of the oil's qualitative 
parameters. The temperatures of the extracted oil, pressing 
chamber 4, and electric motor 9 are monitored by the correspond-
ing sensors 13, 14, and 15. If at least one sensor shows a tem-
perature that is larger than the permissible value, the control 
system stops the pressing process. If the temperature of the oil or 
electric motor reaches the specified critical value, the correspond-
ing coolers (fans) 12 and 16 are activated to restrict further growth 
of the temperature. The mass sensor 17 is applied to monitor the 
mass of the oil being extracted. The sensor is mounted on the 
press body by one end, while the other end holds (supports) the 
plate 18, on which the oil tank (bowl) 5 is placed. Before starting 
the pressing process, the operator (consumer) prescribes the 

required mass of oil to be extracted. When the mass sensor 17 
registers the prescribed value, the control system stops the screw 
rotation. In the case when the oil mass is not changing during the 
specified time period, the control system stops the pressing pro-
cess, because there can be no seeds to be pressed or the press-
ing chamber 4 can be choked (stuffed) up with the cake. Each 
stopping process is accompanied by the reversive rotation of the 
screw 3 aimed at cleaning the pressing chamber 4 and by the 
audible alarm and error description shown on the display 19. 

The control system additionally contains the frequency con-
verter 20 intended for regulating the rotational frequency of the 
electric motor shaft and for providing the programmed algorithms 
for continuous starting and stopping of the press drive. One of the 
main components of the control system is the Arduino Mega 
microcontroller 21 energized by the power supply unit 22. On the 
top plate of the press body, there are installed the control buttons 
and display 19. The green button 23 is the „START” one, which 
switches on the pressing process. The blue button 24 is used to 
provide the reversive rotation of the screw 3. The red button 25 is 
the „STOP” one, which switches off the power supply to the drive. 
The other three buttons 26, 27, 28 are used for calibrating (reset-
ting to zero) of the oil mass sensor and for manual increasing and 
decreasing of the required mass of oil to be extracted. 

The display 19 continuously shows the instantaneous oil tem-
perature (“Oil:”), temperature of the electric motor (“M:”), mass of 
the oil located in the bowl (“IMV:”), and manually prescribed oil 
mass (“Mass:”). The corresponding errors show that the mass of 
the oil located in the bowl is larger than the prescribed mass 
(“MASS ERR”); the oil temperature is larger than the technologi-
cally permissible value (“OIL ERR”); the mass of the extracted oil 
is not changing for a specified time period (“EMPTY ERR”); the 
temperature of the electric motor is larger than the one prescribed 
by the manufacturer (“MOTOR ERR”). 

Additionally, the control system allows for registering the in-
stantaneous values of the motor shaft rotational frequency using 
the Hall-effect sensor 29, and the consumption current and volt-
age of the whole control system and electric drive with the help of 
the amperemeter 30 and voltmeter 31. The frequency controller 
allows for limiting the maximal current supplied to the electric 
motor in order to provide its reliable and durable operation. Fur-
ther improvements can be focused on applying additional sound 
and visual sensors for analyzing specific operational conditions. 

The sensors DS18B20 used for measuring the temperature of 
the pressing chamber, electric motor, and extracted oil are pre-
calibrated using the pull-up resistors and are connected to the 
analog outputs of the Arduino Mega microcontroller. According to 
the manufacturer’s documentation, the sensors are characterized 
by the working temperatures of –55…+125°C and the accuracy of 
±0.5°C (within the temperature range of –10…+85°C). Consider-
ing the nominal temperatures of the screw press operation 
(15…85°C), the error of the experimental measurements does not 
exceed 3.5%. The mass sensor in the form of the strain gauge is 
used for converting the strain value of the aluminum beam into the 
electric signal. Then the signal is processed by the HX711 weight 
module connected to the digital pin of the Arduino Mega micro-
controller. According to the manufacturer’s documentation, the 
strain gauge and the weight module can detect the mass within 
the range of 0…1 kg at the total accuracy of 0.2%. Therefore, the 
maximal mass error of the extracted oil does not exceed 2 g. The 
duration of the pressing process is measured using the Arduino 
built-in functions that return the number of milliseconds since the 
board started running (the heater started heating the chamber).
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Fig. 5. Basic components of the experimental control system of the modernized screw press 

3. RESULTS AND DISCUSSION 

This section is devoted to experimental investigations of the 
developed control system and modernized machine operation 
during the pressing process of the sunflower, peanut, almond 
seeds, and walnut kernels. The following parameters are consid-
ered: temperature of the pressing chamber; temperature and 
mass of the oil being extracted; temperature of the electric motor. 
The minimal temperature of the working chamber for the drive to 
be powered is set to 𝑡𝑝𝑟.𝑐ℎ.𝑚𝑖𝑛 = 42°C. The critical temperature 

of the oil for the corresponding cooler (fan) to be activated is the 
following 𝑡𝑜𝑖𝑙 𝑐𝑟. = 45°C. The maximal permissible temperature 

of the oil for the press to be stopped is equal to 𝑡𝑜𝑖𝑙 𝑚𝑎𝑥 = 65°C. 
The critical temperature of the motor for the corresponding cooler 
(fan) to be activated is the following 𝑡𝑚𝑜𝑡.  𝑐𝑟. = 70°C. The max-
imal permissible temperature of the motor for the press to be 
stopped is equal to 𝑡𝑚𝑜𝑡.  𝑚𝑎𝑥 = 75°C. The initial temperature of 

all parts of the press is approximately equal to the temperature 
inside the laboratory room: 𝑡𝑖𝑛𝑖𝑡. ≈ 20°C. 

3.1. Analyzing the changes in the temperature of the press-
ing chamber 

The temperature of the pressing chamber significantly influ-
ences the productivity of the oil extraction process and the qualita-
tive parameters of the oil [6, 9, 17]. This fact causes the necessity 
of regulating the corresponding temperature during the whole 
pressing process. After supplying power to the control system, the 
latter starts scanning the sensors and processing the obtained 
data. Then, the operator (consumer) sets the necessary mass of 
the oil to be extracted and pushes the “START” button. If the 
chamber temperature is less than the technologically prescribed 
value, the electric motor is not powered and the pressing process 
does not start. According to the time dependence of the tempera-
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ture of the pressing chamber (Fig. 6), its initial value is almost 
equal to the temperature inside the laboratory room (20°C). 
Therefore, the heater is switched on and the temperature rises to 
about 42°C for approximately three minutes (170…190 s).  

 
Fig. 6.   Dependence of changes in the temperature of the pressing  

chamber during the pressing of different seeds 

After the chamber temperature reaches the minimal value, the 
electric motor is switched on and the oil extraction process starts. 
During the seeds (kernels) pressing, the temperature inside the 
chamber rises. When the temperature of the extracted oil reaches 
the value of 45°C, the corresponding cooler is switched on. The 
cooler allows for limiting the temperature of the pressing chamber 
within the range of 42…44°C during the whole oil extraction pro-
cess. The reduction of the chamber temperature after 500 s 
means that the process has been finished and the required mass 
of the extracted oil has been obtained. After approximately 11 min 
(650 s), when the latest peanut pressing process ends, the lowest 
temperature of the chamber of approximately 34°C is observed 
for the case of the sunflower pressing. 

3.2. Studying the oil temperature changes 

 
Fig. 7.   Dependence of changes in the temperature of the extracted oil 
during the pressing of different seeds 

The temperature of the extracted oil significantly affects its 
qualitative and taste characteristics. Considering the changes in 
the temperature of the extracted oil (Fig. 7), it remains unchanged 
for approximately three minutes (170…190 s), when the pressing 
chamber preheating process is performed. After this time, the 
pressing process starts and the oil temperature sensor registers 

the corresponding changes. It takes about 2.5…3 min for the oil to 
reach the nominal temperature of approximately 60°C, which 
remains almost unchanged during the whole pressing process. 
When the required mass of the oil is extracted, the pressing pro-
cess stops and the oil starts cooling down. After approximately 
11 min (650 s), when the latest peanut pressing process ends, the 
lowest temperature of the extracted oil of approximately 55°C is 
observed for the case of the sunflower pressing. 

3.3. Monitoring the motor temperature 

The electric motor temperature should be restricted due to the 
manufacturer's recommendations. During the pressing process, 
when the frequency converter is continuously changing the rota-
tional speed of the pressing screw in accordance with the pro-
grammed algorithm, the temperature of the electric motor signifi-
cantly increases. In order to restrict the motor overheating, the 
corresponding cooler is switched on, when the motor temperature 
rises over 70°C. As can be seen in Fig. 8, during approximately 
3 min (170…190 s), the motor temperature is almost equal to the 
temperature inside the laboratory room (20°C). Then the tempera-
ture rises to about 70°C and changes within the range of 
69...71°C till the end of the pressing process. After approximately 
11 min (650 s), when the latest peanut pressing process ends, the 
lowest temperature of the electric motor of approximately 60°C is 
observed for the case of the sunflower pressing. 

 
Fig. 8.   Dependence of changes in the temperature of the electric motor 

during the pressing of different seeds 

3.4. Monitoring the change in the oil mass 

As has been already mentioned, after switching on the power 
supply, the operator calibrates the corresponding sensor (resets it 
to zero) and chooses the required mass of oil to be extracted. By 
default, the corresponding mass is programmed to be equal to 
100 g. Considering the experimental data presented in Fig. 9, the 
extracted oil mass takes zero values during the pressing chamber 
preheating process (about 3 min). Then, the oil extraction process 
starts and the mass sensor monitors the corresponding changes. 

While pressing the sunflower seeds, the nominal mass of the 
extracted oil was obtained within approximately 490 s from the 
moment of switching on the power supply. The corresponding 
durations of the pressing processes for the peanut, almond, and 
walnut kernels are the following: 650 s, 590 s, and 530 s. Here-
with, it should be noted that the separate pressing process lasts 



DOI 10.2478/ama-2024-0070                                                                                                                                                          acta mechanica et automatica, vol.18 no.4 (2024) 
Special Issue ,,CAD in Machinery Design Implementation and Educational Issues" 

675 

for about 300 s (sunflower seeds), 340 s (walnut kernels), 400 s 
(almond kernels), and 460 s (peanut kernels).  

 
Fig. 9.   Dependence of changes in the mass of the extracted oil obtained 

during the pressing of different seeds 

3.5. Discussion 

Based on a thorough analysis of various investigations on the 
processes of oil extraction from different seeds and kernels of oil-
containing plants, particularly [1–3], the present research is fo-
cused on developing and experimental testing of the control sys-
tem allowing for regulating various operational parameters of the 
pressing process. While performing further investigations on the 
considered subject, a comprehensive analysis of the influence of 
these parameters on the quantitative and qualitative characteris-
tics of the extracted oil is to be conducted.  

Considering the results shown in Figs. 6–9, the control system 
is programmed in such a way that the oil extraction process does 
not start until the temperature of the pressing chamber reaches 
the prescribed temperature. This regulation has been implement-
ed on the basis of numerous research results, particularly [5, 6, 
19, 20, 22], which substantiate the fact that the temperature of the 
pressing chamber significantly influences the productivity of the oil 
extraction process and the qualitative parameters of the oil. On 
the other hand, the temperature of the extracted oil also affects its 
qualitative and taste characteristics [6, 19, 22]. Therefore, while 
implementing the corresponding control algorithms of the cooler 
(fan) operation, the general ideas presented in [24] have been 
considered. 

Tab. 2. Experimental data defining productivity of the pressing process 

Seed 
type 

Oil mass 
[g] 

Pressing dura-
tion [s] 

Oil extraction produc-
tivity [kg/h] 

Peanut 100 460 0.78 

Sunflower 100 300 1.2 

Walnut 100 340 1.06 

Almond 100 400 0.9 

Obviously, the maximal working temperature of any electric 
motor should be limited. The nominal temperature is usually pre-
scribed by the manufacturer. In order to restrict the drive damage 
(breakdown) due to motor overheating, the additional cooler (fan) 
is used. The latter allows for maintaining the almost constant 
temperature of the electric motor during the pressing process. 

Some ideas for implementing the corresponding control algo-
rithms have been chosen from [25, 26]. 

The last parameter that has been monitored during the crew 
press operation is the mass of the extracted oil, which was initially 
set by the operator (consumer). This parameter allows for approx-
imately determining the productivity of the pressing process for 
different seeds and kernels. In the current research, the main 
attention has been focused on four products: sunflower seeds; 
peanut, almond, and walnut kernels. The nominal oil mass of 
100 g has been chosen for conducting the experiments. The 
pressing processes, which do not take into account the preheating 
duration, last for about 300 s (sunflower seeds), 340 s (walnut 
kernels), 400 s (almond kernels), and 460 s (peanut kernels). 
These data allow for determining the productivity of the consid-
ered screw press for the mentioned seeds and kernels. Consider-
ing the experimentally obtained results shown in Tab. 2, the con-
clusions about their satisfactory agreement with the manufactur-
er’s technical documentation presented in [27] can be drawn. 

4. CONCLUSIONS 

The paper considers the possibilities of automation of the oil 
extraction process performed by means of the small household 
screw press LiangTai LTP200. The latter is intended for extracting 
oil from the following seeds and kernels: peanut, sesame, rape-
seed, sunflower, almond, flaxseed, mustard, walnut, perilla, soy-
bean, hemp, etc. Considering the basic design parameters of the 
press and the main technological requirements set to the oil ex-
traction process, the corresponding control algorithm is developed 
(see Fig. 3). The proposed control system provides the possibility 
of regulating the screw rotational frequency and the temperature 
of the pressing chamber. In addition, the electric motor tempera-
ture and consumption current are limited in order to prevent drive 
damage (breakdown). Depending on the oil mass required by the 
consumer, the control system stops the pressing process when 
the necessary mass is reached. The mentioned temperatures are 
limited by means of applying additional electric coolers with ad-
justable rotational frequencies depending on the temperature 
value. 

Based on the developed algorithm, the corresponding control 
system is implemented and experimentally tested. The obtained 
results show that the pressing chamber preheating process lasts 
for about 3 min (170…190 s). The maximal temperature of the 
chamber does not exceed 44°C due to the application additional 
cooler (fan). Herewith, the temperature of the extracted oil does 
not rise over 61°C. In order to restrict the electric motor overheat-
ing, the corresponding cooler is switched on, when the motor 
temperature rises over 70°C. Therefore, this temperature changes 
within the range of 69...71°C during the whole pressing process. 
The nominal oil mass of 100 g has been chosen for conducting 
the experiments. The pressing processes, which do not take into 
account the preheating duration, last for about 300 s (sunflower 
seeds), 340 s (walnut kernels), 400 s (almond kernels), and 460 s 
(peanut kernels). Therefore, the corresponding oil extraction 
productivity of the considered press is the following: 1.2 kg/h, 
1.06 kg/h, 0.9 kg/h, and 0.78 kg/h. 

While performing further investigations on the considered sub-
ject, a comprehensive analysis of the influence of the controllable 
temperature parameters on the quantitative and qualitative char-
acteristics of the extracted oil is to be conducted. 
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Abstract: Constant development of robotics forces scientists and engineers to work on robots that are more visually and rigidly compatible 
with the environment around us. To make this possible, new flexible structures are necessary that enable programmatic shape change.  
To meet this need, in this work we present the concept and modelling methodology of a new structure enabling shape change  
using electromagnetic forces produced in liquid metal conductor and its stiffening using a granular jamming mechanism. This work presents 
the structure concept, the description of modelling methodology and empirical validation including the magnetitic field, scanned by magnetic 
field camera, and displacement distribution. 

              Key words: Soft robotics, Soft actuator, Shape morphing composite, Programmable structures, Multiphysics simulation 

1. INTRODUCTION 

As robotics becomes more and more popular, to a certain de-
gree, it forced robot to become more compatible with the current 
environment. To meet these challenges an entire branch of science 
called soft robotics was created and is being developed. Main areas 
of research in the field of soft robotics relates to the development 
of new structures dedicated for specific tasks, such as swimming 
[1], flying or walking [2] and moving in the more natural manner. It 
is also possible to find many different soft robotics applications as 
a gripper [3] which can hold various objects with different shapes, 
sizes and weights. Examples of soft robotics being used not only in 
classical robotics applications but also in other fields of studies. 
Similar structure we can find in medical devices e.g. touchless hu-
man-computer interaction using magnetic skin [4] which has the po-
tential of reducing the infections associated with check-ups and sur-
geries.  

Soft robotics structures usually are built of common materials 
like silicone rubber compounds and other polymers. In this context, 
a lack of innovative solutions, which could increase application po-
tential and guarantee better compatibility of a robot with its sur-
roundings is observed. Development of alternative solutions, such 
as new classes of structures, i.e., new smart material or program-
mable structures, could accelerate development of the field. Au-
thors from all over the world are trying to work on it. Soft robotics is 
an emerging field of science and technology with a lot of potential 
for its advancements.  

Various types of actuators and stiffness changing mechanism 
are used in soft robotics. Previous works have suggested various 
actuators inputs like temperature [5], light [6], pressure [7, 8] or 

magnetic field [9]. Additionally, electroactive polymers (EAP) can 
be used as an actuator which can predict the whole bending behav-
iour of the EAP actuator dynamically [10]. Even though the above-
mentioned solutions can be considered as good advancement in 
the field of soft robotics, they bring along some disadvantages, for 
example, pneumatic actuators have longer reaction time of approx-
imately 0.5s [11]. Additionally, some of them require dangerous 
high activation voltage ranging between thousands of volts [12] 
which puts forward threat to humans. 

To address the above-mentioned problems, we have proposed 
a structure that allows for rapid shape change with the low voltage 
using the Lorentz force generated in liquid metal conductor [13]. 
Additionally, the structure we have proposed can be stiffened after 
deformation using a granular jamming mechanism which increases 
its performance. The above-mentioned structure is an extension of 
our previous work [8] by adding a double layer of coils filled with 
liquid metal, which made it possible to increase the structure per-
formance. We also proposed a different shape of the coils, thanks 
to which we can obtain more complex shapes. Additionally, we pro-
posed the new modelling methods that includes the multiphysics 
simulations. In this work, we will focus on presenting the concept 
and characterization of a single volumetric pixel (voxel) structure, 
which, when combined in multi-voxel composite, can be morph into 
many different shapes [14, 15, 16, 17].  

2. GENERAL CONCEPT 

The proposed structure, which is shown in Fig. 1 and 2, takes 
advantage of a combination of two phenomena, development of the 
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Lorentz force in a liquid metal conductor (like gallium or EGaln) and 
granular jamming [23]. The structure consists of a granular core, 
made of coffee grains, and 4 hexagonal coils in pairs. The coils are 
fabricated by generating the microchannels in silicone rubber eco-
flex 0020 (Smooth-On, Inc.) and then filling them with gallium. Since 
the silicone rubber has the Young Modulus of about 0.055 MPa, 
and the tension/ bending resistant of liquid metal is almost equal to 
0, it allows the structure to be very flexible. It this solution, the coils 
are in series connection with each other so that the effect of the 
Lorentz force is doubled. Therefore, when the current carrying sam-
ple is placed in a magnetic field, a force is induced which allow the 
structure to bend. Furthermore, due to the presence of the granular 
core, filled with ground coffee, it is possible to freeze the shape by 
vacuum and granular jamming effect [18]. The mentioned phenom-
enon may also work with other granulates, but due to its very good 
mechanical properties, we chose coffee [19]. 
 

 
Fig. 1.    A shape transforming actuator concept. As shown in the figure  

a and b, the structure consists of four coils, two on each side  
(1, 2 and 3, 4) connected in series comprising a granular core  
in between (5). Additionally, the sample is equipped with vacuum 
(6) and electrical (7) inputs 

 
Fig. 2.   This diagram shows the Lorentz force in action which causes  

the deformation of the sample. When the sample is placed  
in the magnetic field from a cylindrical permanent magnet,  
and current is supplied, the sample undergoes morphing due  
to the Lorentz force. This morphed shape can be frozen  
because of the presence of the granular core.  B- magnetic field, 
I- current, F- resulting force 

3. MULTIPHYSICS SIMULATION 

The multiphysics simulations were performed in LS-DYNA en-
vironment using the coupling of mechanical and electromagnetic 
solvers (EM). Model, which is shown in Fig. 3, includes the cylindri-
cal magnets (120 mm x 40 mm) modelled by solid elements that 

are roughly 5 mm in size and the constant coercive equal to 900 
𝑘𝐴

𝑚
. 

The sample, which represents the single voxel, was modelled by 
solid elements with the size of about 1 mm. The silicone was mod-
elled by linear elastic material model with Young Modulus 0.055 
MPa. This is a certain simplification, but research shows that for 
small deformations, lower than 30%, silicone shows linear behav-
iour [20]. This approach was also used in the different papers [23]. 
The granular core was created using user-defined elasto-plastic 
material model described precisely in the work [21], which is an ex-
tension of the von Mises with a different plasticity radius for tension 
and compression. Model includes the influence of vacuum pressure 
on the mechanical behaviour. The material’s constants for coffee 
grains were taken from the paper [21]. The boundary conditions are 
similar to the empirical tests, the lowest surface is constrained, and 
the current applied to the coils increases linearly from 0 to 5 A. The 
magnet poles are analogous to test conditions. Using the prepared 
model, the EM solver calculates the magnetic field distribution 

based on Maxwell’s equations and then by the equation,   𝐹⃗⃗⃗⃗ =

 𝑗  𝑥 �⃗�   (F- Lorentz force, j-current density, B-magnetic field) the Lo-
rentz force in gallium conductor. Since the integration timestep is 
the same for electromagnetic (EM) and mechanical solver after 
these calculations, the mechanical solver is able to calculate the 
sample deformation. We performed calculation and in the next 
chapters, we have compared the magnetic field distribution and 
sample displacement with empirical results.   

 

Fig. 3.   Rendering LS-DYNA numerical model for multiphysics 
simulations containing general description of major functional 
parts of the system under study 

4. SAMPLE FABRICATION 

      To check the proposed modelling methodology, it was neces-
sary to prepare a test sample. The initial step in manufacturing it 
was to design in Solidworks CAD various parts which were later 
fabricated using Reise 3D pro2 plus printer. For the molds fabrica-
tion the Polylactic acid (PLA) was used. The next step was to fill the 
molds with silicone rubber ecoflex 00-20 (smooth-on) [22]. Each of 
the silicone molds was cured in classical laboratory dryer with 
50𝑜C, and the curing time was ≈ 25 min. Later, the layers were 
separated from the molds and attached with one electrode per 
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layer. To complete the circuit, two layers were sticked together such 
that current carrying coils are in series with each other. Samples 
from negative molds were glued together thanks to a thin layer cre-
ated with a spin-coater. The next step was to fill the coils with liquid 
gallium by injecting a syringe to one end of the coil and pushing the 
preheated liquid metal through both the layers of voxels. Towards 
the end of synthesis of the sample, a granular core was incorpo-
rated in the assembly which was filled with fine coffee grains. In the 
final step the housing and pneumatic input were added. The manu-
facturing process is depicted in Fig. 4.   

 

Fig. 4.   Composite preparation scheme: a) FDM printed coil moulds,  
b) coil moulds were poured in with silicone rubber, c) silicone 
rubber mouldings with elastic coils were inserted with electrodes, 
d) elastic coil moulding comprised of two glued together layers  
of silicon rubber, injected with liquid gallium, e) integration  
of the elastic liquid metal coil with granular core pocket,  
f) complete sample 

5. EMPERICAL TESTS AND MODEL VALIDATION 

5.1. Magnetic field 

      The distribution of the magnetic field produced by a cylindrical 
magnet was measured with the MagCam magnetic field scanner 
equipped with minicube 3D camera. This sensor, thanks to the ma-
trix of more than 16000 hall sensors, allows to measure the mag-
netic field with the high resolution about 0.1 mm. All individual sen-
sor allows to measure the 3 components of magnetic field (Bx, By, 
Bz) and present a graph which magnetic field distribution of the 
entire specified range. We scanned the magnetic field in volume 80 
mm x 80 mm x 56 mm what is visualized in Fig. 5c, d. The meas-
urement with the Magcam was performed 3 times to get the most 
accurate data and compatible data. The magnetic field distribution 
recorded by Magcam scanning and simulation is shown in Fig. 5. 
Despite the fact that we scanned the entire volume, the results 
were compared for two surfaces 50.5 and 20.5 mm above the mag-
net surface which is visualized in Fig. 5a and Fig. 5b respectively. 
As we can see the general distribution is similar for both test and 
simulation. The magnetic field is greater at the lower position in the 
centre of the sample, at point A, and is equal to 0.23 T for both test 
and simulation. At point B and C the values are 0.19 T. In line with 

theoretical predictions, the magnetic field decreases with distance 
from the source. At the higher position (55.5 mm above the magnet 
surface) magnetic field is equal 0.113 T, 0.087 T and 0.084 in point 
A, B and C respectively. In this case the simulation returns slightly 
different results. In the centre we can see 0.112 T and on the sides 
0.085 T. The overall distribution at this position is comparable, and 
the maximum error does not exceed 3%. 

 

Fig. 5.   Empirical tests and simulation of magnetic field distribution:  
a) and b) corresponding the area presented in c)  
and d) respectively 

5.2. Deformation distribution 

Deformation distribution, which is shown in Fig. 6a, was rec-
orded by a camera with 50MPixels and a laser sensor OMRON ZX 
1-LD300A81 which was able to measure the sample displacement. 
The measurement point was placed in the sample’s centre line, 45 
mm above the magnet area. The tests were performed for 5 vac-
uum pressure values (0, 0.02, 0.04, 0.06, 0.08, 0.1MPa). Each test 
was repeated 3 times. Fig. 6a presents the sample deformations 
for the different values of current for the atmospheric pressure (up-
per row) and the vacuum pressure 0.1MPa (lower row). Fig. 6b pre-
sents the displacement in function of current for the highest and 
lowest vacuum pressure for empirical research as well as for simu-
lations. Additionally, Fig. 6c shows the maximum sample deflection 
in function of vacuum pressure. It can be seen that the maximum 
deflection for the current 5A is equal to 10.4 mm for the atmospheric 
pressure. It can be seen that the sample deformation for the maxi-
mum vacuum pressure is almost 10 times lower. Generally, we can 
find the strongly nonlinear characteristic between maximum deflec-
tion and vacuum pressure. Fig. 6b shows really good correlation 
between the simulation and experiments, usually lower than 5% in 
the whole current range.  
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Fig. 6.   Sample deformation modes a), composite displacement  
in function of charge current b), maximum displacement  
in function of vacuum pressure c) 

5.3. Future morphing composite  

Proposed voxel which showed its good properties by being 
combined into multi-voxel structure could create the deformable 
composite which could be able to deform in multiple shapes. It is 
shown as a concept in Fig. 7 where initially flat structure (Fig. 7a) 
can deform in shape 1 (Fig. 7b) or shape 2 (Fig. 7c). Thanks to 
granular jamming effect structure could be also frozen after the de-
formation and therefore would have the ability to bear loads. 

 
Fig. 7.   Concept of a morphable composite material comprised  

of electromagnetically controlled volumetric pixels (voxels).  
a) a flat plate comprised of voxel with independent control  
b), c) deformation modes of the composite induced  
by the Lorentz force arising when charge current is applied 
selectively to the one most outer rows of voxels  
and to the center voxels respectively, while the whole structure  
is placed in the vicinity of external magnetic field 

6. CONCLUSION  

This work shows the concept of the new volumetric pixel (voxel) 
structure able of changing its shape under Lorentz force generated 
in liquid metal conductor and retaining it by employing a granular 
jamming mechanism. This concept is an extension of our previous 
work presented in paper [23] where we proposed the e-morph ac-
tuator. The structure presented in this work consists of double-lay-
ered coils, which increase the number of turns and thus the value 
of the Lorenz force by the factor of two, while ensuring much better 
compactness of the structure because both electrical current leads 
are located at the bottom of the structure. This is an undoubted ad-
vantage of this structure. Compared to our previous works, here we 
proposed a hexagonal shape of the coils, not a rectangular one, 
thanks to which we can obtain more complex deformation shapes. 
The work showed that the maximum deformation of the structure is 
10.4 mm and the stiffness of the structure after applying negative 
pressure can increase almost tenfold. 

In this work we also presented innovative methods for modeling 
and empirical measurement for the proposed structure. Usually for 
similar structures, Scientists calculate the Lorentz forces in sepa-
rate solvers or by analytical methods and then just applied them as 
a point or linear forces in mechanical solvers. Thanks to our ap-
proach and the use of multiphysics simulations, we can obtain a 
very good correlation with the experiment even in a strongly non-
homogeneous magnetic field. The general error in magnetic field 
distribution in comparison with Magcam measurement was lower 
that 3%, but the maximum error for deformation was lower than 5%. 
This proves that our method works correctly, and we can use it to 
further develop the structure.  

The proposed voxel structure can be used in the future e.g., as 
a building block for a morphable composite material in which its 
shape can be controlled by selectively generating the Lorenz force 
locally, for particular set of pixels, as shown in Fig. 7, enabling dif-
ferent modes of the structure. Such a structure would require an 
extensive development process, but we see huge potential for it. 
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Abstract: The growing interest in biodegradable scaffolds for bone regeneration created a need to investigate new materials suitable  
for scaffold formation. Poly(lactic acid) (PLA) is a polymer commonly used in biomedical engineering, e.g. in tissue engineering  
as a biodegradable material. However, the mechanical behavior of PLA along its degradation time is still not explored well. For this reason, 
the mechanical properties of PLA scaffolds affected by incubation in physiological medium needs to be investigated to show the potential 
of PLA to be used as a material for biodegradable scaffold formation. The purpose of this research is to determine the mechanical  
properties of PLA scaffolds before and after incubation, and to apply constitutive material models for further behavior prediction. Two sets 
of PLA scaffolds were printed by the 3D printer “Prusa i3 MK3S” and sterilized by ultraviolet light and ethanol solution. The first set  
of specimens was incubated in DMEM (Dulbecco’s Modified Eagle Medium) for 60, 120, and 180 days maintaining 36.5 °C temperature. 
The mechanical properties of the scaffolds were determined after performing the compression test in the “Mecmesin MultiTest 2.5-i” testing 
stand with a force applied at two different speed modes. The obtained data was curve fitted with the hyperelastic material models  
for a model suitability study. The second set of specimens was incubated in PBS (Phosphate Buffered Saline) for 20 weeks and used  
in a polymer degradation study. The obtained results show that the mechanical properties of PLA scaffolds do not decrease during  
incubation in physiological medium for a predicted new bone tissue formation period, though hydrolysis starts at the very beginning  
and increases with time. PLA as a material seems to be suitable for the use in bone tissue engineering as it allows to form biocompatible 
and biodegradable scaffolds with high mechanical strength, required for effective tissue formation. 

Key words: scaffold, bone regeneration, poly(lactic acid) (PLA), biodegradable polymers, mechanical properties, hyperelasticity

1. INTRODUCTION 

The increasing average age and the growing frequency of 
bone and joint disorders [1] lead to a greater need for the use of 
polymeric scaffolds [2], which makes the composition of a scaffold 
and the production methods of the ideal scaffold particularly im-
portant. Scaffolds are used in the treatment of bone fractures, 
especially in people with bone diseases, e.g. osteoporosis, be-
cause the bone has a reduced ability to repair itself, and scaffolds 
support the growth of bone tissues [3,4]. 

In order to create a suitable and adapted biodegradable scaf-
fold for effective bone healing, the desired bone regeneration time 
should be considered, which can vary in duration and depend on 
many factors: human health, age, bone size, trauma, received 
load, etc. [5]. However, adjusting the mechanical and degradation 
properties of the scaffold to the required ones is not an easy task. 
The composition of the scaffold, its structure, manufacturing 
method, and the environment in which the scaffold operates are 
the key factors in determining whether the scaffold will maintain 
the desired functions over time [6]. It is well known that poly(lactic 
acid) (PLA) itself possesses certain mechanical properties that 

influence the scaffold's behavior. It is a stiff material with relatively 
low ductility and does not form toxic compounds during hydrolysis, 
therefore, it has been used in biomedicine for a long time [7].  
Moreover, its mechanical properties can be modified by adjusting 
the printing parameters, blending with other materials, or incorpo-
rating additives such as reinforcing fibers or particles. PLA com-
posites and manipulation of their mechanical properties by creat-
ing different scaffold compositions are widely discussed in the 
literature [8,9,10]. However, hydrolysis of these composites may 
release substances that alter pH or otherwise emerge an immune 
response [11]. The manufacturing method also determines the 
change in the properties of the scaffold and should be selected, 
for example, according to the desired size of the pores or the 
temperature resistance of the material [12]. 

Mechanical properties such as compressive strength, tensile 
strength, and elastic modulus are commonly evaluated to assess 
the scaffold's mechanical integrity [13]. Moreover, the mechanical 
strength of the 3D-printed PLA scaffold is a critical factor for suc-
cessful bone regeneration. It determines the scaffold's ability to 
provide initial structural support and withstand mechanical forces 
during healing. This raises a new challenge for this study: not only 
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to determine whether the polymer is suitable for use in the bone 
regeneration process and retains its mechanical properties for the 
required time but also to check the suitability of constitutive mod-
els to predict further material behavior [14]. 

Common printing techniques include fused deposition model-
ing (FDM), stereolithography (SLA), and selective laser sintering 
(SLS). Each technique has its advantages and limitations in terms 
of resolution, accuracy, and mechanical properties. For example, 
FDM-printed scaffolds tend to have anisotropic mechanical prop-
erties due to the layer-by-layer deposition process. Recently, 3D 
printing is increasingly used in various fields of science and indus-
try, due to the possibility of creating models with complex shapes 
while maintaining high quality standards and high precision 
[15,16,17]. The advantage of using 3D printing in the production of 
scaffolds is the possibility of obtaining individual projects with a 
resolution in the micrometer scale and production without wasting 
materials. 3D printing technology allows for greater possibilities of 
producing scaffolds in relation to the size and distribution of pores 
[18,19]. 

Therefore, the purpose of this research is to investigate the 
mechanical properties of PLA scaffolds for bone regeneration and 
their changes after incubating the scaffolds in physiological medi-
um as well as to determine the degradation of the scaffolds over 
time. The study addresses the change in the mechanical proper-
ties of PLA and the ability to meet the mechanical sustainability of 
bone tissue. 

2. MATERIALS AND METHODS 

The research was performed in the laboratories of Vilnius 
Gediminas Technical University. PLA scaffolds with 90% porosity 
were printed by the 3D printer “Prusa i3 MK3S” using FDM (Fused 
Deposition Modeling) technology. A nozzle temperature of 215 °C 
and a heated bed temperature of 60 °C were set for the 3D print-
ing. This printer has a nozzle diameter of 0.4 mm. In order to 
ensure the favorable performance of printed products, the layer 
height should be adjusted to the diameter of the nozzle. This 
procedure affects the value of interlayer cohesion. A widely ac-
cepted mathematical model is used to determine the optimum 
printed layer height: h ≤ 0.75 ∙ D [20]. CAD model used to print 
specimens is presented in Fig. 1, and 3D printed PLA scaffolds 
are shown in Fig. 2. Two sets of PLA scaffolds were printed: the 
first set was used to determine the mechanical properties of the 
scaffolds, while the second one was involved in a polymer degra-
dation study. The outer dimensions of the printed sample were 
checked with a micrometer. Regarding length and width dimen-
sions, PLA  revealed the accuracy with a minimum shape error of 
0.05%. 

 
Fig. 1. CAD model, used for 3D printing of scaffold specimens 

 

Fig. 2. 3D printed PLA scaffolds 

For the more reliable scientific study, specimens must be 
sterilized to avoid microbial contamination. Contaminated contain-
er, specimen, or incubation medium can cause unwanted bacterial 
growth and formation of enzymes, which might affect PLA hydrol-
ysis. For this reason, the printed scaffolds were sterilized using 
ultraviolet light and 70% ethanol solution. Such methodology was 
selected after analyzing method efficiency and possible impact on 
the mechanical properties of the polymer [21]. 

In order to determine the mechanical properties of PLA scaf-
folds, a variety of methods are used providing diverse data on the 
similarities of scaffold mechanical properties with the ones of 
natural bone tissue. Such data can be used to develop superior 
scaffolds for bone regeneration. The method applied in this study 
is scaffold incubation in physiological medium. DMEM (Dulbecco’s 
Modified Eagle Medium) is a widely used base medium for the 
growth of many mammalian cells, such as fibroblasts, neurons, 
glial cells, human umbilical vein endothelial cells (HUVEC), mus-
cle cells, and other cell lines. PLA scaffolds were incubated in a 
sterile DMEM, maintaining a temperature of 36.5 °C. 20 identical 
samples were printed from PLA. Specimens were separated into 4 
groups and each group was incubated for a different period of 
time: non-incubation period, 60, 120, and 180 days (Fig. 3). 

 

Fig. 3. Incubation of scaffold specimens in DMEM 

The mechanical properties of PLA scaffolds were identified af-
ter each incubation period. The compressive force of 800 N was 
applied to each specimen for 20 cycles at two different loading 
speed modes: 500 mm/min and 10 mm/min. To study the me-
chanical properties of PLA scaffolds, the forces acting on the 
place where the scaffold will be implanted should be taken into 
account. When a person walks or runs, the force starts to rise 
from zero when the weight is transferred from the rear leg to the 
front leg. When walking slowly, a force equal to the weight of a 
person acts on one leg (suppose a person weighs 80 kg, the force 
acting on his legs while walking would be equal to a force of 800 
N). The maximum loading speed of the testing machine of 500 
mm/min was chosen to simulate the mechanical load on the leg 
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bone during slow walking. 10 mm/min simulates the mechanical 
load of the arm support. Low-cycle fatigue tests were applied. All 
experiments were performed in the “Mecmesin MultiTest 2.5-i” 
force testing stand (Fig. 4). The MultiTest-i is a versatile tensile 
and compression tester controlled by Emperor software running 
on a PC. The measurement accuracy is ±0.1% or ±0.25% of the 
capacity of the load cell. The loadcells measure from zero and 
cover the range ffrom 2 N right up to 2.5 kN. 

 
Fig. 4.   Compression test performed in the “Mecmesin MultiTest 2.5-i”      

force testing stand 

In addition, a degradation study was performed to determine 
PLA hydrolysis in time. For this purpose, PLA scaffolds were 
incubated in PBS (Phosphate Buffered Saline) solution for 20 
weeks, maintaining 36.5 °C temperature. Every week specimens 
were taken out of a buffer, dried, and weighed by analytical 
scales. Additionally, the pH level was measured using a calibrated 
pH meter. After that, all specimens were placed in a fresh PBS 
buffer for further incubation. Transferring samples to fresh PBS 
buffer after pH measurement and drying helps to maintain a con-
stant environment for further incubation. This ensures that any 
changes in the specimens are due to the experimental conditions 
rather than potential variations from the previous buffer. It pro-
vides a stable baseline for accurate and reliable results in medical 
research. Observation of the surface of the samples was carried 
out on a confocal microscope (Olympus Olympus Lext OLS 4000) 
after various incubation times in PBS solution. 

3. RESULTS  

3.1. Mechanical properties study 

The mechanical properties study of PLA scaffolds consists of 
two parts: A and B, each corresponding to different compressive 
loading speed mode of 500 mm/min and 10 mm/min, respectively. 

Study A suggests that maximum strain values in the scaffolds 
with respect to compressive loading increase over the incubation 
period. During 6 months of incubation, these values changed on 
average by 0.0073, and, as shown in Fig. 5A, linear and polyno-
mial regressions of data can help to predict the increase of maxi-
mum strains during incubation over a longer period of time. The 
trend of the results in study B is the same: the maximum strain 
values of PLA samples increase over time. During 6 months of 

incubation, the maximum strains in PLA scaffolds changed on 
average by 0.0015, and regression models (Fig. 5B) suggest that 
these values will slightly increase along degradation time. 

Stress and strain curves of study A (Fig. 6) show that the 
curve shifts more to the right along the x-axis with increasing 
incubation time but there are no other features that could be 
compared. Meanwhile, stress and strain curves of study B (Fig. 7) 
show no significant changes between incubations. Comparison of 
studies A and B showed no clear differences that could be distin-
guished (test data in Fig. 6 and 7 are marked in red). 

 

Fig. 5.  
Maximum strain values in the scaffolds with respect to 

             compressive loading at two different loading speed modes: 500   
             mm/min (A) and 10 mm/min (B) 

 

In addition, constitutive material models were curve fitted to 
the test data for further analysis and the possibility to predict the 
mechanical behavior of PLA scaffolds with respect to incubation 
time. Various constitutive models suitable for the prediction of 
material behavior are described in the literature [22]. Due to the 
nonlinear stress and strain feature, the classical linear elastic 
model is not suitable for large deformations. Thus, taking into 
account the nature of this biodegradable polymer, common hy-
perelastic material models were used: the 2nd order reduced 
polynomial model and the Mooney-Rivlin model. The development 
of such models makes it possible to predict the mechanical be-
havior of a biodegradable scaffold during its life cycle. The stress 
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and strain diagrams for both studies are presented in Fig. 6 and 7, 
showing the fitted Mooney-Rivlin (blue line) and reduced polyno-
mial (green line) curves. 

 

 

 

 

 
Fig. 6.  Study A: stress and strain test data curve fitted with the   
             hyperelastic material models (loading speed is 500 mm/min): 0  
             months – unincubated samples; 2, 4 and 6 months – incubation  
             period 
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Fig. 7.  Study B: stress and strain test data curve fitted with the  
             hyperelastic material models (loading speed is 10 mm/min):  
             0 months – unincubated samples; 2, 4  
             and 6 months – incubation period 

 
The Mooney-Rivlin hyperelastic model is commonly used 

when modeling the nonlinear behavior of high-strain uncom-
pressed materials [23]. It is important to understand that this 
model does not provide any specific insight into the behavior of 
the material. It is only a curve of various polynomial data that 
allows to predict further behavior of the polymer. Fig. 6 and 7 
show that the reduced polynomial model is less accurate than the 
Mooney-Rivlin model. The material parameters C10 and C01 of 
the Mooney-Rivlin model as well as C10 and C20 of the reduced 
polynomial model were examined for each specimen (Tables 1 
and 2). 

Tab. 1.  Study A: material parameters of the Mooney-Rivlin and reduced  
polynomial models 

Incubation 
time, months 

Mooney-Rivlin 
2nd order reduced 

polynomial 

C10 C01 C10 C20 

0 –26.8901 26.1858 –0.1948 59.5980 

2 –26.0619 25.2424 –0.2288 50.9024 

4 –26.8167 26.0130 –0.2104 49.6285 

6 –25.3135 24.3870 –0.2692 36.4299 

Tab. 2.  Study B: material parameters of the Mooney-Rivlin and reduced 
polynomial models 

Incubation 
time, months 

Mooney-Rivlin 
2nd order reduced 

polynomial 

C10 C01 C10 C20 

0 –28.8934 28.0161 –0.2577 63.2575 

2 –30.3108 29.5503 –0.2734 55.4032 

4 –27.7097 26.8852 –0.2747 53.5780 

6 –27.5727 26.7106 –0.3015 50.5683 

 
The regression of the Mooney-Rivlin material parameter C10 

for studies A and B are shown in Fig. 8. The coefficients obtained 
during this curve fitting reveal that the material is unstable for all 
strains because the sum of the coefficients is below zero. Howev-
er, with these coefficients, it is still possible to model a longer-term 
incubation stress and strain curves and predict further mechanical 
behavior of the scaffolds. 

 
Fig. 8. Evolution of Mooney-Rivlin material parameter C10 in time 

3.2. PLA degradation study 

The results of the PLA degradation study show that on aver-
age the scaffolds lost about 10% of their weight during the incuba-
tion time of 20 weeks. The scatter of the results and their regres-
sion is shown in Fig. 9. By modelling further PLA degradation, it 
can be estimated that PLA would lose up to 20% of its weight over 
the next 14 weeks of incubation. 

 
Fig. 9. PLA weight loss over time 
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The observed degradation is quite high, which possibly occurs 
due to the erosion of the scaffolds. However, the present study 
confirms that while PLA scaffolds degrade, no toxic compounds 
that would cause an adverse reaction in the human body or during 
cell growth in vitro are produced. In addition, the pH level meas-
ured throughout the study did not change much and remained in 
the range of 7.0 to 7.4. No precipitation or color change was 
observed as well. 

Figure 10 shows the surface of printed scaffolds conditioned 
at different times. Fig. 10a shows a PLA sample before incubation 
in solution. Printed paths have an even surface. There are no 
widenings in the print paths overlapping subsequent layers, which 
is visible in samples after incubation in the solution. The surface 
area of the samples after 5 and 10 weeks was similar (Fig. 10b 
and c). The 3D printing paths are of equal size and the scaffold 
walls have the regular shape of the FDM filament extruder. The 
first changes in the shape of the scaffold walls are visible after 15 
weeks. The walls of the scaffolds have narrowing, especially in 
the spaces where the filament does not lean against the wall from 
the lower layer (Fig. 10e). In addition, there are pits on the sur-
face, which additionally indicate the degradation process (Fig. 
10f). Extending the incubation time of the printed scaffolds result-
ed in further degradation (Fig. 10d). The walls of the scaffolds 
were irregular, with large narrowings, and the last layer separated. 

 
Fig. 10.  Surface of printed scaffolds after different incubation time in PBS   
              solution: a) 0 weeks, b) 5 weeks, c) 10 weeks, d) 20 weeks, e, f)  
              15 weeks 
 

 

4. DISCUSSION   

PLA polymer and other copolymers of this material have been 
widely studied for many years and have a wide range of applica-
tions [24]. Although the polymer is being studied at a fundamental 
level, further research is needed for a more complete understand-
ing of its material properties. This paper presents a way to study 
the mechanical properties of PLA by manipulating environmental 
conditions such as temperature, incubation medium, or incubation 
time. The study confirms that PLA scaffolds are very strong and 
can withstand extremely high loads. 

The results obtained during the present study suggest that the 
PLA scaffolds did not lose their mechanical strength over incuba-
tion time unlike the PLA-PCL copolymer, which was studied by 
Vieira et al. [9]. In their study, the authors found that under incuba-
tion conditions similar to ours the Mooney-Rivlin model parame-
ters of PLA-PCL change much faster, and the material parameters 
of scaffolds incubated for 16 weeks are twice as big as the ones 
of non-incubated specimens. Also, comparing the results pub-
lished by Tew and Bhatia [25] with the ones in the Vieira’s study 
[9], the most suitable mathematical model for describing the be-
havior of polymers was identified to be the Mooney-Rivlin. Some 
experiments that determined the accuracy of this model and its 
possible further applications for the prediction of the material 
behavior can also be found in the literature [9,23,25,32]. 

The experimentally determined nonlinear behavior of the ma-
terial in the present study increases the importance of computa-
tional modeling, which can help to understand how the scaffold 
will behave in a given environment, and to optimize the application 
of the scaffold for the use in the medical field. A number of devel-
oped mechanical behavior models are used to predict the behav-
ior of a material under different loads and environments [22]. 
These models, if used correctly, can provide insights into the 
response and subsequent behavior of the required material. Due 
to the strong interest in this field from both science and industry, 
the computational modeling of material behavior is and will be-
come more important in the future. 

Despite all the advantages of process optimization and micro-
structural characterization, there is still a lack of an understanding 
of the mechanical behavior of porous scaffolds while in the human 
body [6]. One of the unique properties of biodegradable polymers 
is their ability to degrade under biologically favorable conditions 
[26]. Degradation, which is a major reason for the successful use 
of PLA for medical applications, depends on the molecular weight 
and microstructure of the material, the degree of crystallinity, and 
the applied chemical and mechanical loading. 

While comparing the results obtained during the present study 
with the ones published in [9] where PLA-PCL composite scaf-
folds lost 20% of their weight in 28 weeks and a greater change in 
mechanical properties was observed, it can be concluded that 
PLA scaffolds degrade at a similar rate but do not lose their me-
chanical strength. Also, a comparison with the study published by 
Guo et al. [27] can be made, in which PLA weight loss of 83% 
after 240 days of incubation in physiological medium was ob-
served. Compared to the results obtained in the present study, the 
degradation of PLA differs significantly, and by following our esti-
mated degradation model, we can expect up to 20% of PLA deg-
radation over the next 100 days of incubation. However, with the 
prolonged incubation, the degradation described by linear regres-
sion can progress to become exponential thus increasing to signif-
icantly higher numbers. 
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The surface of printed scaffolds can undergo changes over 
time when incubated in a phosphate-buffered saline (PBS) solu-
tion. The specific changes observed depend on several factors, 
including the material composition of the scaffold, the printing 
technique used, and the environmental conditions during incuba-
tion. Initially, the degradation process was slow, which is con-
firmed by the literature. Weight loss of conditioned samples was 
small after 10 weeks, and there were no significant differences on 
the surface, similar behavior of scaffolds is in the work [27,29]. In 
the work [29], it was noticed that the parallel arrangement of 
beams in a layer of the printed scaffold, and the arrangement of 
successive layers at an angle of 90°, may contribute to faster 
degradation. In paper [30], a PLA scaffold was studied and com-
pared to a PLA composite with 316L powder. Degradation was 
tested after 1 week and 1 month. Already after a week, the first 
defects between the printed layers were noticed, which increased 
with the extension of the incubation time. In the work of Zhu et al. 
[31], in which pure PLA was compared with PLA with PEG addi-
tion, the biodegradation process in PBS solution after 4, 8 and 24 
hours was studied. It was noted that the biodegradation of PLA is 
a slow process, as no changes were observed after 24 hours. 
This work also noted a longer biodegradation time as mentioned 
in Section 3.2. the first changes in the samples were noticed after 
15 weeks. 

5. CONCLUSION 

A study of the mechanical properties of PLA scaffolds for bone 
regeneration revealed that maximum strain values in the scaffolds 
with respect to compressive loading of 800 N increases over the 
incubation period. During study A (loading speed of 500 mm/min), 
it was found that the deformation of scaffolds changed from 
12.87% to 13.67% after 6 months of incubation. In study B (load-
ing speed of 10 mm/min), the deformation of scaffolds changed 
from 12.35% to 12.54%. Such differences are indeed small. The 
stress-strain curves look similar and do not differ much over all 
incubation times, though a slight shift along the x-axis of the curve 
in study A was observed. This suggests that PLA scaffolds did not 
change their mechanical properties during incubation much. Such 
results and the coefficients obtained from the curve fitted Mooney-
Rivlin model allow to state that the change in the mechanical 
properties of the material is insignificant and would not affect the 
effective bone formation. 

The degradation study confirms that PLA degrades and loses 
an average of 10% of its weight during 20 weeks of incubation 
and that the hydrolysis does not release any toxic compounds. As 
the pH did not change much and remained neutral (in the range of 
7.0 to 7.4), no precipitants or changes of solution color were 
observed throughout the study. 

To summarize, it can be concluded that the mechanical prop-
erties of PLA scaffolds do not change much during incubation in 
physiological medium and such scaffolds could support an effec-
tive formation of bone tissue, which lasts for about 6 months. PLA 
would degrade in the human body over a longer period of time 
than the required one for the bone formation, and would not impair 
cell development as it does not form any toxic compounds. 
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Abstract: The synovial fluid is responsible for adequately lubricating, moisturizing, and nutritional human joints. This liquid should have 
appropriate viscoelastic properties and ensure a low coefficient of friction in biotribological systems. Many artificial synovial fluid  
preparations used in viscosupplementation treatments are based on hyaluronic acid. This work aimed to evaluate the influence  
of molecular weight on the functional properties of solutions based on hyaluronic acid. 1% solutions based on hyaluronic acid with five  
different molecular weights from 50,000 Da to 2 MDa were made. Rheological (viscosity, viscoelasticity), tribological (coefficient of friction, 
wear assessment), and wettability tests were carried out. Significant differences were observed in the rheological tests, where the viscosity 
strictly depends on the molecular weight of the hyaluronic acid. It has been shown that the molecular weight of HA has little effect  
on the coefficient of friction. On the other hand, the differences in the tribological wear are much more significant. The molecular weight  
of biopolymers is one of the essential parameters in developing new artificial synovial fluids. Using a higher molecular weight of hyaluronic 
acid increases viscosity and wettability, resulting in less tribological wear. 

Keywords: artificial synovial fluid, hyaluronic acid, viscosity, friction, wear

1. INTRODUCTION 

A lubricant called synovial fluid is an essential component in 
the lubrication system of synovial joints. It is responsible for the 
proper functioning of joints and supports all movements performed 
by this biotribological system (1,2). Synovial fluid is a composition 
of blood plasma dialysate and particles secreted by cells in the 
synovial space. These particles include hyaluronic acid and prote-
oglycan 4 (lubricin and surface zone protein). (3,4). Albumin and 
globulin also play an important role in the composition of the 
synovial fluid. γ globulin particles combine with hyaluronic acid 
molecules. These ingredients are characterized by a high degree 
of interaction with each other. This combination exhibits strong 
adsorption with the substrate, creating a lubricating boundary 
layer. Albumin is mainly responsible for filling the lubricating layer 
by self-accumulation, while exhibiting low shear. Albumin has the 
ability to bind to the boundary layer, which is formed by globulin 
with HA molecules (5,6). The synovial fluid fills the entire joint 
cavity and mainly performs metabolic functions, i.e., 
it is responsible for the nutrition of the joint cartilage (3,4,7). It is a 
clear, viscous liquid with a slightly yellow color. Cellular and mo-
lecular components of synovial fluid describe unique properties 
in maintaining proper joint homeostasis (7,8).  The volume of 
synovial fluid may depend on many aspects. This amount can be 
different for each person.  This is mainly determined by the quality 
of a person's life, e.g. whether he or she practices sports or has a 
sedentary lifestyle. It also depends on genetic and physiological 
conditions. Lifestyle, diet and body posture also have a significant 
impact. Synovial fluid volume is reported in a wide range in the 
literature. Hui A.Y. (7) and  Blewis M.E. (4) suggest that in the 

human knee joints, synovial fluid volume oscillates between 0.5 –
 2 ml. Kraus V. (9) and Brannan S. (10) present that the volume of 
synovial fluid is around 4 ml. However, Gait A., et.al. (11) claim 
that in a healthy knee joint, the synovial fluid reaches a volume of 
up to 9.6 ml. Synovial joints are characterized by very complicated 
mechanics. Their very low motion resistance (μ = 0.001-0.01) 
makes it difficult to define the type of lubrication clearly. In joints, 
there is mixed lubrication, which consists of hydrostatic 
and boundary lubrication (12). Hydrostatic lubrication takes ad-
vantage of the unevenness on the joint surfaces and the viscosity 
of the lubricant provided by hyaluronic acid. It consists of squeez-
ing the intercellular fluid out of the cartilage and creating a layer 
that separates the surfaces exposed to high friction (1,12). 
Boundary lubrication occurs mainly during periods of very high 
load at low speeds, i.e., when the lubricant film is the same 
as or less than the roughness of the joint surfaces (1,13). Bounda-
ry lubrication occurs at the boundaries of the articular surfaces, 
protecting the rubbing surfaces before cartilage decompression 
takes place, where fluid desaturation occurs, cartilage can in-
crease in volume by up to 10% (1,12).  

The synovial fluid is the main factor contributing to the synovi-
al joints' longevity. The articular surfaces are characterized by 
very good lubrication and high wear resistance and usually show 
no signs of wear for most or even the whole life. Despite these 
advantages, in the case of any injury, the healing of the joint 
is complicated and time-consuming. The joints in the human body 
are subject to many debilitating diseases. Any health problems 
related to the incorrect chemical composition of the lubricant 
or its incorrect secretion can lead to biological damage to the 
synovial joints caused by excessive friction (1,2,13–19).  

Due to its high biocompatibility, hyaluronic acid is widely used 
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in medicine and bioengineering (20). Hyaluronic acid is a nega-
tively charged biopolymer. It consists of alternating units of D-
glucuronic acid and N-acetylglucosamine. In a healthy synovial 
joint, its concentration is about 1-4 mg/ml (3,12,21). Hyaluronic 
acid is mainly responsible for rheological and tribological proper-
ties. Molecular weight plays an important role in the organization 
and arrangement of hyaluronic acid molecules and ensures the 
ability of synovial fluid to dissipate energy (8,22–24). In addition, 
many nanotribological studies suggest that the chemical bonding 
of hyaluronic acid particles with the joint surface is necessary 
to reduce friction in the biotribological system. As a result, it also 
reduces the wear of the articular surfaces (1,3). Natural synovial 
fluid has a molecular weight of 6 000 – 7 000 kDa, while synovial 
fluid with rheumatoid disease has a lower mass of 3 000 – 5 000 
kDa.  When any chemical or physical disorder occurs in the syno-
vial joints, the quality of hyaluronic acid deteriorates. This is relat-
ed to reduced lubricating capacity and reduced rheological proper-
ties. (25,26). The properties of hyaluronic acid depend on the 
molecular weight. With a molecular weight of 0.4 - 4 kDa, hyalu-
ronic acid has non-apoptotic properties and is an inducer of heat 
shock proteins. At higher molecular weights, such as 20 - 200 
kDa, biological processes, such as wound healing or embryonic 
development and ovulation, are already involved. With a molecu-
lar weight above 500 kDa, hyaluronic acid can be used as a space 
filler (20,27–29). Hyaluronic acid also shows the ability to improve 
surface wettability, which is a crucial aspect during lubrication. 
Wettability is related to surface friction; higher wettability, lower 
wear (30). 

In the event of a disease or injury to the synovial joint, there 
is immediate inflammation and a very large reduction in the vis-
cosity of the synovial fluid. As a result, the lubrication system 
deteriorates, which can lead to the destruction of the articular 
surfaces (8). Viscosupplementation is the most commonly used 
method for treating joint pain caused by the disease. It is 
a procedure in which preparation is injected into the joint cavity to 
replace the natural synovial fluid (8,31–37). The literature confirms 
the appropriateness of administering hyaluronic acid during visco-
supplementation. It is effective, especially during degenerative 
synovitis. Hyaluronic acid improves the fluidity of the synovial 
fluid, inhibits the degradation of HA in the remains of the natural 
synovial fluid, increases the viscosity of the synovial fluid, and 
additionally helps to fight inflammation and relieve pain in the joint 
(7,8,12,13,21,38).  

Although there has been a lot of research into the develop-
ment of artificial synovial fluid, there are still many aspects that 
would be good to expand upon. Many of the substitutes used 
in viscosupplementation today provide relief to patients, but the 
results are very short-lived or inadequate. For this reason, re-
search has been conducted on the potential basis of artificial 
synovial fluid. This manuscript focuses on the molecular weight of 
hyaluronic acid and its influence on the rheological and tribological 
properties of tested solutions. 

Hyaluronic acid with a mass of 750kDa - 1MDa is within the 
molecular weight range of one of the currently used commercial 
preparations, which is Hyalgan (39). To demonstrate the differ-
ences in lubricity, the molecular weights of the hyaluronic acids 
were examined over a fairly wide range from 30 kDa to 2 MDa. 
After dissolving HA in water, the solutions were mixed on 
a magnetic stirrer until a homogeneous mixture was obtained. 
All preparations were stored in closed glass containers 
in a laboratory incubator at 37oC for 24 hours before the test. 
Each solution was tested three times for statistical purposes. 

2. MATERIALS AND METHODS  

To evaluate the influence of the molecular weight of hyaluron-
ic acid on the rheological and tribological properties, the solutions 
shown in Tab. 1 were prepared.  

Tab. 1. Chemical composition of hyaluronic acid solutions 

Concentration 
(wt %) 

Molecular Weight 

Hyaluronic acid 
Solvent 

1 % 

30 000 – 50 000 Da 

(Chemat, CM61910C) 

deionized 
water 

50 000 – 100 000 Da 

(Chemat, CM00050C) 

200 – 400 kDa 

(Chemat, CM01180C) 

750 kDa – 1 MDa 

(Chemat, CM77330C) 

1 – 1,5 MDa 

(Chemat, CM45820C) 

2 MDa 

(Chemat CM39020C) 

Rheological tests were performed on a Rheostress 6000 
(Thermo Fisher Scientific, Waltham, MA, USA). Measurements of 
viscosity and viscoelasticity were conducted in the titanium plate-
plate system at 37oC (Fig. 1). 

 
Fig. 1. Scheme of rheological measurement system 

 
Fig. 2 Ball-on disc tribological system 
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A moving plate with a diameter of 35 mm was used during the 
viscosity and viscoelastic tests. The gap between the movable 
and fixed plates was 1 mm. 1 ml of the solution was used for each 
test. Viscosity was tested in the range of 0.01 - 100 1/s. In the 
viscoelastic tests, the loss and storage modulus were determined 
at a constant strain value of γ = 0.01, in the frequency range of 
0.1 – 10 Hz. All measurements were repeated three times to 
confirm the reliability of the study, and the results were presented 
as the average value of all samples.  

Tribological tests were performed on a UMT TriboLab (Bruker, 
Billerica, MA, USA) with a ball-on-disc system (Fig. 2). 

A metal-ceramic rubbing pair was used in the friction node. 
The sample was CoCrMo discs (Tab. 2) with a height of 5 mm and 
a diameter of 8 mm, while the counter-sample was an aluminum 
oxide (99,5% Al2O3) ball with a diameter of 6 mm.  

Table 2. Chemical composition of the CoCrMo sample 

Co Cr Mo Mn Si 

rest 27,72 5,78 0,65 0,37 

 C Al Zr Ti 

 0,036 <0,02 <0,01 <0,01 

Before the tribological test, the metal samples were thoroughly 
ground and polished to a mirror effect. Sandpaper with gradations 
of 2 500, 3 000, and 5 000 was used for grinding, while Al2O3 
suspension was used for polishing. Before the measurement, 
each sample was washed in an ultrasonic bath in ethanol and 
deionized water. In tribological tests, a special holder connected 
to a thermostat was used to maintain the temperature of 37oC. 
Measurements were made in reciprocating motion at a constant 
frequency of 2 Hz for 30 minutes. The normal force was 5N. All 
measurements were repeated three times to confirm the reliability 
of the study, and the results were presented as the average value 
of all samples. 

Analysis of wear marks was performed using a LEXT 
OLS4000 confocal microscope (CLSM, Olympus, Tokyo, Japan). 
The laser in a microscope scans horizontally, but it does it layer 
by layer. The scanning step pitch was 0.05 µm. The size of the 
scanned surface, including the friction point, was 1400x480 µm. 
The images were taken without any filters. The measurements 
were carried out using special computer software cooperating with 
a microscope that allows it to work in 3D space and evaluate the 
volume of wear tracks.  

Contact angles were determined using an Ossilla goniometer. 
A drop of 5 µl of the tested solution was applied to each CoCrMo 
metal sample using a micropipette (Fig. 3).  

 
Fig. 3.   The image of the sample droplet application and the designated   

angles 

Then, the contact angles were determined using specialized 
goniometer software cooperating with a computer. The red lines at 
the bottom of the camera image (Fig. 3) indicate the area of the 
drop. These are lines corresponding to the border points of the 
preparation drop, which can be set with a slider. The green and 
blue lines indicate the tilt angle, which allows the left and right 
angles to be determined. The average of these angles gives the 
contact angle. 

3. RESULTS AND DISCUSSION  

The effect of molecular weight on the viscosity of tested solu-
tions is shown in Fig. 4. 

 
Fig. 4. Viscosity of hyaluronic acid based solutions 

The viscosity of tested solutions increases with increasing mo-
lecular weight, which was confirmed by Snetkov et al. (20). High 
molecular weight hyaluronic acid exhibits interesting rheological 
properties by forming a tangled network of flexible polysaccharide 
molecules. Viscosity is a measure of the flow resistance of a given 
solution. This means that the molecular weight affects the flow. 
The lower the molecular weight, the lower the effect on flow, and 
therefore the lower the viscosity (40). It can be seen that prepara-
tions with a higher molecular weight in the range of 750 kDa to 2 
MDa are in the viscosity range of natural synovial fluid (1 - 175 
Pas) (31). According to the literature, solutions with a viscosity 
below 1 Pas are considered almost watery, while above this val-
ue, solutions are considered viscous (40). Three solutions with the 
highest molecular weights show a downward trend in viscosity 
with increasing shear rate. This indicates that these solutions are 
non-Newtonian fluids, consistent with the behavior of naturally 
occurring hyaluronic acid in the synovial fluid. The literature shows 
that the synovial fluid is non-Newtonian because the dynamic 
interactions between individual hyaluronic acid polymers depend 
mainly on the shear rate (21,40). Dynamic viscosity is constant at 
lower shear rates. As the shear rate is increased, it is observed 
that the solutions are characterized by fluid dilution adequate to 
the increase in shear rate. Shear-thinning effect occurs. This is 
characteristic of pseudoplastic fluid (21,41,42). At low shear rates, 
strong intermolecular interactions occur, creating strong network 
entanglement, which results in high flow resistance, i.e. high 
viscosity. However, at high shear rates, intermolecular interactions 
weaken, which is associated with the disentangling of molecular 
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networks. This causes the resistance to decrease and the parti-
cles to align in the direction of flow, assuming a much lower vis-
cosity (43).  Shear rate is a measure of flow. Fluid shear occurs 
whenever it is forced to move. The highest shear rate tested 
corresponds to the shear rate of the fluid passing through the 
syringe. Therefore, the viscosity drops significantly and 
is independent of the molecular weight. This is due to the ar-
rangement of the particles in the flow current lines. This is a desir-
able effect in viscosupplementation (20,40,44,45). In contrast, the 
viscosity at low shear rates is considered zero shear viscosity. It is 
strongly related to the molecular weight value (20,40,46). 

In Fig. 5 is shown the behavior of the storage modulus G' and 
the loss modulus G'' as a function of frequency, with a constant 
strain of 0.01. 

a) 

 
b) 

 
c) 

 

d) 

 
e) 

 
f) 

 
Fig. 5.   Storage modules G’ and loss modulus G’’ as a function of the 

oscillating frequency f for solutions based on hyaluronic acid  
of different molecular weight: a) 30 000 – 50 000 Da, b) 750 kDa 
– 1MDa, c) 200 – 400 kDa, d) 750 kDa – 1 MDa, e) 1 – 1,5 MDa, 
f) 2 MDa 

Obtained data can be divided into two groups, according to 
the previously described viscous and aqueous preparations de-
pendencies. In the upper row, there are preparations based on 
low molecular weight hyaluronic acid, while in the lower row, there 
are preparations with high molecular weight hyaluronic acid. For 
more aqueous formulations, these characteristics are less clear, 
and the results are more unstable, while in the case of more 
viscous formulations, the characteristics match literature assump-
tions. The loss modulus G'' (viscosity) is a measure of the energy 
dissipated into the material in which the deformation has been 
imposed. The storage modulus G' (elasticity) is a measure of the 
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energy that has been stored in the material in which the defor-
mation has been imposed and is adequate to elastic defor-
mations. The solutions retain a viscous liquid nature at low fre-
quencies (G’’>G’)  and become more flexible at higher frequencies 
(G’>G’’)  (7). This parameter is significant in artificial synovial 
fluids due to the preservation of viscous and elastic properties. 
Such a fluid can absorb mechanical energy and protect the carti-
lage from damage or increased wear (20). It should be noted that 
the higher the molecular weight, the higher the loss modulus G' 
and the storage modulus G''. It can also be seen that the higher 
the molecular weight, the intersection of G' and G'' occurs at lower 
frequencies, this is visible for viscous solutions (7,8,20,47).  

Tribological tests were carried out for a broader analysis of the 
influence of the molecular weight of hyaluronic acid on the func-
tional properties of artificial synovial fluid solutions. The behavior 
of lubricating solutions during tribological tests is shown in Fig. 6. 

All of the tested preparations have similar coefficients of fric-
tion, ranging from 0.18 to 0.25. In the results presented, the differ-
ences can be considered minor. Also, almost all measurements 
are within the margin of error. Based on the literature and the 
results obtained, it can be concluded that different molecular 
weights of hyaluronic acid do not clearly influence the resistance 
to movement (48,49). 

Although the molecular weight has very little effect on the co-
efficient of friction, more significant wear trends can be observed. 
The average volume of the wear tracks is shown in Fig. 7. 

 
Fig. 6.  Coefficient of friction as a function of time for solutions based on 

hyaluronic acid 

 
Fig. 7. Volume of wear tracks 

Solutions based on hyaluronic acid with a molecular weight of 
2 MDa showed the lowest wear (15 483 ± 209 µm3). However, 
the highest decrement of metal disc (26 702 ± 1607 µm3) has 
been achieved for the lowest molecular weight solution.  The 
results obtained confirm that wear does not always correlate with 
friction coefficient. An example is a preparation based on hyalu-
ronic acid with a high molecular weight of 2MDa, which provides 
the best protection against wear among the tested solutions, while 
exhibiting one of the highest coefficients of friction. Moreover, 
there are significant wear protection benefits due to the higher 
molecular weight.  It is likely that the high molecular weight pro-
vides better wear protection due to its better ability to capture and 
immobilize other molecules that initiate loss in the sample materi-
al. This is also related to the viscoelasticity, which is higher de-
pending on the higher molecular weight of hyaluronic acid. Higher 
viscoelastic values provide better adhesion to surfaces while 
increasing elasticity between surfaces. Protecting surfaces from 
excessive wear may be more related to the adhesive and elastic 
properties of the fluid than to the coefficient of friction itself. (49–
52).  

In this study, contact angle measurements were also per-
formed to evaluate how changes in the molecular weight of hyalu-
ronic acid affect wettability. The results of the contact angle 
measurements are shown in Fig. 8. 

 
Fig. 8. Contact angle for solutions based on hyaluronic acid 

Contact angle measurements indicate that molecular weight 
has no significant effect on wettability. All solutions have contact 
angles below 90o, which means that they all have a hydrophilic 
nature and good wettability. There is a slight tendency for higher 
molecular weight solutions, where the solution is viscous, to have 
slightly higher contact angles than low molecular weight hyaluron-
ic acid based solutions. Literature reports confirm that the contact 
angle is not strictly related to the molecular weight of solutions 
(20,46,53).  

Low molecular weight acid is often used for skin regeneration. 
This is due to its ease of penetration through the skin, one of the 
benefits of which is to accelerate the wound healing process. In 
addition, low molecular weight acid has unstable rheological 
properties, which was confirmed in tests (Fig. 4), and is subject to 
rapid degradation (54–59). High molecular weight hyaluronic acid 
is suitable for injection and can act as a space filler, which pro-
vides better cushioning. Such an effect is highly desirable be-
cause viscosupplementation is used for damaged joints that need 
support. Furthermore, the literature has confirmed better analge-
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sic and anti-inflammatory effects for high-molecular-weight hyalu-
ronic acid. It is definitely longer lasting than using low molecular 
weight acid (20,27,29,60–62). However, not all commercial artifi-
cial synovial fluid preparations are based on a high molecular 
weight acid, and this work confirms the legitimacy of its use. 

4. CONCLUSIONS 

The correlation between wear and viscosity is responsible for 
the proper functional properties of lubricants. The viscosity of the 
solution depends on the molecular weight. It has a significant 
effect on whether the solution will be aqueous or viscous. The 
viscosity of the tested compositions increases with increasing 
molecular weight. The coefficient of friction is not directly correlat-
ed to the wear rating. More relevant information can be deduced 
from the wear volume - the higher the molecular weight, the lower 
wear. Good protection of the surface against wear is ensured by 
high viscoelasticity, which provides a protective layer and ensures 
better adhesion, eliminating excessive abrasion. The molecular 
weight of hyaluronic acid solutions does not significantly affect 
wettability. Higher molecular weight hyaluronic acid solutions 
show more favorable viscoelasticity, viscosity, and wear results. It 
should be noted that the results of this study may be helpful in 
selecting an appropriate base for artificial synovial fluid prepara-
tion and are only a starting point for further investigation. 
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Abstract: The increasing development of Deep Learning mechanism allowed ones to create semi-fully or fully automated diagnosis  
software solutions for medical imaging diagnosis. The convolutional neural networks are widely applied for central retinal diseases classifi-
cation based on OCT images. The main aim of this study is to propose a new network, Deep CNN-GRU for classification of early-stage 
and end-stages macular diseases as age-related macular degeneration and diabetic macular edema (DME). Three types of disorders have 
been taken into consideration: drusen, choroidal neovascularization (CNV), DME, alongside with normal cases. The created automatic tool 
was verified on the well-known Labelled Optical Coherence Tomography (OCT) dataset. For the classifier evaluation the following 
measures were calculated: accuracy, precision, recall, and F1 score. Based on these values, it can be stated that the use of a GRU layer 
directly connected to a convolutional network plays a pivotal role in improving previously achieved results. Additionally, the proposed tool 
was compared with the state-of-the-art of deep learning studies performed on the Labelled OCT dataset. The Deep CNN-GRU network 
achieved high performance, reaching up to 98.90% accuracy. The obtained results of classification performance place the tool  
as one of the top solutions for diagnosing retinal diseases, both early and late stage. 

Key words: Drusen, Deep CNN-GRU, AMD classification, OCT, deep learning 

1. INTRODUCTION 

Age-related macular degeneration (AMD) is a major cause of 
visual impairment in elderly population of well-developed countries 
[26]. AMD involves dysfunction of choriocapillaris and retinal 
pigment epithelium (RPE) [13]. Drusen are hallmarks of early and 
intermediate AMD thus they are key to the diagnosis of AMD [7]. 
Advanced (late) stages of AMD may lead to severe vision loss 
due to choroidal neovascularization (CNV) – abnormal growth of 
vessels from the choroidal vasculature to the neurosensory retina 
through the Bruch's membrane. The abundance of drusen is the 
largest and best documented intraocular risk factor for AMD pro-
gression [29]. Drusen are extracellular deposits between the RPE 
basal lamina and the inner collagenous layer of Bruch’s mem-
brane are dome-shaped, lipid-rich, and often continuous with a 
thin layer of the same material (basal linear deposit) [6, 37]. Dia-
betic macular edema (DME) is defined as retinal thickening 
caused by the accumulation of intraretinal fluid, primarily in the 
inner and outer plexiform layers of the retina and may be present 
at any stage of diabetic retinopathy. DME remains the most com-
mon cause of vision loss among diabetic patients [39]. 

 In clinical practice, the detection of macular disease, both 
AMD and DME, is typically performed by optical coherence to-
mography (OCT), providing cross-sectional images of the retina. 
OCT is a non-invasive, imaging technology used to visualize the 
cross-sectional retinal structure [45]. 

Recent advances in multimodal imaging, as OCT, have al-

lowed one to improve our ability to characterize the AMD pheno-
type. To help improve our understanding of drusen and their 
associations, large datasets are essential. Spectral-domain optical 
coherence tomography (SD-OCT) has been shown to have a 
much higher sensitivity and specificity detecting subretinal 
drusenoid deposits (reticular pseudodrusen) compared with the 
blue channel of color fundus photographs (CFPs), infrared reflec-
tance, fundus autofluorescence, near-infrared fundus autofluores-
cence, confocal blue reflectance, and indocyanine green angi-
ography [48]. Developing new methods for detection of drusen 
may inspire new approaches for the clinical practice. 

The increasing development of Deep Learning (DL) mecha-
nism allowed ones to create semi-fully or fully automated diagno-
sis software solutions for medical imaging diagnosis. Machine 
learning (ML) algorithms have been shown to be powerful tools in 
the automatic quantification of retinal biomarkers identified in OCT 
[24] making them ideal for the detection of drusen. Automated 
algorithms for drusen volume quantification are available including 
a software for the high definition - OCT Cirrus. 

The motivation for this study lies in its potential to revolution-
ize ophthalmic care. Early and accurate diagnosis is the corner-
stone of effective treatment, yet rare eye diseases often present 
diagnostic challenges due to their low prevalence and the com-
plexity of their symptoms. This can lead to misdiagnosis, delayed 
treatment or irreversible damage to vision. By developing robust 
algorithms capable of discerning subtle patterns and anomalies in 
diagnostic images, clinicians may be equipped with powerful tools 
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to recognize these conditions early and accurately. 
Moreover, the integration of artificial intelligence in ophthal-

mology can assure access to expert-level screening, particularly 
in under-resourced regions where specialist knowledge is scarce. 
With the ability to process vast datasets and learn from each new 
case, these systems can continuously improve, becoming more 
precise and reliable over time. 

Undertaking this study also offers a unique opportunity to con-
tribute to the broader field of medical AI. Rare diseases, with their 
unique manifestations, provide a rich and challenging dataset for 
developing advanced machine learning techniques. Success in 
this area not only benefits patients with rare eye conditions but 
also enhances the AI methodologies that can be applied to a 
myriad of other medical applications. 

The main aim of this study is to propose a new network, Deep 
CNN-GRU for classification of early-stage and end-stages AMD 
diseases. Three types of disorders have been taken into consid-
eration: drusen, CNV, DME, alongside with normal cases. The 
created automatic tool was verified on the well-known Labelled 
Optical Coherence Tomography dataset.  

The rest of the paper is organised as follows: Section 2 de-
scribes the related works about deep learning approaches for 
retinal disorders classifications, Section 3 presents the method of 
conducting experiments, Section 4 shows the obtained results for 
classification, and finally Section 5 concludes the study and gives 
future research directions.  

2. RELATED WORKS 

In recent years, an increasing trend of investigating new au-
tomatic methods involving artificial intelligence (AI) may be ob-
served [11]. This kind of automatic software may fasten the diag-
nosis as well as indicate the type of the classified disease. Moreo-
ver, the progression may be indicated [2]. These methods exten-
sively applied for OCT analysis may be classified into: single-
tasks involving classification or segmentation [2, 44] and multiple-
tasks that combine above-mentioned issues [11].   

Drusen is stated to be a very important factor of early AMD 
pathology. That is why various segmentation as well as classifica-
tion methods applying AI have been developed. In [2] the seg-
mentation method was applied for indicating the outer boundary of 
the retinal pigment epithelium (OBRPE) and the Bruch's mem-
brane (BM) based on OCT images (166 and 200 volumes). A 
multitask segmentation network was proposed to capture the area 
between OBRPE and BM which benefited indicating the charac-
terisation of the drusen as well as non-pathological regions where 
OBRPE and BM were overlapped. In [4] another segmentation 
method for OCT images was proposed using a new approach, 
called Multi-scale Transformer Global Attention Network 
(MsTGANet). This method utilized encoder-decoder architecture 
together with multi-semantic global channel and spatial joint atten-
tion module (MsGCS) to learn the model multi-semantic global 
contextual information as well as multi-scale transformer non-local 
module (MsTNL) for capturing multi-scale non-local features. The 
studies were performed on 8616 retinal OCT B-scans, collected 
from the UCSD dataset. In [2] for the drusen segmentation a U-
Net architecture with Pyramid Layer was proposed, which was 
applied on the feature maps before passing it between encoder 
and decoder part of U-Net. All tests were conducted on OCT data 
gathered from 38 participants. For training and testing purposes 

B-scan images were applied. A Generalized Dice Coefficient as 
loss function were used.  

There are many studies concerning classification of the retinal 
diseases with new or modified models of CNN. In [44] Opti-Net 
deep learning method was applied for indicating the AMD areas in 
spectral-domain SD-OCT images with great success. Two da-
tasets were used consisting 267 AMD, 115 controls and 337 AMD 
and 46 control cases, respectively. In [25] the new deep neural 
approach, called Perturbed Composite Attention Model (PCAM), 
was proposed for classification of macular diseases such as AMD, 
DME, and CNV based on OCT images. Two attention mechanism 
were specified. The multilevel perturbed spatial attention (MPSA) 
and multidimension attention (MDA) were applied for indicating 
the relevant contextual information in the spatial and channel 
domains, respectively.  

In [36] a multi-scale convolutional tool using VGG16 and fea-
ture pyramid network was developed for AMD related pathologies 
with great success. The study was performed on two datasets: the 
Noor Eye Hospital (NEH) and the University of Californian San 
Diego (UCSD) containing OCT B-scans. In order to enlarge the 
datasets the augmentation methods, including rotation, shearing, 
brightness change, zoom change, and horizontal flipping were 
applied. For the NEH dataset the drusen, CNV and normal cases 
were classified, while for the USCD drusen, AMD, DME and nor-
mal ones. 

In [42] healthy cases, CNV and ones with drusen were classi-
fied utilizing VGG19 deep network based on 1396 OCT images. 
The network was pre-trained on non-medical ImageNet dataset to 
medical domain using an adapted densely connected classifier. 
The data were collected at the Ophthalmology Department of 
Intercommunal Hospital Center of Créteil, France.  

In [46] both early-stage (drusen) and end-stages (neovascular 
and geographic atrophy – GA) of AMD forms were classified 
alongside with normal cases. The pre-trained VGG19 model on 
ImageNet was proposed. In the model three dense layers were 
added. The experiments were performed based on OCT images 
collected from Northwestern Memorial Hospital.  

In [30] six retinal diseases: AMD, Central Serous Retinopathy 
(CSR), Diabetic Retinopathy (DR), CNV, DME, and drusen as well 
as the normal cases were detected using the proposed an en-
hanced deep ensemble convolutional neural network based on 
OCT images. The network was created using EfficientNetV2-B0 
and Xception models as well as a capsule network. The verifica-
tion of the proposed solution was performed on two datasets, 
containing 108,312 and 572 OCT images, respectively.   

In [16] a tool, Label Smoothing Generative Adversarial Net-
work (LSGAN), was proposed for classification drusen, CNV, 
DME alongside with normal cases.  This solution consisted of 
three parts. Firstly, the generator, created synthetic images imitat-
ing OCT. Second, the discriminator, was used to differentiate the 
real OCT image with the generated one. Final, the classifier, gave 
the recommendation about the retinal diseases. The classification 
part involved various types of models, like InceptionV3, ResNet50 
and DenseNet121. The evaluation of the tool was performed on 
two datasets: UCSD and HUCM, consisting of 84,484 and 8,904 
OVT B-scan images, respectively.  

The objective [33] was to employ OCT images and deep 
learning techniques for the classification of dry and wet AMD. This 
goal was achieved by utilizing two deep convolutional neural 
network architectures, namely AlexNet and ResNet, pretrained by 
ImageNet dataset. A transfer learning for fine-tune the VGG-16 
network was presented in [23] for AMD classification. In the first 
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step for learning purposes, the ImageNet dataset was used. Sub-
sequently, model tuning was performed using the OCT dataset. 

A great number of studies were performed based on the La-
belled Optical Coherence Tomography dataset containing 84,495 
OCT images [18]. In [31] classification of the retinal diseases, like: 
CNV, DME and drusen, alongside with normal cases was pre-
sented. The CNN with 12 layers, ReLU activation function was 
proposed.  

In [28] a hybrid system for classification retinal diseases pro-
vided high accuracy as well as needed small amount of computing 
load was proposed. The image features were extracted using 
image preprocessing as well as pre-trained VGG16 and Dense-
Net121. The Firefly algorithm was applied for selecting the best 
features. For the classification purposes SVM, Logistic Regres-
sion (LR) and Random Forest (RF) were utilized. The experiments 
were performed on two datasets: Labelled Optical Coherence 
Tomography and Srinavasan [38], containing 723 images. Various 
classifications were performed: between normal cases and ones 
with AMD, between AMD and DME, and between CNV and 
drusen. The pre-trained VGG16 network was also applied in [23] 
for the same type of classification.  

Detection of CNV, DME, drusen, and normal conditions was 
performed utilizing CNN model with batch normalization for creat-
ing a web application [14]. The CNN model was pre-trained based 
on ImageNet dataset. It consisted of the following networks: Res-
Net, Inception, and ResNeXt.  

In [5] two CNN networks were proposed for classification of 
retinal diseases, such as DME, AMD, drusen, and CNV as well as 
normal cases. The study involved pre-trained networks: Inception 
V3, VGG16 and modified VGG16 by adding two convolutional 
layers.  

In [47] the same retinal diseases with normal cases were 
classified utilizing a Multi-branch hybrid attention network (MHA-
Net). This deep learning approach involved parallel channel atten-
tion and spatial attention mechanisms for identifying the relevant 
characteristic features. The results showed that the proposed 
attention mechanism improved the performance of classification of 
the retinal diseases.  

In [41] a hybrid artificial intelligence system, OCTNet, was 
proposed for AMD classification focusing on CNV, DME, and 
Drusen, and normal cases. The following networks were used to 
build the system: Support Vector Machine with Linear kernel 
(LSVM), Support Vector Machine with Radial Basis Function 
kernel (RBF SVM), Artificial Neural Network (ANN), k-Nearest 
Neighbor (kNN), Random Forest (RF), Linear Discriminant Analy-
sis (LDA), Quadratic Discriminant Analysis (QDA), and Naïve 
Bayes (NB).  

In [12] a new approach of deep learning, called Iterative fusion 
CNN (IFCNN), was proposed that combine features from current 
and previous convolutional layes to gain high accuraracy.  

Deep Multi-scale Fusion Convolutional Neural Network (DMF-
CNN) was proposed for encoding the retina disease characteris-
tics that were than combined for reliable and high classification 
[10].  

Two deep learning approaches were presented for CNV, 
DME, drusen and normal cases classification [19]. The first one 
was developed based on CNN and the second combined the 
following models: VGG16, VGG19, ResNet50, ResNet151, 
DenseNet121, as well as Inception V3. 

A deep residual network, ResNet50, was applied for DME, 
CNV, drusen and normal cases classification [3]. A fully connect-
ed block was added to the network that both improved the accu-

racy and eliminated the overfitting issues.  
In [43] the classification of CNV, DME, drusen and healthy 

OCT images was presented utilizing various architectures of CNN 
approach. The solution with the highest accuracy, the seven-layer 
CNN, was recommended for retinal disease classification.   

There are several studies about classification using multi-
tasks for retinal diseases purposes. In [11] a new approach was 
proposed for drusen, CNV and normal retina classification. This 
dual guidance network involved classification using convolutional 
neural network (CM-CNN) and segmentation done based on U-
Net network (CAM-UNet). The OCT images were analysed. The 
experiments were performed using two datasets: the UCSD and 
the other created for the purpose of the studies. The latter one 
consisted of macular edema and heathy cases.  

In [27] non-AMD, early AMD, and intermediate AMD classes 
were classified utilizing Residual-Attention-UNET model with 
attention mechanism for segmentation drusen and end-to-end 
CNNs for final classification. The 2D network was created with 
three AI solutions: VGG16, EfficientNetB3, and DenseNets. Da-
taset consisting 366 eyes of 120 subjects divided into: no-AMD 
(40), early AMD (40) and intermediate AMD (40). OCT scans 512 
× 128 were used. In order to increase the images an augmenta-
tion was applied based on image dilation and erosion.  

Reticular pseudodrusen (RPD) and drusen were classified uti-
lizing a deep learning framework with 3D Inception-V [32]. It con-
sisted of three methods: Ungradable Classification Model and 
Outlier Model Development for detection ungradable scans and 
Drusen/RPD Classification Model for drusen, RPD and healthy 
cases classification. The experiments were performed on the UK 
Biobank dataset containing 1284 participants.  The OCT images 
were indicated as with drusen, RPD, both drusen and RPD and 
the control group. 

The use of Fully Connected Convolutional Neural Networks 
for AMD segmentation and classification is discussed in detail in 
[40]. This solution allows to map the characteristic features into a 
vector, which gives the possibility of classification. The proposed 
tool allowed for the segmentation of the retinal region, and then 
the classification of age-related disorders. The used network was 
trained on two datasets, the THOCT dataset and the Duke da-
taset, containing a total of over 3000 OCT images. 

The collected results of scientific research on the classification 
of retinal diseases using deep learning approaches clearly show 
that the proposed structure of the Deep CNN-GRU network in this 
paper has not been studied before.  

3. MATERIAL AND METHODS 

3.1. OCT Retina Dataset 

The Labelled Optical Coherence Tomography dataset is a 
widely used collection in the field of medical image analysis. It 
was firstly introduced in 2018 in [18]. This dataset consists of 
84,495 images of a diverse collection of OCT images acquired 
from different clinical settings and devices. The dataset is orga-
nized into three main subsets: a training, validation and testing. 
Each of them consists of images grouped into four categories: 

− NORMAL: This subset includes OCT images of healthy reti-
nas. These images serve as the baseline for comparison with 
diseased retinas. They showcase the normal anatomical 
structures and characteristics of the retina, allowing research-
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ers to differentiate between healthy and pathological condi-
tions. 

− CNV (Choroidal Neovascularization): This subset contains 
OCT images of retinas affected by Choroidal Neovasculariza-
tion. CNV is a condition characterised by the abnormal growth 
of new blood vessels beneath the retina. The OCT images in 
this subset highlight the presence of these abnormal blood 
vessels and associated retinal changes. 

− DME (Diabetic Macular Edema): This subset comprises OCT 
images of retinas affected by DME. This disease is a compli-
cation of diabetic retinopathy and involves the accumulation of 
fluid in the macula, the central part of the retina. The task of 
this area is to ensure adequate visual acuity. The OCT images 
in this subset reveal the presence of macular thickening, fluid 
accumulation, and other characteristic features of DME. 

− DRUSEN: This subset includes OCT images of retinas with 
Drusen deposits. Drusen are yellowish-white deposits that ac-
cumulate under the retina, commonly associated AMD. The 
OCT images in this subset demonstrate the presence, size, 
and distribution of Drusen, aiding in the diagnosis and moni-
toring of AMD. 
Images collected in the dataset came from adult patients from 

5 research centers: the Shiley Eye Institute of the University of 
California San Diego, the California Retinal Research Foundation, 
Medical Center Ophthalmology Associates, the Shanghai First 
People's Hospital, and Beijing Tongren Eye Center. Details re-
garding demographics are presented in Tab. 1.  

Tab. 1. Characteristic of patients from OCT Retina dataset [18] 

Diagnosis DME CNV Drusen Normal 

Mean age 57(20-90) 83(58-97) 82(40-95) 60(21-86) 

Male 38.3% 54.2% 44.4% 59.2% 

Female 61.7% 45.8% 55.6% 40.8% 

Caucasian 42.6% 83.3% 85.2% 59.9% 

Asian 23.4% 6.3% 8.6% 21.1% 

Hispanic 23.4% 8.3% 4.9% 10.2% 

African 
American 

4.3% 2.1% 1.2% 1.4% 

Mixed or 
other 

10.6% 0% 0% 7.5% 

 
The example images of the above-mentioned dataset group 

are depicted in Fig. 1.  
OCT images were preprocessed to enhance quality and nor-

malize them for analysis, it involves a series of following steps: 

− Noise reduction techniques, such as filtering algorithms, were 
applied to remove unwanted noise and improve image clarity. 

− Contrast enhancement can help improve the visibility of im-
portant features and structures within the images. Techniques 
like histogram equalization or contrast stretching were used to 
enhance the visual quality of the images. 

− Normalization involves standardizing the intensity values of 
the pixels in the images to a consistent scale. This step en-
sures that the images are comparable and have a consistent 
brightness level, which is important for accurate analysis and 
comparison. 

 

3.2. Deep CNN-GRU 

In order to ensure high quality classification of changes in 
OCT images, the Deep CNN-GRU classifier has been proposed. It 
consisted of five consecutive blocks. Each of them contained two 
convolution and one max-pooling layers. The data from the last 
block was processed by Gated Recurrent Units (GRU) elements, 
then flattened, processed by a fully-connected layer and subjected 
to classification process using the Softmax function. The structure 
of proposed model was presented in Fig. 2 and Tab. 2. 

3.2.1. Convolutional Network 

Convolutional networks have been extensively studied  
and have demonstrated remarkable performance in numerous 
domains. The pioneering work of [22] introduced the concept  
of CNNs and their application to handwritten digit recognition, 
known as the LeNet-5 architecture [22]. Since then, numerous 
advancements have been made, including the popularisation  
of deeper architectures such as AlexNet [20], VGGNet [35],  
and ResNet [15]. 

CNNs are specifically designed for processing structured grid-
like data, such as images or audio. Moreover, CNNs have been 
highly successful in various computer vision tasks, including 
image classification, object detection, and segmentation. 

Structurally, CNNs are composed of several layers that are 
designed to effectively handle grid-based information, such as 
images. The main layers in a typical CNN architecture include 
convolutional layers, activation functions, pooling and fully con-
nected layers. 

3.2.2. Convolutional Layer 

The first layer is typically a convolutional layer, which is re-
sponsible for learning and extracting local spatial patterns from 
the input data. Each convolutional layer consists of a set of learn-
able filters. Feature maps are generated by sliding filters across 
the input data and executing element-wise multiplications and 
summations. The filters capture different features, such as edges, 
textures, or shapes, by convolving with the input data. The quanti-
ty and dimensions of filters within each layer can be adjusted 
based on the task's complexity or the preferred network structure 
[34]. 

3.2.3. Kernel Layer 

The kernel, a small matrix comprised of real values, plays a 
pivotal role in image processing. It operates on an input matrix, 
typically an image, in a patch-wise manner, with dimensions equal 
to that of the kernel. By performing a dot product between the 
patch and kernel values, a single entry in the feature map is gen-
erated. The patch selection process moves systematically across 
the input image, either horizontally or vertically, based on the 
chosen stride. This process continues until the entire image has 
been processed. During training, the kernel values are adjusted 
iteratively, undergoing changes after each iteration. This dynamic 
adaptation helps the model strive for optimal accuracy and mini-
mize optimization loss. Ultimately, this operation allows to learn 
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diverse features such as edges or color-related characteristics, 
contributing to its ability to analyse and understand images effec-
tively. 

 

Fig. 1. Example images from OCT Retina dataset 

3.2.4. Activation function 

This dynamic adaptation following the convolution operation, 
usually, a non-linear transformation is performed on each element 
by applying an activation function. The Rectified Linear Unit 
(ReLU) is the prevailing choice for activation functions in CNNs. 
ReLU effectively replaces negative values with zeros while pre-
serving positive values unaltered, thereby introducing non-
linearities into the network. ReLU helps the network learn complex 
relationships between the input data and the desired output by 
introducing non-linear transformations. It was also applied in this 
study. Mathematically ReLU can be expressed as follow: 

𝑅𝑒𝐿𝑈(𝑥) = max(0, 𝑥)                                                               (1) 

3.2.5. Pooling        

Pooling operations are used to down sample the spatial di-
mensions of the feature maps while retaining the most important 
information. Commonly for pooling, within each region, are used 
such operators like: max pooling or average pooling, which can 
divide the feature maps into non-overlapping regions and select 
the maximum or average value, respectively. Pooling helps re-
duce the computational complexity and the number of parameters 
in the network while enhancing translation invariance and provid-
ing some degree of spatial invariance. In case of this study the 
max pooling actions were performed. 

 

Fig. 2. Deep CNN-GRU architecture 

Tab. 2. The summary of Deep CNN-GRU network 

Layer 
Conv 
Block 

No 
Type 

Kernel 
size 

Features 
No 

Input size 

1. 

1 

Conv2D 3x3 64 3x224x224 

2. Conv2D 3x3 64 64x224x224 

3. Pooling 2x2 - 64x112x112 

4. 

2 

Conv2D 3x3 128 128x112x112 

5. Conv2D 3x3 128 128x112x112 

6. Pooling 2x2 - 128x56x56 

7. 

3 

Conv2D 3x3 256 256x56x56 

8. Conv2D 3x3 256 256x56x56 

9. Pooling 2x2 - 256x28x28 

10. 

4 

Conv2D 3x3 512 512x28x28 

11. Conv2D 3x3 512 512x28x28 

12. Pooling 2x2 - 512x14x14 

13. 

5 

Conv2D 3x3 512 512x14x14 

14. Conv2D 3x3 512 512x14x14 

15. Pooling 2x2 - 512x7x7 

16. - GRU - - 512x49 

17. - FC - 64 25088 

18. - Output - 4 64 
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3.2.6. Fully-connected Layer 

After several convolutional and pooling operations, the high-
level features are usually flattened into a vector and passed 
through fully-connected layers (one or more). The idea of this 
layer is to connect each neuron with neurons in previous and 
subsequent layers. In this way the network is able to learn com-
plex relationships between the extracted features and the target 
output. These layers are often used in the final stages of the 
network and can have varying sizes depending on the specific 
task e.g., Softmax for classification. 

3.2.7. Regularisation 

Deep neural networks that possess elevated learning parame-
ters and are trained on lower-quality or noisy data may encounter 
challenges related to overfitting. This denotes a situation in which 
the model demonstrates superior performance on the training 
data, yet struggles to accurately classify new test instances from 
the same problem domain. To mitigate this problem, a dropout 
strategy is employed. During the training process, dropout ran-
domly deactivates neurons in fully-connected layers with a proba-
bility. The application of dropout can be represented by the follow-
ing equation [17]: 

𝑦𝑘 = ∑ 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝑥)𝑦𝑘
𝐾

𝐾∈𝐾∗                                               (2) 

where: 
ykdenotes predicted unit k, K∗is the set of all narrowed networks, 

yKrepresents the output from unit K. 

3.2.8. Loss function 

The loss function quantifies the discrepancy between the pre-
dicted outputs of the network and the true labels associated with 
the input data. It measures an error or a distance between the 
predicted output and the ground truth, providing a single scalar 
value that indicates how well the network is performing. The ob-
jective of the CNN during the training process is to minimize this 
loss value. 

The choice of a specific loss function depends on the nature 
of the problem being solved. Some commonly used loss functions 
in the fully-connected layer of a CNN include: mean squared error 
(MSE), categorical, binary or sparse categorical cross-entropy [17, 
34]. 

During the training process, the loss function is used to calcu-
late the gradient of the loss with respect to the model's parame-
ters. This gradient is then utilized in the optimization algorithm 
(e.g., stochastic gradient descent) to update the weights and 
biases of the fully-connected layer, enabling the network to itera-
tively improve its predictions and minimize the loss. In this study 
categorical cross-entropy as the loss function was used. 

3.2.9. Gated Recurrent Unit 

The GRU model is a variant of recurrent neural network 
(RNN). That architecture is widely used in machine learning and 
natural language processing tasks. It was firstly introduced in [21] 
as a modification of the traditional RNN and has gained popularity 

due to its effectiveness and computational efficiency. 
The GRU addresses some of the limitations of the traditional 

RNN and the Long Short-Term Memory (LSTM) architecture. It is 
designed to capture and model long-term dependencies in se-
quential data. One of its main advantages over traditional RNNs is 
the mitigation of the vanishing gradient problem [9, 21]. 

GRU also incorporates gating mechanisms to control the flow 
of information within the network. However, it uses a simplified 
architecture with two gates: the update and the reset. Its role is to 
decide about the extent of information preservation from prior time 
steps and how much new information is to incorporate from the 
current time step. 

The update gate in the GRU controls the information flow from 
the previous to current hidden state. It decides whether to update 
the hidden state based on two information: previous value of 
hidden state and current input value. By selectively updating the 
hidden state, the GRU can remember or forget information from 
previous time steps, allowing it to capture long-term dependencies 
[8]. 

The reset gate determines the amount of previous information 
that will be forgotten and how much will go into the current calcu-
lation. It acts as a filter, allowing the GRU to adaptively choose 
which past information is relevant [8]. 

The GRU's ability to selectively update and reset information 
makes it effective in wide ranges of tasks strictly connected with 
medical image processing. 

3.2.10. Feature extraction 

The feature extraction includes the processing of input data 
through successive layers of convolution, pooling, processing by 
the GRU, finally flattening and classification. To begin, each OCT 
image undergoes a series of convolutional layers, which transform 
it into multiple dimensions, represented by feature maps. The 
initial convolutional block takes input images of size 224 × 224 
with three red, green, and blue channels. This block generates 
64feature maps with dimensions of 122 × 122, subsequently 

reduced by a max-pooling layer to 112 × 112 × 64. 

Likewise, the second convolutional block receives 122 ×
122 input with a dimension of 64, producing feature maps with 

dimensions of11 × 112 × 128. These feature maps are further 

reduced through a second max-pooling layer to 56 × 56 × 128. 
Following the same pattern, the feature maps pass through the 
3rd, 4th, and 5th convolutional blocks. Eventually, the final feature 
maps are obtained with dimensions of 7 × 7 × 512. These 
feature maps are subsequently fed into a GRU for the purpose of 
classification. 

4. RESULTS 

4.1. Classifier evaluation 

The evaluation of the proposed model incorporated the follow-
ing metrics [4]: Accuracy (eq. 3), Precision (eq. 4), Recall (eq. 5), 
and F1 score (eq. 6). To ensure robustness, a set of experiments 
were conducted, involving a random data split into training, valida-
tion, and testing sets, with proportions of 60%, 20%, and 20%, 
respectively. To enhance result consistency, the experiments 
were independently repeated for 10 iterations.  



DOI 10.2478/ama-2024-0074                                                                                                                                                          acta mechanica et automatica, vol.18 no.4 (2024) 
Special Issue "New Trends in Biomedical Engineering" 

703 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)           (3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)                                              (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)                                                               (5) 

𝐹1 = 2 ∙ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)              (6) 

In case of DRUSEN class, TP refers to accurately predicted 
DRUSEN cases, FP refers to cases misclassified as DRUSEN 
(while they are actually NORMAL or DME or CNV by the pro-
posed system), TN represents correctly classified NORMAL or 
DME or CNV cases, and FN denotes DRUSEN cases misclassi-
fied as NORMAL or DME or CNV cases. The same strategy was 
performed for all analyzed classes. 

Tab. 3. shows the accuracy results of the proposed Deep 
CNN-GRU model for classifying eye diseases based on OCT 
images. This metric reflects the model's ability to differentiate 
between healthy cases and those with diseases. The results 
obtained affirm that utilizing deep learning for eye disease recog-
nition is highly effective. With a mean accuracy surpassing 95%, 
the classification approach has demonstrated remarkable suc-
cess. For more detailed insights, Tab. 4. provides accuracy results 
for the four specified classes: healthy eyes, DME, CNV, and 
DRUSEN cases found in OCT images. The model achieved a 
minimum accuracy greater than 92% and nearly reached 99% at 
its peak performance. 

Tab. 3. Accuracy results for Deep CNN-GRU 

Class Mean Max Min SD 

all 95.43% 98.90% 92.20% 3.86% 

Tab. 4. Accuracy results for individual classes 

Class Mean Max Min SD 

NORMAL 95.56% 98.90% 92.24% 2.18% 

CNV 94.05% 98.85% 94.00% 2.48% 

DME 95.77% 98.89% 92.20% 2.89% 

DRUSEN 95.45% 98.14% 92.23% 2.73% 

Tab. 5. displays the Precision results for the developed tool. 
The average precision for each class surpasses 96%, ranging 
between 92% and 98%. Such high values indicate that the net-
work performs numerous correct classifications and only a few 
misclassifications (Fig. 3.). 

Tab. 5. Precision results for individual classes 

Class Mean Max Min SD 

NORMAL 96.28% 98.31% 93.63% 2.51% 

CNV 96.29% 98.31% 93.28% 2.52% 

DME 96.51% 98.37% 94.09% 2.14% 

DRUSEN 96.33% 98.48% 92.46% 2.56% 

The Recall metric evaluates the model's ability to accurately 
classify positive instances. The results, showcased in Tab. 6., 
demonstrate exceptional performance for the developed tool. The 
average Recall surpassed 97%, with individual values falling 
within the range of 92.06% to 99.82%. 

Tab. 6. Recall results for individual classes 

Class Mean Max Min SD 

NORMAL 99.31% 99.82% 97.37% 1.07% 

CNV 95.79% 98.08% 92.82% 2.69% 

DME 95.10% 97.75% 91.57% 3.01% 

DRUSEN 95.35% 97.85% 92.06% 2.91% 

The F1 score, calculated based on Precision and Recall, 
yielded high results with a mean value exceeding 94%. The pro-
posed tool demonstrated its highest accuracy in recognizing 
NORMAL cases. It performed slightly worse for cases with 
DRUSEN, CNV and DME. However, the differences in mean 
performance were minimal, up to 0.79%. Notably, all measures 
(Tab. 3-7) exhibited very low standard deviation, indicating that 
the observations were closely clustered around the mean, making 
the results highly repeatable. 

Tab. 7. F1 score results for individual classes 

Class Mean Max Min SD 

NORMAL 99.78% 99.06% 95.59% 1.95% 

CNV 96.04% 98.19% 93.22% 2.60% 

DME 95.41% 98.06% 92.81% 2.71% 

DRUSEN 95.83% 98.17% 92.42% 2.75% 

 
 

 

Fig. 3. Confusion matrix 

Additionally, in Fig. 4. and 5., the performance evaluation of 
the Deep CNN-GRU classifier, presented in graphical form, can 
be observed. These figures depict accuracy and cross-entropy 
(loss) during both the training and validation phases. Reaching 
epoch 150, the accuracy achieved in training is 98.7%, while in 
validation, it is 96.4%. Similarly, the corresponding training and 
validation loss values for this architecture are 0.54 and 0.76, 
respectively. 
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Fig. 4. Accuracy model for Deep CNN-GRU 

 

Fig. 5. Loss model for the Deep CNN-GRU 

In order to guarantee the precision of the developed model 
Leave-One-Out Cross-Validation (LOOCV) was conducted. De-
spite its computational intensity, this method yields dependable 
and impartial insights into the model's performance. Utilizing 
LOOCV allowed us to calculate the root mean squared error 
(RMSE) – Tab. 8. 

Tab. 8. Leave-One-Out Cross-Validation result 

RMSE SD 

6.27% 4.18% 

4.2. Comparison with the state-of-the-art 

The state-of-the-art of deep learning studies performed on the 
Labelled Optical Coherence Tomography dataset are gathered in 
Tab. 9. To a large extent they concern well known convolutional 
approaches that were adjusted to the classification of retinal 
disorders with great success. The obtained accuracy is in range 
85.15% and 99.69%. The proposed tool in this study obtained 
maximal accuracy equal to 98.90%, which is higher than for clas-
sifiers presented in [5, 10, 12, 19, 23, 31, 47]. The proposed Deep 
CNN-GRU achieved slightly worse results in comparison to stud-
ies described in [1] and [3]. The obtained performance for the 
dataset allows us to draw conclusion that the proposed tool is the 
proper choice for the DRUSEN, CNV, DME and NORMAL cases 
classification. It is worth mentioning that the Deep CNN-GRU was 
trained using one dataset. This approach does not need additional 
training on other dataset, like ImageNet, and then adjusting it to 
retinal diseases. 

Tab. 9.  State-of-the-art classification retinal diseases based on OCT 
Retina Dataset 

Classifiers/method Accuracy Study 

VGG16 92.19% 

[47] 

RepVGG 94.45% 

ResNet50 95.31% 

Res2Net50 95.47% 

SENet 95.24% 

SKNet 95.40% 

MHA-Net 96.51% 

CNN 94.35% [31] 

OCCNet 99.69% [1] 

IFCNN 85.15% [12] 

DMF-CNN 96.03% [10] 

VGG16, VGG19, Inception 
V3 

98.30% [19] 

VGG16 98.60% [23] 

ResNet50 99.40% [3] 

CNN 96.50% [43] 

CNN 98.65% [5] 

Deep CNN-GRU 98.90% Own 

5. CONCLUSIONS AND FUTURE WORKS 

Nowadays, the DL models have been applied for classification 
of various retina disorders with great success. These fully- or 
semi-automated tools are key elements for eye specialists for 
detection, accelerate treatment diagnosis as well as delay the 
progress of the diseases. 

The proposed classifier, the Deep CNN-GRU, for recognizing 
rare eye diseases such as drusen, CNV, DME and detecting 
healthy people obtained very good results. The gained accuracy 
result of over 98% ensures that the developed tool is suitable for 
diagnosing retinal eye diseases based on OCT images. The 
effectiveness of the created solution using deep learning methods 
turned out to be more appropriate tool for classifying retinal dis-
eases than the methods widely applied in scientific studies (Tab. 
9). 

Despite achieving high efficiency in detecting retinal diseases, 
the described method involving the use of a Deep CNN-GRU for 
the classification of OCT images carries several inherent limita-
tions. 

One of it can be the complexity and computation cost. The 
described architecture is complex with multiple convolutional 
layers followed by GRU units. This complexity can lead to high 
computational costs, which can be a limiting factor, especially 
when deploying in real-time clinical environments or in settings 
with limited computational resources.  

The second restriction might be connected with dataset limita-
tions. The performance of the CNN-GRU model is highly depend-
ent on the quality and diversity of the dataset. If the OCT Retina 
Dataset lacks variability in terms of devices, patient de-
mographics, or is not representative of the global population, the 
model may not generalize well to external datasets. Moreover, the 
quality of the labels in the training dataset is critical. Any mistakes 
in the annotations of the OCT images can lead to incorrect learn-
ing and thus affect the performance of the classifier. 
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The third limitation might be connected with interpretability 
and explainability. Deep learning models, including CNNs and 
GRUs, are often criticized for their lack of interpretability. Medical 
practitioners may be hesitant to trust and rely on the model's 
predictions without understanding the rationale behind its deci-
sions. 

The last limitation handles of sequential data. While GRUs are 
designed to deal with sequential data, OCT images are not inher-
ently sequential. If the temporal dynamics of disease progression 
are not considered or relevant, the benefits of GRUs may not be 
fully realised. 

AI has ability to make new insights into the vast amount of 
medical digital data. Ethical considerations regarding the practical 
use of the presented tool should cover many aspects. Firstly, 
those related to the risk of unauthorised access to medical data. 
Automated diagnosis tools require access to vast amounts of 
patient data, which raises concerns about the security of this 
information and the risk of data breaches. 

Moreover, there is a need to ensure that patient information 
remains confidential and is not shared without consent is a critical 
ethical obligation. Another aspect which has to be taken under 
consideration is anonymization. When using patient data to train 
diagnostic algorithms, it's crucial to anonymize the data to protect 
patient identities. 

Future studies can take three directions. First, it would be in-
teresting to apply our tool to other medical images. Second, the 
further works may be performed on improving the performance of 
the proposed classifier. Third, a tool can be extended to the auto-
matic system supporting ophthalmologists. 
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Abstract: In recent years, a significant increase in the development of new composite materials with desirable mechanical, thermal  
or surface properties has been observed. One of the popular polymers on the market is polylactide. This article explores how to modify  
the polymer using steel fibres and organosilicon compounds (SSQ-SH, SSQ-SH-OCT, and SSQ-SH-OFP) to enhance its properties.  
Test samples were obtained by injection molding with varying concentrations of 0.5%, 1%, 1.5%, 2.5%, and 5% of steel fibres. Mechanical 
tests, including tensile strength, elongation at break, and impact strength, were conducted, along with an analysis of the contact angle.  
The modified samples showed higher impact strength values, with the PLA /steel fibres /SSQ-SH sample seeing an increase of 12%.  
The addition of modifiers with fluoroalkyl groups led to a contact angle increase of 8.5% compared to neat PLA. Thermal tests (TGA)  
were also carried out to determine the influence of fibres and organosilicon compounds on decomposition. 

Key word:  polylactide (PLA): steel fibres; composites; organosilicon compound; octa(3-thiopropyl)silsesquioxanes; injection molding

1. INTRODUCTION  

For several years, researchers have been exploring new 
composite materials that exhibit desirable mechanical, thermal, or 
surface characteristics. A widely studied polymer in this regard is 
PLA, which belongs to the family of polyester polymers. PLA is 
considered a highly promising option to replace petroleum-based 
materials as it is derived from sustainable sources such as corn 
starch or sugarcane [1]. Not only does PLA possess excellent 
mechanical and thermal properties, but it is also both degradable 
and biocompatible, making it a highly appealing alternative [2]. 

Polylactide can be produced through polycondensation of lac-
tic acid or ring-opening polymerization of cyclic lactic diester 
(lactide) [3]. Notably, this process is more cost-effective than 
petroleum-based polymers, requiring significantly less energy 
(25–55% less). With advancements in technology, it is projected 
that this energy reduction could decrease to less than 10% in the 
future [4]. Furthermore, the production of PLA has a significantly 
lower carbon footprint, generating far fewer greenhouse gas 
emissions when compared to traditional plastics. 

Polylactide is a remarkably versatile material that can be uti-
lized in a wide range of manufacturing processes. These include 
injection molding, extrusion, and 3D printing, making it a highly 
sought-after choice for various industries such as construction, 
automotive [5], packaging [6], clothing [7], and electronics [8]. Its 
extensive applications encompass from bottles [9], tea bags, 
dishes [10], to packaging for cosmetics [11]. One of the most 
significant advantages of PLA is its high biocompatibility, which 

makes it an ideal material for biomedical purposes. In the medical 
field, it is commonly used to create bioresorbable sutures, im-
plants, orthopedic devices, vascular scaffolds, and drug delivery 
systems [12]. 

Polylactide is a versatile material whose properties can be in-
fluenced by a variety of factors such as the isomer ratio, pro-
cessing temperature, crystallinity, and molecular weight [13-15]. 
One of the key advantages of PLA is its favorable processing 
qualities, high transparency, and good strength. However, it also 
has certain drawbacks that may limit its suitability for some spe-
cialized applications. These drawbacks include in particular high 
brittleness and a relatively slow degradation rate [16]. Given these 
limitations, researchers are actively exploring new modifiers that 
an enhance the desired properties of PLA. These modifiers can 
take the form of natural or chemical fillers, each with their unique 
set of benefits and drawbacks e.g. calcium carbonate [17], dia-
toms [18], wood fiber [19], straws [20], husks [21], TiO2 [22-23], 
glass fibres [24], graphene [25], graphite [26]. Currently, many 
works describe the combination of PLA with metallic particles [27-
29]. The addition of steel fibers can improve the mechanical prop-
erties [30-31]. Steel fibers are often used as reinforcement in 
composite materials to provide added strength and toughness. In 
3D printing, when incorporated into PLA, they can enhance the 
overall structural integrity of the printed objects [30,32]. Steel is a 
material commonly used in medicine, it is used to produce, among 
others: surgical tools, elements of prostheses and orthoses. Spe-
cial grades of stainless steel are used in medicine, which are 
characterized by high corrosion resistance and low biological 
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reactivity [27]. However, it is worth noting that the metallic parti-
cles do not integrate with the matrix material (PLA). Therefore, 
modifiers are being sought to improve the bonding of the metallic 
particles to the composite matrix. Ultimately, the choice of modifier 
will depend on the specific needs of the application at hand. One 
of the effective approaches to modifying polymers is through the 
incorporation of organosilicon compounds, including silsesquiox-
anes, silanes, and polysiloxanes, into the polymer matrix [33-34]. 
These compounds can have a significant impact on various physi-
cal and chemical properties, such as rheological or thermal prop-
erties, as well as mechanical properties [34]. Silsesquioxanes are 
a type of hybrid organosilicon compound with a general formula of 
RSiO3/2, consisting of a core (Si-O-Si) and attached reactive or 
inert groups like isobutyl or phenyl groups [35]. Silsesquioxanes 
typically exhibit high biocompatibility and lack of cytotoxicity. 
Scientific literature provides data demonstrating the high biocom-
patibility and absence of cytotoxic effects of silsesquioxanes with 
various functional groups, including those substituted with amino 
or thiopropyl groups [36]. A detailed description of fillers for poly-
mer applications can be found in our previous review [37]. 

This paper discusses the enhancement of polylactide by using 
steel fibers and organosilicon compounds which were used to 
modify fibers. To gauge the effectiveness of these modifications, 
different mechanical tests such as tensile strength and impact 
strength were conducted. Additionally, tests were carried out to 
determine the impact of these additives on surface properties, 
specifically through an analysis of the contact angle. Thermograv-
imetric analysis was also performed to determine the effect of 
fibers and compounds on thermal stability. The results showed 
that by adding a small amount of modifiers, the polymer becomes 
more flexible and has higher contact angle values. This paper 
presents an effective and economical method of modifying poly-
mers. 

2. MATERIALS AND METHODS 

Materials: Polylactide (PLA) Ingeo 2003D type was purchased 
from NatureWorks (Minnetonka, MN, USA). Low-alloy steel fibers 
with the following composition were used in the work: Fe, 0.295 % 
Si, 0.525 % Mn, 2.08 % Ni, 0.535 % Cr, 1.29 % Mo, 0.52 % V, 
0.11 % Cu. The chemicals were purchased from the following 
sources: 3-Mercaptopropyltrimethoxysilane (99%) from UNISIL; 
methanol p.a. from P.P.H Stanlab; hydrochloric acid (35-38%), 
toluene, tetrahydrofuran from Chempur. Azoisobutyronitrile (AIBN) 
(98%) was purchased from FLUKA, octene (OCT) (97%) from 
ABCR and chloroform-d from Merck Group. Allyl 2,2,3,3,4,4,5,5-
octafluoropentyl ether (Allyl-OFP) was synthesized according to 
the method described by Maciejewski et al. in the literature [38]. 
Toluene was degassed and dried by distilling it from P2O5 under 
an argon atmosphere. (3-thiopropyl)polysilsesquioxane was pre-
pared according to the literature [39-40] and our previous article 
[41] (Fig.1). 

Synthesis of chemical modifiers: A crystalline and amorphous 
product was obtained by the hydrolytic condensation reaction of 3-
thiopropyltrimethoxysilane. The amorphous product (hereinafter 
referred to as SSQ-SH), which is a viscous, thick oil, consists of 
closed cages (T8) and incompletely condensed silanols. Two 
derivatives, partially substituted with hydrophobic groups, were 
obtained by a radical reaction initiated by AIBN. The functionaliza-
tion was carried out according to literature data [41] with octene 

(hereinafter SSQ-SH-OCT) and allyl 2,2,3,3,4,4,5,5-
octafluoropentyl ether (hereinafter SSQ-SH-OFP). Modifiers con-
taining both reactive thiol and hydrophobic groups (octyl, fluoroal-
kyl) were obtained. 
 

 
Fig.1.  Products of the hydrolytic condensation reaction  

 of 3-thiopropyltrimethoxysilane 

Preparation of samples:  Stage 1: The first stage covered the 
modification of steel fibers with organosilicon compounds. For this 
purpose, 2 g of a modifier (SSQ-SH or SSQ-SH-OCT or SSQ-SH-
OFP) and 100 ml of THF were added to 100 g of fibers, and then 
mixed on a laboratory evaporator for 2 h at room temperature. 
The solvent was allowed to evaporate slowly and then the modi-
fied fibres were dried at 50°C for 1 hour. Stage 2: The second 
step involved obtaining a concentrate. The polymer and modified 
steel fibres were homogenized using a laboratory two-roll mill 
ZAMAK MERCATOR WG 150/280. A portion of 900 g of PLA 
Ingeo™ 2003 D was mixed with 100 g steel fibres until the final 
concentration of the additive of 10% w/w. The mixing was per-
formed at the rolls temperature of 215°C for 15 min., getting to full 
homogeneity of the concentrates. Masterbatch was granulated by 
a grinding mill WANNER C17.26 sv.  

The prepared masterbatches were diluted 1:1 with PLA direct-
ly in the Engel e-victory 170/80 injection molding machine. Stand-
ardized specimens for mechanical tests were obtained according 
to PN-EN ISO 20753:2019-01. Final system concentrations of 
steel fibres were 0.5% w/w, 1% w/w, 1.5% w/w, 2.5% w/w, 5% 
w/w.  

Methods: Water contact angle (WCA) measurements were 
performed using the sessile drop technique (5 μL) at room tem-
perature and atmospheric pressure with a Krüss 
DSA100goniometer (Krüss Optronic GmbH, Hamburg, Germany).  

Tensile tests of the obtained specimens were performed on a 
universal testing machine INSTRON 5969 with a maximum load 
force of 50 kN. The traverse speed for the tensile strength meas-
urements was set at 2  mm/min. 

The Charpy impact strength test (unnotched samples) was 
performed according to ISO 179-1 on an Instron Ceast 9050 
impact pendulum tester. 

Thermogravimetry (TG) was performed using a NETZSCH 
209 F1 Libra gravimetric analyser (Selb, Germany). Samples of 4 
± 0.2 mg were placed in Al2O3 crucibles. Measurements were 
conducted under nitrogen (flow of 20 ml/min) in the range of 30–
1000°C and a 10°C/min heating rate. 

Images of steel fibres and composites were taken with the dig-
ital light microscope Keyence VHX-7000 (Keyence International 
NV/SA, Osaka, Japan) with a VH-Z100R wide angle zoom lens 
(Keyence International NV/SA, Osaka, Japan) at 100× magnifica-
tion. The images were taken using the function of depth composi-
tion and 3D image creation.  
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3. RESULTS AND DISCUSSION 

From the microscopic analysis, it can be seen that the steel fi-
bers are characterized by different sizes. The length range deter-
mined by the optical microscope was from about 40 μm to 2000 
μm (Fig.2). Based on the literature review, it has been determined 
that no research has been conducted to date on the incorporation 
of modified steel fibers with organosilicon compounds into a pol-
ylactide matrix.       

The article describes the process of producing polylactide 
composites reinforced with steel fibers and steel fibers modified 
with organosilicon compounds having reactive thiol groups and/or 
hydrophobic groups, respectively. An analysis of tensile strength 
and impact strength was carried out, as well as surface tests were 
performed, which allowed to characterize the degree of hydropho-
bicity of the materials. 

 
Fig. 2. Optical microscopic images of steel fibres 

Fig. 3 presents optical microscope images of the surfaces 
(left) and fracture surfaces (right) of composites at the highest 
fiber concentrations (5% wt). Based on these images, the effect of 
different silsesquioxane (SSQ) additives (SSQ-SH, SSQ-SH-OCT, 
SSQ-SH-OFP) on the material structure can be observed. The 
surface of neat PLA is relatively homogeneous, and the fracture 
surface is smooth. Figure 3B-B’ clearly shows steel fibers on the 
PLA surface, with sharp and distinct boundaries between the 
fibers and the matrix in the fractures. The fracture surface is 
rough, indicating poor adhesion between the fibers and PLA. The 
addition of SSQ-SH improves the adhesion of steel fibers to the 
PLA matrix, resulting in a more integrated structure and reduced 
visibility of fibers in the fractures (Fig. 3C-C’). Similarly, SSQ-SH-
OCT leads to better dispersion and homogeneity of the material 
(Fig. 3D-D’). In contrast, the addition of SSQ-SH-OFP shows the 
presence of fiber agglomerates mainly on the surface (Fig. 3E-E’), 
which may indicate uneven dispersion and potentially inferior 
mechanical properties of the material. This is related to the high 
hydrophobicity of fluoroalkyl groups, leading to poorer miscibility 
between the system components. The surface of the fractures 
with additives is less rough, indicating better embedding of the 
fibers in the matrix.  

Fig. 4 shows the impact strength results for neat PLA, steel fi-
ber reinforced PLA, and modified filler/PLA. The measurement 
method used is characterized by large standard deviations, which 
is visible on the graph in the form of errors bars. Neat PLA's im-

pact strength is 17.1 kJ/m2 (black straight line in the graph - refer-
ence). The addition of steel fibers did not significantly affect the 
impact resistance, and the changes in values are within  
± 1.0 kJ/m2. 

 
Fig. 3.   Microscopic images of composites: A) neat PLA, B) PLA + 5% 

steel fibres, C) PLA + (5% steel fibres/SSQ-SH), D) PLA + (5% 
steel fibres/SSQ-SH-OCT), E) PLA + (5% steel fibres/SSQ-SH-
OFP) 

Composites with the addition of organosilicon modifiers are 
characterized by higher impact strength values. This may be due 
to three factors: 1) improved dispersion of the modified fibers in 
the polymer matrix; 2) plasticizing effect of organosilicon com-
pounds; 3) the influence of thiol groups which may interact with 
the polylactide matrix. Thiol groups present in modifiers act as 
proton donors, facilitating the formation of hydrogen bonds be-
tween the -SH groups and the carbonyl groups in polylactic acid 
(PLA) chains. These hydrogen bonds can influence the degree of 
crystallinity in PLA, which in turn affects its mechanical properties. 
In our previous work, we presented the impact of (3-thiopropyl) 
polysilsesquioxane on the mechanical properties of polylactide, 
including potential interactions between the modifier and the 
matrix [42]. Modifiers can act as a plasticizer, reducing the brittle-
ness of the polymer, thanks to which the resulting composite is 
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able to absorb more energy during impact. The highest values 
were obtained for the PLA/steel fibres/SSQ-SH composite, which 
may indicate a significant impact of thiol groups on the improve-
ment of the mechanical properties of the polymer. The tests car-
ried out show that the addition of a small amount of organosilicon 
compounds by weight in relation to the entire composite affects 
the change in the properties of the materials, which gives an 
effective method of modification and is also important in the eco-
nomic aspect. 
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Fig. 4. Impact strength of composites 

Tensile strength tests were also carried out (Fig.5A), exam-
ples of force-elongation curves for selected materials are shown 
(Fig. 5B),  and elongation at break was determined (Fig.6). Neat 
PLA has similar characteristics to PLA+(steel fibres+SSQ-SH), but 
the displacement of the sample with the modifier was higher. 
Displacement is slightly higher for the samples with modifiers, 
compared to neat PLA, but the maximum force values are compa-
rable for all tested materials. However, the differences shown for 
the example samples are not statistically significant (Fig. 5B). The 
slight differences may be due to the different lengths and uneven 
arrangement of the steel fibres. The addition of steel fibers did not 
affect the reinforcement of the composite matrix, and changes in 
strength values are ± 1 MPa. The addition of organosilicon com-
pounds (SSQ-SH-OCT, SSQ-SH-OFP) reduced the tensile 
strength value. Composites with the addition of the SSQ-SH-OFP 
modifier have the lowest strength. This decrease can be attributed 
to the highly hydrophobic characteristics of the fluoroalkyl groups 
within the SSQ-SH-OFP modifier. These hydrophobic groups 
probably result in diminished interactions between the modifier 
and the polymer matrix, which is also observed in microscopic 
photos (Fig. 3). For the sample with 5% concentration (steel fi-
bres/SSQ-SH-OFP) the value decreased by 5.1 MPa. The ob-
tained results show that the new materials, which also consist of 
organosilicon compounds, are characterized by higher flexibility 
and lower strength. This may be due to the plasticizing effect of 
modifiers, as well as the presence of discontinuities in the polymer 
phase introduced with the addition of filler [33]. 

Literature data confirm that metal powder act as a weak inter-
face thereby lowering strength and toughness [43]. It is possible 
that the use of fibers may similarly deteriorate mechanical 
strength. The addition of organosilicon compounds slightly im-
proves the plasticity of composites. Higher elongation at break 

values (Fig.6) indicate increased mobility of the polymer phase, 
attributable to the addition of a plasticizing modifier. This is due in 
part to the modifier's penetration between the macromolecular 
chains of the polymer, which reduces the intermolecular forces 
acting along these chains [44]. Similar results can be seen in 
impact tests. 
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Fig. 5. a) Tensile strength of composites, b) force-elongation curves 
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In the study, samples with the highest concentration of steel 
fibers were subjected to thermogravimetric analysis in an inert gas 
(N2) flow (Fig.7). The onset temperature and temperature at the 
maximum rate of mass loss were determined from the TGA/DTG 
curves. The results showed a significant decrease in the decom-
position start temperatures of the modified composites (Table 1). 
The introduction of steel fibers was found to lower both the onset 
temperature and temperature at the maximum rate of mass loss. 
The analysis of the composites revealed that the thermal stability 
was not affected by the organosilicon compounds. When 5 wt.% 
steel fibers or modified steel fibers were added, the onset temper-
ature was lowered from 16.0°C to 18.4°C.  Sample fiber/SSQ-SH 
was characterized by 32.6°C lower temperature at the maximum 
rate of mass loss compared to neat PLA. One possible explana-
tion for this behavior of the samples is that the steel conducts 
heat, which results in faster heating of the composite systems and 
ultimately leads to lower initial temperatures and temperatures at 
maximum weight loss rates. In the study by Sztorch et al., it was 
also observed that the addition of metallic powders can lower the 
onset degradation temperatures of composites. This phenomenon 
is also evident in the case of adding steel fibers to PLA [45].Table 
2 summarizes the obtained results. 

 
Fig. 7. TGA curves of composites 

Tab. 1. Results of TGA analysis 

Sample 

Onset 

temperature 

[°C] 

ΔT 
[°C] 

Temperature 
at the 

Maximum 
Rate of 

Mass Loss 
[°C] 

ΔT 

[°C] 

Neat 

PLA 
342.2 - 362.1 - 

PLA + 

steel fibres 
323.8 18.4 329.5 32.6 

PLA + (steel 
fibres + SSQ-

SH) 
324.2 18.0 332.1 30.0 

PLA+ (steel 
fibres + SSQ-

SH-OCT) 
326.2 16.0 333.1 29.0 

PLA+ (steel 
fibres + SSQ-

SH-OFP) 
324.5 17.7 332.9 29.2 

 
 

The neat PLA sample has a hydrophilic surface with a contact 
angle of 76.5°. The addition of fibres and organosilicon com-
pounds influenced surface changes of the composites (Fig. 8). 
PLA/steel fibres materials are characterized by a higher water 
contact angle (for a 1.5% sample, the value is 81.7°). Changes 
towards higher values may be caused by a change in the micro-
structure to a rougher one, and thus characterized by higher 
values of the contact angle. Samples in which SSQ-SH is used 
are characterized by lower values compared to neat PLA. The 
thiol groups present in the modifier's structure are moderately 
polar and hydrophilic because of the difference in the electronega-
tivity of sulfur and hydrogen, which leads to interaction with water, 
decreasing the contact angle[46]. SSQ-SH-OCT and SSQ-SH-
OFP are characterized by the presence of both reactive thiol 
groups and groups determining the hydrophobic character (octyl, 
fluoroalkyl). The highest increase in the contact angle value was 
observed for PLA + composites (steel fibres+SSQ-SH-OFP). With 
the increase of the organosilicon modifier, the value of the contact 
angle increases. For the 5% sample, there is a noticeable change 
of 8.5% compared to neat PLA. Fluorinated materials are charac-
terized by low surface energy and exhibit both oleophobicity and 
hydrophobicity [47-48]. The addition of the SSQ-SH-OFP deriva-
tive led to an increased contact angle. This rise can be explained 
by the hydrophobic fluoroalkyl groups in SSQ-SH-OFP, which 
repel water and lower surface energy, thereby enhancing hydro-
phobicity of materials. 
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Fig. 8. Water contact angle of composites 

4. CONCLUSION 

This study presents the first investigation into the modification 
of steel fibers with organosilicon compounds (SSQ-SH, SSQ-4SH-
4OCT, and SSQ-4SH-4OFP), for their incorporation into polylac-
tice matrix. Through a series of mechanical, thermal and surface 
property tests, it has been demonstrated that these modifications 
lead to significant changes in the properties of the resulting com-
posites. The incorporation of steel fibres and organosilicon com-
pounds into PLA resulted in changes in their strength properties, 
including an increase in impact strength and elongation at break 
values, as well as a change in the contact angle value. The com-
pounds used acted as plasticizers in the polymer matrix, which 
made the material more flexible. Additionally, the hydrophobic 
groups in the compounds (primarily fluoroalkyl groups) affected 
the surface properties (increase of 8.5% compared to neat PLA). 
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By adding small amounts of organosilicon additives, certain prop-
erties were improved, making this an effective, efficient, and 
economically advantageous method. These findings suggest a 
promising potential for the use of organosilicon-modified steel 
fibers in PLA composites. Preliminary tests indicate that this modi-
fication strategy can lead to enhanced composite materials with 
improved performance properties. Future research will focus on 
further exploring the optimization of these modifications, as-
sessing long-term durability, and evaluating additional applications 
to fully realize the potential benefits of this innovative approach. 
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Abstract: Blood is a vital part of our circulatory system. It is responsible for transporting oxygen and nutrients, regulating body temperature, 
and fighting infections. However, any imbalances in blood composition or disruptions in the blood production process can affect the body's 
overall functioning. Anemia is one of the most common blood diseases diagnosed worldwide. It is characterized by a deficiency of red blood 
cells or hemoglobin, which reduces the body's ability to transport oxygen. To address this issue, researchers are developing blood substitutes 
with artificial oxygen carriers that can replace or support the natural function of red blood cells in oxygen transport. Perfluorocarbon-based 
oxygen carriers (PFCs) such as perfluorodecalin (PFD) are promising for treating severe blood disorders because they can deliver O2  
to tissues in various conditions. PFCs have higher storage stability than other oxygen carriers due to their bilayer sphere structure.  
In this study, we aimed to explore the effects of different concentrations of PFD (1%wt., 2%wt.) and storage time (7, 14, 21, 28 days)  
on the properties of blood substitutes, including its physicochemical (pH, surface tension, electrolytic conductivity, contact angle, redox 
potential, oxygen content) and rheological characteristics. The results show that the PFD concentration did not have a statistically significant 
effect on most of the tested properties, except for the oxygen content, which was higher for the 2%wt. solution after 28 days of incubation. 
The incubation time significantly impacts the change in surface tension, contact angle, redox potential, and oxygen content. The obtained 
results are essential due to the use of perfluorodecalin in medicine as an oxygen carrier. 

Key words: artificial blood, perfluorodecalin, physicochemical properties, blood viscosity

1. INTRODUCTION 

Blood is a liquid tissue that plays a vital role in the circulatory 
system, carrying out several essential functions. Blood plays a cru-
cial role in maintaining homeostasis in the human body.  Pleiotropic 
properties of blood provide many functions, such as delivery of nec-
essary substances (such as nutrients and oxygen) to the body's 
cells, transport of waste products away from cells, immunological 
functions (circulation of white blood cells, detection of foreign ma-
terial by antibodies), coagulation (body's self-repair mechanism), 
information functions (transport of hormones and the signaling of 
tissue damage) and regulation of body pH and temperature [1]. 

Blood comprises two primary components: liquid plasma and 
morphotic elements such as erythrocytes, lymphocytes, and plate-
lets. Plasma, mostly made up of water, proteins, mineral salts, li-
pids, and glucose, is the primary component of blood and consti-
tutes more than half of its volume [2]. Erythrocytes, also known as 
red blood cells, are the blood's most numerous morphotic elements, 
accounting for 44% of its volume. They have a disc-like shape flat-
tened on both sides, which gives them a more favorable surface-
to-volume ratio for gas exchange. Erythrocytes are blood cells that 
contain hemoglobin and non-hemoglobin proteins [3]. Hemoglobin 
is made up of two components: globin and heme. Globin is com-
posed of four polypeptide chains that are held together by ionic 
bonds. On the other hand, heme is a pigment consisting of four 
pyrrole rings with an iron atom at its center. This iron atom binds 
with oxygen or carbon dioxide to transport them throughout the 

body. The production of erythrocytes occurs mainly in the bone 
marrow and spleen. However, any disruptions to the blood produc-
tion process can affect the body's functioning. 

Anemia is one of the most commonly diagnosed blood diseases 
affecting people worldwide [4]. It is characterized by a deficiency of 
red blood cells or hemoglobin, which results in a decreased ability 
of the body to transport oxygen. The treatment methods for anemia 
vary depending on the severity and underlying cause of the dis-
ease. Oral or intravenous iron supplementation is usually the pre-
ferred treatment for iron deficiency anemia. Transfusion therapies 
or bone marrow transplantation may be necessary for other types 
of anemia. Despite advances in our understanding of blood dis-
eases and the development of new drugs, treating hematological 
diseases remains a significant challenge for medical professionals. 

Additionally, due to the aging population and other factors, 
there is a growing need for more blood donors [5]. An alternative to 
conventional methods of treating blood diseases is artificial blood 
products. Jägers et al. [6] rightly note that interdisciplinary cooper-
ation is needed. For this reason, numerous works have been done 
to develop blood substitutes that can support or replace blood in 
performing its functions [7–9]. Their primary purpose is to ensure 
oxygen transport by artificial oxygen carriers (AOCs). AOCs are es-
sential in managing blood conditions for patients with serious ill-
nesses. The primary types of AOCs are Hemoglobin-based Oxygen 
Carriers (HBOCs) [10] and Perfluorocarbon-based Oxygen Carriers 
(PFCs) [11]. The former refers to the covalent linkage of oxygen 
and Hb, while the latter involves oxygen dissolution within  
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a perfluorocarbon (PFC) [12]. HBOCs were first tested in the 1930s 
using cell-free hemoglobin on a cat with renal toxicity by Amberson 
et al. [13]. The first modified HBOC, HemAssist, was licensed in 
1985, followed by Polyheme, a polymerized Hb clinically developed 
in 1996 [14]. The concept of PFCs as oxygen carriers started in 
1966. A human serum albumin-derived PFC-based AOC, consid-
ered a cutting-edge technology [15], was utilized in various in vivo 
studies and began in 2017 [16]. Since then, work has been under-
way to obtain a stable albumin-perfluorocarbon emulsion [17]. 

PFCs dissolve respiratory gases like oxygen, CO, CO2, and 
NO [6]. When both PFC and RBC are present in the circulation, 
PFC protects Hb-bound oxygen until it reaches hypoxic tissues 
[18]. PFCs are more resilient than AOCs to pH and temperature 
changes. They are not affected by pharmacological, environmental, 
and chemical changes. PFCs are chemically resistant to heat and 
do not undergo metabolic transformation in vivo, making them safer 
than HBOCs as AOCs. HBOCs tend to have side effects such as 
immune reactions, high blood pressure, and a short half-life [19]. 
The advantages of PFCs are their long shelf-life and ability to pen-
etrate small blood vessels and arterial blockages for oxygen 
transport [20]. PFCs have higher storage stability than other oxygen 
carriers due to their bilayer sphere structure, where there is a PFC-
nucleus in the center. A shell around this surface is a thin layer of 
surfactant. The stability of PFC emulsions depends on the sample 
surface layer elasticity of the surfactant around the particles  [19]. 
A good example of this group is perfluorodecalin (PFD), a type of 
PFC, a hydrocarbon-based compound in which all hydrogen atoms 
are replaced by fluorine atoms (Fig. 1). 

 
Fig. 1. The structural formula of perfluorodecalin 

To the best of our knowledge, no publications have assessed 
the individual impact of PFDs on synthetic blood preparations' 
physicochemical and rheological properties. The work aimed to ver-
ify the effects of PFD on the properties of artificial blood, including 
its chemical, physical, and rheological characteristics. The original 
chemical compositions of the blood solutions were selected exper-
imentally. 

2. MATERIALS AND METHODS 

2.1. Perfluorodecalin-based artificial blood solutions 

Based on the literature [21], a base solution imitating human 
plasma was developed (Tab. 1). Organic ingredients (e.g., glucose, 
albumin, glycerin, cholesterol) and inorganic ingredients (inorganic 
salts) were dissolved in deionized water. The organic components 
were used as emulsifiers, cryoprotectants, and consistency 
modifiers. Their role is to maintain the osmotic pressure, ensure 
appropriate viscosity, and prevent the formation of clots. Inorganic 
salts regulate ionic balance, pH, and osmotic pressure. 

Then, 1%wt. or 2%wt. perfluorodecalin (PFD) (samples indi-
cated as 1PFD and 2PFD respectively) was added into the plasma 
solution (control sample indicated as C). Then, the 100 µL of each 
sample was vortexed for 30 s to obtain a homogeneous solution. 
The prepared samples were stored static in a refrigerator at 2°C. 

Tab. 1. Composition of the base solution imitating human plasma 

2.2. Physicochemical and rheological tests 

The study tested an artificial blood that contained varying con-
centrations of perfluorodecalin. The physicochemical and rheologi-
cal properties of the preparations were tested at different intervals 
after their preparation (0, 7, 14, 21, and 28 days). The measure-
ments were conducted at a laboratory temperature of 23°C using 
various instruments, including the SevenMulti (Mettler Toledo, Co-
lumbus, OH, USA) multifunctional ionoconductometer for pH, con-
ductivity, and redox potential measurements. The Oxygen Meter 
CO-105 electrode (Elmetron, Poland) was used for oxygen concen-
tration testing and the STA1 tensiometer for surface tension analy-
sis. The Contact Angle Goniometer (Ossila, UK) determined the 
tested preparations' contact angle (θ) in contact with PDMS sur-
face. The viscosity tests were performed using the HAAKE Rhe-
ostress 6000 rheometer (Thermo Fisher Scientific, Waltham, MA, 
USA) with plate-plate (35 mm diameter) system in a shear rate 
range of 10 to 200 1/s in 37°C. All measurements were conducted 
five times for each case. The study aimed to determine whether 
perfluorodecalin and storage time impacted the properties of artifi-
cial plasma preparations. 

The statistical analysis was performed using Statistica software 
(TIBCO Statistica® software version 14.0.1, Palo Alto, CA, USA). 
The average value and standard deviation were calculated based 
on the results obtained from at least five repeatable test attempts 
under the same conditions. The results are presented as mean 
value ± SD. One-way ANOVA tests were used to analyze the sta-
tistical significance of differences. 

Ingredient 
Concentration 

(g/L) 
Function 

water 920 solvent 

albumin 57 
emulsifier, maintaining 

osmotic pressure 

glycerine 8 
cryoprotectant, ensuring 

appropriate viscosity 

glucose 1 nutritional properties 

cholesterol 4.5 
preventing the formation of 

clots, regulating blood 
pressure 

cholesterol 
oleate 

1.5 emulsifier, viscosity regulator 

NaCl 5.2 
ionic balance, pH, and 

osmotic pressure constancy 

NaHCO3 1.8 
ionic balance, pH, and 

osmotic pressure constancy 

MgCl2 0.38 
ionic balance, pH, and 

osmotic pressure constancy 

CaCl2 0.33 
ionic balance, pH, and 

osmotic pressure constancy 

KCl 0.30 
ionic balance, pH, and 

osmotic pressure constancy 
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3. RESULTS 

Analysis of pH test results (Fig. 2a) indicates that up to 2% of 
PFD content in artificial plasma preparations does not significantly 
affect the pH value. It was observed that the pH of tested samples 
(7.41-7.43) was within the pH range of natural blood (pH = 7.35-
7.43, Tab. 2) for up to 7 days from preparing blood substitutes. 
Static storage of prepared solutions increases the pH to 7.5-7.6, 
7.59-7.65, 7.43-7.67 after 14, 21, and 28 days for tested prepara-
tions, respectively. The electrolytic conductivity value of tested 
PFD-based blood preparations was in the range κ  = 11.7 - 12.7 
mS/cm (Fig. 2b), within the physiological range. We observed sig-
nificant differences (p < 0.05) in freshly prepared solutions between 
C (κ  = 11.7±1.1 mS/cm), 1PFD (κ  = 12.3±1.1 mS/cm), and 2PFD 
(κ  = 12.4±1.0 mS/cm). The electrolytic conductivity did not change 
significantly until 14 days after their preparation. The surface ten-
sion results (as shown in Fig. 2c) indicate that this parameter for 
the tested solutions increased over time. On day 0, the surface ten-
sion was approximately σ = 35 mN/m, while after 28 days of stor-
age, it increased to approximately σ = 55 mN/m. The greatest sur-
face tension increase was observed during the first week of incu-
bation, where it increased to about 50 mN/m, which was statistically 
significant (p < 0.05). In the case of the contact angle values (Fig. 
2d), the lowest values were also obtained on day 0. The contact 
angle for the control sample (θ =7.7±0.2°) was statistically lower (p 
< 0.05) in comparison to 1PFD (θ =28.3±0.8°) and 2PFD (θ 
=29.6±0.9°). Even 1%wt. addition of PFD statistically influences 
this parameter. On day 7, the contact angles increased to θ = 48° - 
55° and were similar to the preparations tested after 14 days. The 
values were statistically higher (p < 0.05) than those obtained after 
7 days of storage. Then, the contact angle increased, and the high-
est angle value (θ ~ 60°) was obtained after 28 days of storage, 
which was statistically higher than the contact angle measured after 
7 days of incubation. 

The redox potential data (Fig. 3a) show that all values were 
positive, meaning that tested solutions have oxidizing properties. 
The redox potential was in the E = 160-169 mV range on their prep-
aration day. The highest redox potential (E = 213±4 mV) was ob-
tained for sample 2PFD after 7 days of incubation and was statisti-
cally higher (p < 0.05) in comparison to the control sample and so-
lution with 1%wt. of PFD addition, which was E=190±4 mV. The 
lowest values (E = 90-120 mV) were obtained on day 14 for the 
tested samples. The redox potential increased until day 7, then de-
creased significantly on day 14 and increased again during meas-
urements on day 21. After 28 days, the redox potential for the con-
trol sample and PFD-based solutions was in the E = 130-140 mV 
range. It was statistically lower than solutions tested on their prep-
aration day and after 7 days of storage.  

The oxygen concentration results shown in Fig. 3b indicate that 
the increase in PFD content and the duration of storage of artificial 
blood solutions are directly proportional to the increase of this pa-
rameter for the developed substitutes. On the day of solution prep-
aration, the lowest oxygen content (5.67±0.31 mg/L) was observed 
for the control solution (Fig. 3b). For the PFD-based preparations, 
the oxygen content for 1PFD and 2PFD was ~7.5 mg/L and ~8.1 
mg/L, respectively, and were statistically higher than the solution 
without PFD addition. After 28 days of storage, the oxygen concen-
tration increased for all tested solutions, and in the case of the sam-
ple without PFD and for samples 1PFD and 2PFD, this parameter 
was 6.66±0.31 mg/L, 10.12±0.5 mg/L, and 11.66±0.58 mg/L, re-
spectively. The oxygen content after 28 days for tested PFD-base 

solutions was statistically higher than that of the control sample. 
The highest oxygen concentration (~11.66±0.58 mg/L) was ob-
tained for sample 2PFD after 28 days of storage and was statisti-
cally higher than that of sample 2PFD tested after 7 days of incu-
bation. 

 
Fig. 2.  Results of a) pH, b) electrolytic conductivity, c) surface tension, and 

d) contact angle measurements for perfluorodecalin-based 
solutions after 7, 14, 21, and 28 days. Mean values with ± standard 
deviation for 5 measurements are presented. The abbreviations C, 
1PFD, and 2PFD denote control samples containing no PFD and 
samples containing 1% and 2% PFD, respectively. (*) statistically 
significant differences p < 0.05 

 
Fig. 3.  Results of (a) redox potential (after 7, 14, 21, and 28 days); and (b) 

oxygen content measurements (after 28 days) for perfluorodecalin-
based solutions. Mean values with ± standard deviation for 5 
measurements are presented. The abbreviations C, 1PFD, and 
2PFD denote control samples containing no PFD and samples 
containing 1% and 2% PFD, respectively. (*) statistically significant 
differences p < 0.05 

Viscosity tests (Fig. 4) showed that the obtained preparations 
are non-Newtonian, pseudoplastic fluids, just like natural blood. For 
all solutions tested on the day of preparation (Fig. 4a), the viscosity 
was in the range of η = 2.2-2.8 mPas at the shear rate γ ≥ 60 s-1. 
After 28 days of storage, the viscosity for control samples was 
about η ~ 3 mPas, and for PFD-based solutions was in the range 
of η ~ 2-2.2 mPas at the shear rate γ ≥ 60 s-1. The dynamic vis-
cosity values are similar to those of natural blood or plasma (η ~2-
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5 mPas) in the entire range of tested shear rates tested, without 
incubation and after 28 days of storage. Moreover, PFD had no vis-
ible effect on the viscosity of non-incubated samples, but after 28 
days of incubation, the PFD reduced the viscosity. 

 
Fig. 4. Results of viscosity measurements for perfluorodecalin-based 

solutions: (a) with no incubation; (b) after 28 days of incubation. 
Mean values for 5 measurements are presented. The 
abbreviations C, 1PFD, and 2PFD denote control samples 
containing no PFD and samples containing 1% and 2% PFD, 
respectively 

4. DISCUSSION 

The result of impaired function of the natural blood is a patho-
genesis of various disorders. Treatment of blood disorders involves 
pharmacological therapy or replacement therapy, which is based 
on the use of artificial substitutes. However, no blood substitutes 
meet the biological criteria and maintain favorable physicochemical 
properties and rheological parameters. Directions for improving the 
biofunctional properties of such preparations should consider their 
chemical modification. This mainly concerns oxygen carriers, 
where selecting their type and concentration will enable obtaining 
a biocompatible preparation. Appropriate selection of artificial blood 
ingredients makes it possible to influence the kinetics and mecha-
nism of oxygen transport and properties similar to natural blood 
(Tab. 2). It is also responsible for modifying the biofunctional prop-
erties of blood and, concerning the subject of the work, physico-
chemical and rheological characteristics. 

 
Tab. 2. Human blood parameters [22–25] 

Parameter Value 

color red 

smell specific, metallic 

taste sweet and salty 

pH 7.35-7.43 

osmotic pressure 300 mOsm/L 

oxygen capacity 20.1 ml O2 / 100 ml blood 

surface tension 53.45-55.35 mN/m 

electrolytic conductivity 10-20 mS/cm 

contact angle 40-75° 

viscosity 3.5-5.5 mPas 

The pH values of tested preparations are 7.41-7.67 during the 
tested period. The pH of own-prepared blood substitutes increased 
with time and was higher for higher PFD content. After 28 days of 
storage, the pH of the tested preparations decreased. The optimal 
pH value of human blood is in the range of 7.35-7.43 (Table 2), 

which is of great biological importance because even slight 
changes in the acidic or alkaline direction can lead to disturbances 
in many physiological processes, including the functioning of the 
nervous system, causing disturbances in consciousness, convul-
sions, enzyme functioning, and substance transport. Responsible 
for the stability of hydrogen ions include, among others, carbon di-
oxide (CO2), sodium bicarbonate (NaHCO3), sodium salts of phos-
phoric acid (Na2HPO4, NaH2PO4), plasma proteins, and hemoglo-
bin. Lowering the pH value of blood may result in an increased 
breathing rate to remove excess carbon dioxide, which, together 
with water, forms acid anhydride, which lowers the pH value. The 
human blood pH values below 6.8 and above 7.8 can be fatal, as 
many metabolic processes are disturbed [26]. The obtained results 
indicate the need to modify the composition of blood products to get 
a solution with a lower initial pH and better buffering properties. 

Natural blood, as a liquid based on water and different electro-
lytes, has conductivity in the range of κ =10 - 20 mS/cm (Table 2). 
Electrolytes, especially Na+, K+, Ca2+, Mg2+, Cl-, and HCO3-, 
properly conduct electrical impulses in nerves and muscles. Due to 
electrolytic conductivity, blood can maintain an osmotic balance. 
Blood's osmotic pressure is related to the concentration of electro-
lytes in the blood, particularly Na+ and K+ ions and plasma proteins 
[26], and is approximately 300 mOsm/L (Table 2). However, it is 
characterized by slight fluctuations related to food and drink intake. 
The values of electrolytic conductivity (11.7-12.7 mS/cm) for tested 
substitutes determine increased ionic activity. We think this might 
positively influence ions' transport and diffusion (penetration), 
which is essential from the point of view of blood functions [27]. 

The value of blood surface tension depends on the type of food 
consumed and the amount of fluids. A diet high in fat reduces, while 
protein-rich increases its value. On average, the surface tension of 
natural blood is σ = 53.45-55.35 mN/m (Table 2) and is slightly 
higher in women than in men, because of less RBC accumulation 
and less hematocrit [28]. The measured surface tension values for 
tested preparations (~55 mN/m) are lower but get closer to this re-
sult over time. Surfactants decrease, and inactive agents increase 
the surface tension of liquids. Surface-active compounds include 
hydrophilic (e.g., OH) and hydrophobic (e.g., CH3) groups. Such 
substances in the developed preparation include glucose, albumin, 
glycerin, and cholesterol. Ionic compounds are mainly responsible 
for increasing their value, i.e., the salts NaCl, NaHCO3, MgCl2, 
CaCl2, and KCl. The increasing surface tension value may be re-
lated to the progressive dissociation of these salts. This property is 
also fundamental in the breathing process because the appropriate 
surface tension of blood in the alveoli is essential for proper gas 
exchange. Due to surface tension properties, the alveoli are kept 
open, facilitating oxygen absorption into the blood and the release 
of carbon dioxide. Surface tension also helps maintain the integrity 
of the blood clot [29–31].  

In the literature (Table 2), the value of the blood contact angle 
is in the range θ = 40-75°, depending on the material used for tests 
[32–34]. This means that blood has good wetting properties so 
blood cells can adhere well to the vessel walls during clot formation. 
The wettability angle of blood depends on the type of surface used 
for tests. The results obtained in this work on day 0 (θ ~29°) are 
lower than those in the literature, while those obtained for 7-28 days 
(θ~60°) are similar to natural blood. The obtained results of the con-
tact angle measurement indicate that the storage time of the ob-
tained solutions affect the increase of the value of this parameter. 
The contact angle of the tested solutions increased with time, which 
may indicate condensation [35]. However, no effect of PFD concen-
tration on the contact angle value was observed. The contact angle 
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values are similar to the values of natural blood (θ >40°) observed 
after 7 days from the moment of preparation and increase to ap-
prox. θ ~ 60° after 28 days, which is still within the physiological 
values. Contact angle tests showed values lower than θ = 90°, 
which means that the tested solutions are characterized by good 
wettability. This property is advantageous because it might reduce 
the friction between the walls of blood vessels and the flowing fluid. 

The tested samples' redox potential (E = 75.1-213.1 mV) in-
creases until day 7, then decreases on day 14 and increases again. 
This may indicate that an oxidation reaction has occurred in the 
tested solutions, as all results are positive. The differences between 
the solutions are low, meaning that PFD does not affect the redox 
potential value. This is related to the oxidation and reduction reac-
tions in the tested solutions, resulting from their chemical composi-
tion and pH value. These changes may be related to oxidation-re-
duction reactions between glucose characterized by reducing prop-
erties and metal ions, such as Mg2+ or Ca2+, which are electron 
acceptors. These reactions can affect the redox potential by chang-
ing ion concentrations [36, 37].  

The oxygen concentration of the solutions increases with in-
creasing PFD content and storage time. The perfluorodecalin 
(C10F18) is characterized by high oxygen-carrying capacity, dis-
solving 49 ml of oxygen per 100 ml of PFD, almost 40% more than 
water or plasma. Kim et al. [38] stated that PFOCs-based blood 
substitutes can dissolve 40 to 70% of oxygen at room temperature. 
This binding capacity results from fluorine’s low polarizability and 
the ability of perfluorodecalin (C10F18) to form complexes with ox-
ygen through electrostatic and dipole interactions [39]. The fluorine 
atoms in perfluorodecalin molecules have a partially negative elec-
trical charge that attracts partially positively charged oxygen mole-
cules. As a result of these interactions, a complex is formed (per-
fluorodecalin oxide - C10F18O), in which perfluorodecalin mole-
cules surround the oxygen molecule. Fluosol-DA is a PFC-based 
blood substitute that can carry oxygen. Its emulsion contains 14% 
perfluorodecalin and 6% perfluorotripropylamine. However, its oxy-
gen-carrying capacity is only 7.2% at 37°C, which is lower than 
RBCs [40]. Experimental studies using Flucosol-DA doses of 20–
500 mL demonstrated no negative effects (side effects) on the 
heart, liver, kidneys, and hematological function [41].  However, 
one of the problems is the poor stability of this product, so it must 
be modified by other ingredients. In the presented work, we exam-
ined the effect of deficient PFD concentrations to assess the impact 
on individual physicochemical properties, which have been evalu-
ated using various methods over the years. According to our re-
sults, achieving oxygen concentration in the blood substitute similar 
to natural blood requires using much higher PFC concentrations of 
PFCs. An example of a widely tested blood substitute is the Per-
ftoran, which contains PFD and FMCP as the PFCs. However, its 
composition can be problematic and decrease the stability of the 
emulsion to approximately one month at 4–8°C, which is too short 
to be used as a blood substitute [42]. Thus, second-generation 
PFCs were developed to eliminate the problems of first-generation 
products, taking into account the nature and content of the fluoro-
carbons, which are 2 to 4 times higher in comparison to first-gener-
ation PFCs products. Also, they use natural phospholipids as an 
emulsifier instead of a water-soluble emulsifier and should be 
stored without freezing [43]. 

Blood is a stable suspension composed of plasma and solid 
substances with anti-adhesive properties. The circulatory system 
can be compared to the capillary system, and blood is classified as 
a non-Newtonian fluid with thixotropic and viscoelastic properties 
[44]. Blood viscosity depends on temperature, degree of hydration, 

number of blood cells, and the diameter of the vessel through which 
it flows. Viscosity is a fundamental property because it influences 
blood flow through blood vessels, thus the transport of oxygen and 
nutrients. The increase in viscosity may lead to the formation of 
clots and place a heavy burden on the heart muscle, causing car-
diovascular diseases [45, 46]. The plasma solutions prepared using 
PFD are non-Newtonian, shear-thinning fluids with a viscosity sim-
ilar to that of blood. However, these liquids are structurally different, 
and the rheological behavior of whole blood results from different 
phenomena. Human blood plasma is a Newtonian fluid with a vis-
cosity of 1.2 mPa·s at 37°C. The presence of a second phase, 
mainly composed of RBCs, is responsible for the non-Newtonian 
behavior of whole blood [47]. RBC aggregation causes a significant 
increase in viscosity at low shear rates. Additionally, fibrinogen and 
globular proteins present in plasma promote RBC aggregation. 
Shear stress breaks up the RBC clusters bound by these proteins, 
resulting in reduced viscosity at higher shear rates. At even higher 
shear rates, only individual cells remain from the aggregates, which 
deform at critical shear rates above 100 1/s, leading to a further 
reduction in viscosity [48]. The artificial blood studied in this work is 
a two-phase composition of molecules without cellular elements. 
Shear-thinning arises from the agglomeration of molecules at lower 
shear rates, the breaking of these aggregates, and the formation of 
shear planes at higher shear rates, resulting in decreased viscosity 
[49]. Concurrently, short-lived clusters/inhomogeneities form due to 
the emulsive nature of the PFD-solutions in water, causing tempo-
rary increases in viscosity. 

PFD, along with other elements in the plasma, are not soluble 
or only slightly soluble in water, thus necessitating proper emulsifi-
cation. The decline in solution stability can be seen as a rise in so-
lution viscosity at low shear rates, a change we noted after 28 days 
of incubation. The increase in viscosity caused by solution stability 
loss was noted in highly concentrated PFD solutions (34%) [50]. A 
potential remedy for emulsion instability is creating a nanoemulsion 
through ultrasonication with surfactants Tween 80 and (1H, 1H, 2H, 
2H-perfluorooctyl)phosphocholine [51].  

5. CONCLUSIONS 

A vital impulse for developing artificial blood preparations is the 
need for an alternative form of patient treatment when traditional 
transfusion is impossible or involves risk. Moreover, these prepara-
tions may be used in rescue situations. The physicochemical and 
rheological properties of the tested perfluorodecalin-based prepa-
rations are similar to those of natural blood and should be safe for 
humans. The electrolytic conductivity changes over time due to the 
formation of complexes by ions in the solutions, but it is in the nat-
ural blood conductivity range. This means the prepared solutions 
allow the proper exchange of ions between blood and tissues, and 
PFD does not affect the values of this property—the surface tension 
increases with higher PFD content. The contact angle increases 
over time but is lower than θ = 90°, proving good wetting properties. 
The results demonstrate that perfluorodecalin is a neutral com-
pound that does not significantly affect the tested properties of pre-
pared blood substitutes but only increases the concentration of ox-
ygen dissolved in them. These features are essential due to the use 
of perfluorodecalin in medicine as an oxygen carrier. The obtained 
results may encourage further experimental research by using 
higher concentrations of PFD oxygen carriers and other oxygen 
carriers to find any synergetic effects, aiming to develop a safe 
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oxygen-carrying agent that can be used by patients requiring this 
type of supportive therapy. 
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Abstract: This paper presents the results of a study to determine the heat deflection temperature (HDT) and Vicat softening temperature 
(VST) of polymer matrix powder composites used for ablative shielding. The issue is of particular importance since, during ablative tests, 
the composite material is partially burnt (ablative layer). However, its remaining parts are additionally heated to a higher temperature, 
which is consequently associated with a change in the visco-elastic properties that depend, among other things, on the VST and HDT  
temperatures. In the conducted research, the authors used different mass percentages of powder modifiers (montmorillonite, halloysite, 
mullite, carbon nanotubes, silicon carbide) matrix base epoxy resin LH 145 Havel with the hardener H147 in the experiments. Apart  
from observing thermal properties that may change due to a modification of the composition of the composites, the effect of conditioning  
of the samples on the test results was also noticed. It is preheating a composite at a temperature as low as 55°C was observed to increase 
the HDT and VST by approximately 20°C and the composite hardness by approximately 3-7%. 

Key words: deflection temperature, softening temperature, ablative materials, powder composite 

1. INTRODUCTION 

One of the most common forms of modifying material proper-
ties is the manufacture of composites, which are materials com-
posed of at least two phases. Due to their comprehensive use in a 
wide range of industries, various improvements are constantly 
being sought after, including enhancements with regard to me-
chanical [1-5], ablative [6], or tribological properties [7,8]. The 
enhancements mentioned above are made either through novel 
technological concepts of manufacturing composites [9-11] or by 
including modifiers in the composition of composites.  

When classifying modifiers by origin, it is possible to distin-
guish [12-15] the following: 

− natural organic fillers (e.g., wood flour, flax fibers),  

− non-organic (e.g., chalk, talc, quartz),  

− synthetic (e.g., glass fibers, carbon fibers). 
Taking into consideration the form in which the fillers appear, 

the following can be distinguished: 

− powder fillers (spherical, flake, or short-cut fiber form), 

− fiber fillers (e.g., glass fibers, boron fibers). 
Defining the requirements for material properties is possible 

after analyzing the operating conditions of components made of a 
given material. Among the observed external factors affecting the 
reliability of machine or equipment components is, among others, 
temperature, which, in the case of polymers, can contribute to a 

change in the state of aggregation in extreme situations. There-
fore, testing newly developed materials for their thermal properties 
seems appropriate. These, in turn, are determined by the heat 
distortion temperature under a load (HDT) [16] or Vicat softening 
temperature (VST) [17] in laboratory conditions. 

Numerous attempts have been made in the available literature 
to improve the properties (especially the mechanical ones) of 
composite materials by adding modifiers in the form of powders; 
however, on numerous occasions, they were carried out without 
determining the influence of the modifier on the thermal character-
istics of a composite. The authors have decided to select the best-
known powder modifiers used in polymer composites, as well as 
polymer composites treated as a matrix base, in order to supple-
ment the knowledge base with conclusions formulated on the 
basis of their own research. The details regarding the selected 
reinforcement and matrix base are presented in the next section. 

2. MATERIALS AND METHODS 

Based on the analysis of the state of available expertise on 
the thermal properties of polymer composites and the fundamen-
tals of experimental planning, the authors have prepared a meth-
odology for experimental research and proposed the research 
equipment. 

 

mailto:r.szczepaniak@law.mil.pl
https://orcid.org/0000-0003-3838-548X
https://orcid.org/0000-0001-7109-3599
https://orcid.org/0000-0003-1130-3149
https://orcid.org/0000-0001-5143-5184
https://orcid.org/0000-0002-2162-7123


Przemyslaw Sapinski, Robert Szczepaniak, Daniel Plonka, Aneta Krzyzak, Ewelina Kosicka, Grzegorz Woroniak                                                      DOI 10.2478/ama-2024-0077 
Determination of Heat Deflection Temperature Under a Load and Vicat Softening Temperature of Powder Composites used for Ablative Shields 

 

722 

The research focused on powder composites made at the la-
boratory. For this purpose, different types of powder fillers were 
used (montmorillonite, halloysite, mullite, MWCNT, silicon car-
bide), described in the following sections, at different mass per-
centages (1%, 5%, 20%), which were selected as matrix - also 
presented in the following sections - LH 145 (Havel Composites) 
with the hardener H147 (Havel Composites). 

After 3 and 15 hours, the thermal properties were determined 
for both non-heated and heated samples in two temperature 
ranges (55⁰C and 80⁰C). It is also worth noting that the tests were 
carried out simultaneously on reference samples without the 
addition of powder fillers. A thermal test model is shown in Fig 1. 

 
Fig. 1. Scheme of phenomena occurring during sample combustion [6] 

The powder modifier, its mass percentage in the composite, 
the heating temperature, and the heating time were taken as input 
(independent) factors. The permanent factors included the micro-
climate in the laboratory rooms, air temperature in the laboratory 
(22⁰C), and technical features of the equipment, while the inter-
ferences included random error in the measurements and inaccu-
racy of preparing the powder composites. The thermal properties 
of the produced composites, as determined by Vicat and HDT test 
results, were obtained as input data. 

2.1. Powder reinforcements 

Several modifiers described in the available literature and ex-
ploited to shape the selected properties of composites (including 
hybrids) were used to produce powder composites. These modifi-
ers, together with their brief characteristics as well as references 
to wider descriptions, are presented in Tab. 1. 

Tab. 1. Characteristics of used powder modifiers 

Modifier’s 
name 

Characteristics Manufacturer 

montmorillonite 

(MMT) 

It is one of the most popular 
representatives of the widely 

used layered silicates, derived 
from a group of clay minerals 
(clays), which are the main 
component of rocks called 

bentonites. A small additive of 
MMT into the polymer matrix 
base of the composite allows 

for an improvement in the 
mechanical and thermal 

properties of the material and 
contributes to a reduction in its 

flammability.  
Sources: [18–23] 

Montmorillonite 
K 10 in powder 
form, supplied 

by the 
American 
company 

Sigma-Aldrich 

halloysite 

(Al2Si2O5(OH)
4·2H2O) 

It is an aluminosilicate 
consisting of approximately 

40% aluminum oxide, 
approximately 45% silica and 

water, and traces of metal 
oxides such as Na2O, TiO2, 

FeO, MgO, Al2O3, K2O, TiO2, 
and CaO. Sources: [24–28] 

Halloysite 
Nanoclay in a 
powder form 

(nanotubes are 
1-3 m long and 

30-70 nm in 
diameter), 

supplied by the 
American 
company 

Sigma-Aldrich 

mullite 

(3Al2O3∙2SiO2) 

It is characterized by high 
thermal stability, low thermal 

expansion, thermal 
conductivity, high resistance to 

creep and corrosive 
substances while maintaining 

adequate strength and 
resistance to brittle fracture, 
the ability to attach various 

cations and the possibility of 
forming crystals with various 

contents of silicon and 
aluminum oxides. Sources: 

[29–32] 

Aluminum 
Silicate (Mullite) 

in the form of 
powder, 

supplied by 
Sigma–Aldrich 

carbon 
nanotubes 

(MWCNTs) 

The biaxial nanotube structure 
is constructed from rolled 

graphene planes composed of 
groupings of hexagonal carbon 
rings. Apart from a high aspect 

ratio, the nanotubes are 
characterized by very low 
density, high rigidity, and 

thermal resistance, as well as 
high bending and tensile 

strength. Sources: [33–37] 

Multi walled 
MWCNT by 
Bucky USA  
(5-10 nm in 
diameter, 30 
μm in length) 

silicon carbide 

(SiC) 

It is characterized by high 
thermal and electrical 

conductivity, high chemical 
decomposition temperature, 

good mechanical strength, and 
high hardness. High resistance 
to rapid temperature changes 

(thermal shocks) and oxidation 
(occurring only above 1,400°C 

and accompanied by the 
formation of a protective layer 

in the form of silicon oxide 
SiO2). is also quite relevant.  

Sources: [38–42] 

Carborundum 
F220 with 

gradation equal 
to 53-75 µm 

The modifiers were added in specific mass percentages  
of 1%, 5%, and 20%, respectively. The balance PS2100 R2 Rad-
wag (Radom, Poland) was used to precisely prepare the weighed 
portions of modifiers. 

2.2. Section title Resin-based matrix  

Due to the wide range of applications of powder modifiers  
in polymer compositions and the demand of various industries for 
improved composite properties, it was decided to use polymer 
resins as a matrix base for the manufactured powder composites. 

LH 145 resin is a material characterized by relatively low vis-
cosity and high resistance to crystallization at low temperatures.  
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It shows good resistance to chemical agents. Produced by the 
Czech company Havel Composites, the resin is made from bi-
phenol and epichlorohydrin. Its main application recommended by 
the manufacturer is the production of boats, tools, and automotive 
parts. Its low viscosity and chemical neutrality are decisive for a 
convenient application and good compatibility with fiber rein-
forcements made of aramid, carbon, or glass. In order to initiate 
the resin curing process, the authors used the H 147 hardener 
proposed by the manufacturer in the recommended 100:25 weight 
ratio. The detailed information on LH 145 is provided in Tab. 2. 

Tab. 2. LH 145 resin characteristics [43] 

Properties Values 

Density at 25°C 1.15 g/cm3 

Flash-point (PMCC) 149°C 

Viscosity at 25°C 0.7 Pa∙s 

Epoxy value 170-179 g 

Temperature stability when curing at 25°C  
(for at least 2 days) 

50-60°C 

Temperature stability when curing at 50-60°C  
(for 3 hrs) 

80-90°C 

2.3. Sample heating 

Each sample of prepared samples, differing both in the type of 
the used reinforcement, its mass percentage, and the matrix, was 
divided into sets. The first one contained samples that had not 
undergone heating. Other sets were divided into those heated at 
55°C (3 hrs and 15 hrs) and 80°C (15 hrs). The samples were 
heated in a WKL 64 Weisstechnik climate chamber (Weiss Um-
wetltechnik GmbH, Heuchelheim, Germany) presented in Fig. 2. 
By controlling the heating process, the machine maintained a set 
temperature with an accuracy of ±0.1°C.  

A summary Table was prepared, focusing on the distinguish-
ing features of a given sample (see Table 3). It included the fol-
lowing data: sample number, number of samples, type of resin 
and hardener, name of additive and its mass content, tempera-
ture, and curing time, all collected in one place. The specified 
division and nomenclature will function unchanged throughout the 
remainder of this work. 

Tab. 3. Table showing manufacture parameters of individual series  
of measurement samples 
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Halloysite 20 

  

5/ 
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Mullite 5 

6/ 
6W 

Mullite 20 

7/ 
7W 

MWCNT 1 

8/ 
8W 

MWCNT 5 

9/ 
9W 

Silicon carbide 5 

10/ 
10W 

Silicon carbide 20 

2.4. Determining the deflection temperature (HDT)  
under load 

The prepared samples were subjected to HDT testing on an 
Instron HV6X HDT test stand (Pianezza, Italy) powered by Instron 
Bluehill HV software (Bluehill version 1.9, Instron Corporation, 
Canton, MA, USA). It was used to configure parameters concern-
ing the test method, such as the test type (HDT), the norm under 
which the test was conducted [44], variant, heating speed, initial 
temperature, and conditioning time understood as the time of 
immersion of the samples in oil prior to launching the examination 
(see Tab. 4). 

Tab. 4. HDT test parameters 

Instron Bluehill HV programme 
parameters 

Adopted boundary 
conditions 

variant of research A – 1.8 MPa 

rate of oil temperature rise 120°C/h 

initial temperature 25°C 

time of conditioning 5 min 

Time plays an important role in the reliability of the results, as 
it allows the temperature of the moulding and the oil to level off 
before the test begins. The next step was to place the samples in 
the measuring stations, keeping their recommended central posi-
tion. Special care was taken to ensure that the temperature gaug-
es were positioned at a short distance from the examined profile. 
The dimensions of each test sample were then entered into the 
Bluehill programme. This way, the software calculated the load to 
be applied so as to obtain the bending stress value.  

These calculations took into account the pin's weight, which 
informed the operator which weights to put on a tripod. The di-
mensions were also used to determine an individual standard 
deflection value for the subsequent profiles. 

At the end of the preparatory procedure, automatic tempera-
ture control of the heating bath was started, which was then stabi-
lized at 25°C. After starting the test program from the computer 
program panel, the heating and cooling systems of the stand were 
checked for several minutes; the temperature was stabilized, and 
the specimens were loaded and immersed in the heating liquid. 
This stage was followed by the main part of the test, during which 
each station separately recorded deformations occurring in the 
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sample and the temperature rising at a constant rate around it. 
The test ended once the last section reached the standard deflec-
tion. Next, cooling was activated to reduce the temperature of the 
liquid to its initial value. 

2.5. Determination of Vicat softening temperature (VST) 

Vicat softening temperature tests were performed on an In-
stron HV6X stand (Pianezza, Italy). It holds a dedicated indenter 
and a clip that keeps the sample in position during the test. As in 
the previous test, the Instron Bluehill HV software (Bluehill version 
1.9, Instron Corporation, Canton, MA, USA) was used to configure 
the test method parameters, such as the test type (VST), standard 
[45] load variant and heating rate, the initial temperature and the 
conditioning time, understood as the period for which the sample 
is immersed in oil prior to the test (see Tab. 5). 

Tab. 5. VST test parameters 

Instron Bluehill HV programme 
parameters 

Adopted boundary 
conditions 

load variant A120 - load 10 N 

heating speed 120°C/ h 

initial temperature 25°C 

time of conditioning 5 min 

The samples were then placed sequentially in the measuring 
stations, maintaining a recommended position, which ensures a 
minimum distance of 3 mm between the indenter tip and the edge 
of the section. Due to the constant load value, the total mass 
acting on the indenter of each station was the same. 

At the end of the preparatory procedure, the automatic tem-
perature control of the heating bath was started, which from now 
on was stabilized at 25°C. After activating the software, the heat-
ing and cooling systems of the station were checked for several 
minutes; the temperature was stabilized, and the samples were 
loaded and immersed in the heating liquid. This stage was fol-
lowed by the main part of the test, during which each station 
separately recorded the movement of the indenter and the tem-
perature rising at a constant rate around it. The test was terminat-
ed once a 1 mm cavity was reached in the last of the profiles or 
when the test was manually aborted. After this time, cooling was 
activated to reduce the temperature of the liquid to its initial value.  

In accordance with the previously described methodology for 
determining the Vicat softening temperature, all the measurement 
series were tested in accordance with method A120. However, it 
occurred that not all of the tests that were conducted resulted in 
the penetration of the indenter tip in the material being required to 
be 1 mm by the norm. The problem mainly affected the profiles 
subjected to the heating process and made it impossible to de-
termine the sought VST temperature (in accordance with the 
norm). It was, therefore, decided that for each such series, an 
agreed softening temperature of the composite material would be 
determined. The method of "tangents’ intersection - increase and 
stabilization - of the pin’s indentation in the material, in the func-
tion of temperature" was used in order to determine the tempera-
ture of the intersection of two lines tangent to the curve of the 
experimental course in the function of temperature. 

2.6. Additional tests and measurements 

Apart from the tests aimed at determining the thermal proper-
ties of powder composites, the authors additionally decided to  

− determine their density values, 

− determine their hardness values, 

− measure the indentations that occurred during the Vicat test. 
In order to provide a more complete presentation of the Vicat 

study, imaging of the resulting indentation after the study is also 
presented. The equipment used for this purpose, along with in-
formation on the standards underlying the research activities, are 
presented in Tab. 6. 

Tab. 6. Tests and measurements 

Type Device Standard 

determination of values 

densities 

Mettler Toledo XSR 205 
analytical balance 

(Mettler Toledo, Zürich, 
Switzerland) 

ASTM D 792 
[46] 

determination of values 

hardness 

Digi Test II modular 
hardness tester 

(Bareiss, Germany) 

Shore D/C/DO module 

ISO 48 [47] 

Measurement of the 
indentations that 

occurred during the 
Vicat test 

MicroProf 100 

(FRT GmbH, Bergisch 
Gladbach, Germany) 

not applicable 

3. RESULTS AND DISCUSSION 

3.1. Density testing 

The density of the composite materials was tested using a 
Mettler Toledo XSR 205 analytical balance with the necessary 
accessories. The values are listed below in Table 7. 

Tab. 6.  Mass, density, and volume values of individual resins and 
additives, the filling levels expressed in mass and volume, as 
well as the density of the composite 
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0 50 1.15 43.48 0 - - 43.48 0 0 1.15 

1 50 1.15 43.48 2.6 2.5 1.04 44.52 5 2 1.178 

2 50 1.15 43.48 15 2.5 6 49.48 20 12 1.299 

3 50 1.15 43.48 2.6 2.53 1.03 44.51 5 2 1.181 

4 50 1.15 43.48 15 2.53 5.93 49.41 20 12 1.308 

5 50 1.15 43.48 2.6 3.03 0.86 44.34 5 2 1.185 

6 50 1.15 43.48 15 3.03 4.95 48.43 20 10 1.347 

7 50 1.15 43.48 0.6 0.08 7.31 50.79 1 14 1.154 

8 50 1.15 43.48 2.6 0.08 31.69 75.17 5 42 1.16 

9 50 1.15 43.48 2.6 3.15 0.83 44.30 5 2 1.194 

10 50 1.15 43.48 15 3.15 4.76 48.24 20 10 1.352 
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3.2. HDT testing 

It was decided to present the test results in the form of a clear 
graphical representation of the deflection as a function of tem-
perature. For scientific purposes, there is only an example of such 
a measurement (see Fig. 2 and 3. and Tab. 8 and 9). Each of the 
colored lines reflects successive measuring stations and, thus, 
successive samples. As the resin without additives is a kind of 
reference for other composites with fillers, a black line was addi-
tionally placed (as a reference line for other materials). Below the 
graph, there is a table summarizing the most important material 
parameters and test results for each measurement series. The 
next part of the graph shows how the heating temperature of the 
material before the test influenced the change in HDT and how 
this temperature changed for different resins.  

 
Fig. 2.   Examples of HDT temperature measurements in a graphical  

form combined with tabular values from this graph for composite 
without heating 

 
Fig. 3.   Examples of HDT temperature measurements in a graphical  

form combined with tabular values from this graph for heated 
composite 

Tab. 8.  Results of HDT experimental tests for exemplary composite 
samples without heating 
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Tab. 9.  Results of HDT experimental tests for exemplary heated 
composite samples 
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1 Yellow 0 W 289 Achieved 0.35 74.2 

2 Red 0 W 287 Achieved 0.35 73.9 

3 Green 0 W 334 Achieved 0.31 74.4 

0W 
average 

Black 0 W 303 - 0.337 74.2 

0N 
average 

Black 0 N 329 - 0.327 56.0 

After experimental testing of all the manufactured samples, 
the average HDT temperature for all the examined composites 
has been summarized graphically (see Fig. 4). 

 
Fig.4. Summary results of average HDT temperature values 

3.3. Vicat testing and post-test surface profilometry 

In accordance with the previously described methodology for 
determining the Vicat softening temperature, all the measurement 
samples were tested in accordance with method A120 (Figure 5 
and Table 10). However, it turned out that not all of the tests that 
were conducted resulted in the penetration of the indenter tip in 
the material, which was required to be 1 mm by the norm. The 
problem mainly affected the profiles subjected to the heating 
process and made it impossible to determine the sought VST 
temperature (in accordance with the norm). It was, therefore, 
decided that for each such series, an agreed softening tempera-
ture of the composite material would be determined. The method 
of "tangents’ intersection - linear increase and stabilization - of the 
pin's indentation in the material, in the function of temperature" 
was used in order to determine the temperature of the intersection 
of two lines tangent to the curve of the experimental course in the 
function of temperature (Fig. 6 and Tab. 11). The first line de-
scribed is the tangent to the linear increase in indentation, while 
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the second is the tangent to the stabilized value of indentation. 
Thus, the conventional softening temperature of the material was 
determined, and then it was entered in the column "Temp. VST" in 
the summary Tables. In order to easily distinguish it from the VST 
temperature value (in accordance with the standard), a green font 
was used (see Tab. 11). 

 
Fig. 5.   Examples of Vicat temperature measurements in a graphic form, 

combined with tabular values for this graph composite without 
heating 

Tab. 10. Results of Vicat experimental tests for exemplary composite   
samples without heating 
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Fig. 6.  Examples of Vicat temperature measurements in a graphic form, 

combined with tabular values for this graph: part A - composite 
without heating; part B - heated composite 

Tab. 11. Results of Vicat experimental tests for exemplary heated   
composite samples 
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After experimental testing of all the manufactured samples,  
a summary of the results of the average VST temperature for all 
the examined composites has been presented graphically (see 
Fig. 7). 

Fig. 7. Summary results of average VST temperature values by Vicat 

3.4. Hardness tests 

The tests were carried out 10 times for each profile (one from 
a given sample), taking care to test at different points away from 
the edges of the profile. The experimentally obtained hardness 
values of the tested materials are presented in a graphic form in 
Figure 8 and Table 12. The authors used colors to distinguish 
between the heated and non-heated samples. The sets of profiles 
cured at room temperature are green. The yellow color indicates 
the samples heated at 55°C. Samples 9 and 10 were measured 
from both sides in order to control the hardness of the material 
due to the high density of the powder additive, which resulted in 
higher sedimentation in the composite; higher hardness was 
obtained from the bottom side of the sample. Below the graph is a 
clear summary table with the results of the average hardness and 
standard deviation of each sample. 
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Fig. 8.   Hardness tests graph showing the average hardness value  

of each sample (N - not heated. W - heated. G- top. D - down) 
together with a summary table 

Tab. 12. Mean values and standard deviation of experimental tests  
of   composite hardness 
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4. CONCLUSIONS 

The authors attempted to determine the properties defining 
the softening and deflection temperatures of powder composites, 
which are often disregarded in scientific publications. They also 
placed a great deal of emphasis on examining the selected me-
chanical properties. Due to the two-track nature of the research, 
the conclusions have also been split. 

HDT testing  

− Non-heated samples - the additives that increased the tem-
perature of deflection under a load are as follows: halloysite 
(20 wt.%) and silicon carbide (20 wt.%) increased the temper-
ature of deflection by 0.2°C compared to the reference sam-
ples. Other powder additives decreased the examined tem-
perature (in the case of montmorillonite by 20% and in the 
case of MWCNT by 1%, even by 1.5 °C). 

− Heated samples - additives that increased the temperature of 
deflection under a load include montmorillonite (5% of content 
increased the deflection temperature by 0.5°C compared to 
the reference samples); halloysite (20 % of content increased 
the deflection temperature by 1.4°C compared to the refer-
ence samples) and silicon carbide (20 % of the content in-
creased the deflection temperature by 1.8°C compared to the 

reference samples, with the highest HDT). Other powder addi-
tives had a lowering effect on the examined temperature. The 
lowest values were found in filled profiles: MMT (20 %) of con-
tent and MWCNT (1 % of content, by 3.2 °C). 
VST testing 

− Non-heated samples - additives that increase the softening 
temperature include MMT (20 % content of the highest VST, 
which was equal to 71.3 °C, halloysite (20 % content) an in-
crease up to 58.3 °C; mullite (20 % content) an increase by 
0.1 °C, MWCNT (5 % content) an increase up to 57.6 and sili-
con carbide (20 % of content and two types of filling when 
tested on the bottom side). Other powder additives had a low-
ering effect on the examined temperature. The lowest values 
were found in profiles filled with MWCNT (1 %) of content, 
with a VST value of 55.7). 

− Heated samples - none of the heated profiles with LH 145 
resin matrix base reached the standard-defined cavity re-
quired for VST temperature determination; however, each of 
the powder fillers lowered the conventional softening tempera-
ture. The composite achieved the value closest to the pure 
heated resin with an addition of MMT (5% of content). The 
lowest agreed VST was obtained for a composite with the 
same additive but with a higher fill level (20%). 
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Abstract: This paper proposes the planning of coordinate measurements of freeform surfaces based on a model simulating the surface  
after machining. This model is created by the determination of a theoretical tool deflection during machining. The determined components 
of the simulated machining deviations are used in the reconstruction of the nominal CAD model of the surface into a model simulating  
the geometry of the surface after machining. This model is subdivided into areas corresponding to the assumed machining deviation  
intervals. This makes it possible to control the number and distribution of measuring points in separate sections of the manufactured  
surface. Coordinate measurements of the machined surface are made in areas where maximum deviations are expected. Here,  
the number and distribution of measuring points are controlled over a wide range. Coordinate measurements in other areas are carried  
out with significantly fewer points or may be omitted altogether. This approach makes it possible to reduce the measurement time  
without losing important information affecting the evaluation result. The method proposed in this paper has been tested on samples  
containing freeform surface. The test object was manufactured using a 3-axis milling technique with a spherical end mill. 

Key words: freeform surface, coordinate measurement, 3-axis milling, CAD surface model 

1. INTRODUCTION 

The manufacturing of objects with freeform surface (e.g. cast-
ing moulds, injection mould and dies, etc.) is currently carried out 
on multi-axis machining centres. Assessment of the accuracy of 
this class of products is based on the determination of the surface 
shape deviations after coordinate measurements. At each meas-
uring point, the local deviation from the nominal CAD model is 
determined. In assessing compliance with the specifications, the 
shape deviation is determined from the maximum values of the 
local deviations. Traditionally, coordinate measurement is carried 
out at points distributed according to a regular grid. A disad-
vantage of this method is the possibility of missing critical points, 
which leads to an inaccurate estimate of the shape deviation. This 
can be eliminated by increasing the number of measuring points. 
As a result, coordinate measurements of parts of complex geome-
try can take numerous hours (in extreme cases, the measurement 
time can be longer than the machining time of the part). For this 
reason, it has been attempted to develop different methods to 
reduce measurement time while achieving the same required 
measurement uncertainty.  

Menq et al. in their paper [1] carried out a statistical analysis 
to determine the number of points on the basis of the profile toler-
ance and the machining process capability. The proposal is to 
distribute the points uniformly over the entire surface, abstracting 
from its geometrical features. Pahk et al. in [2] proposed several 
sampling strategies for the freeform surface represented by the B-
spline surface model: sampling according to a regular grid of 
points (determining the points at the centre of the grid elements), 

curvature-dependent sampling of the mean curvature, and com-
bined sampling. In curvature-dependent sampling, the measure-
ment points were concentrated in the areas with the greatest 
curvature and completely absent in the areas with less curvature. 
The authors therefore developed a hybrid method, which is a 
combination of the first two methods, thus eliminating omittance of 
areas of low curvature. Cho and Kim in [3] proposed to make the 
distribution of the measuring points dependent on the mean cur-
vature. The measuring points should be concentrated in regions of 
higher surface curvature because, as it has been showed and 
illustrated, it is in these regions that the largest machining devia-
tions occur. It has been proposed to divide the CAD surface into a 
number of regions, determine the average curvature in the re-
gions, and then select the number of measurement points de-
pending on the curvature. Edgeworth and Wilhelm in their paper 
[4] made the density of measurement points dependent on the 
values of local geometric deviations. They proposed an algorithm 
using data on the directions normal to the surface at the meas-
urement points to guide a third-degree B-spline interpolating 
curve. This curve was then used to determine further measure-
ment points using an iterative procedure. The method ensures the 
density of measurement points in regions with large deviations 
and significantly reduces the total number of points compared to 
the classic method, i.e. evenly distributed points. 

The accuracy of the “point-by-point” coordinate measurement 
increases with the number of measurement points, but the num-
ber of points is limited by the measurement time. Therefore, for a 
limited number of points, it is necessary to precisely determine 
their location to still accurately describe the shape of the profile. In 
accordance with this idea, the authors of the paper [5] proposed 
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algorithms based on the dominant points of the profiles of the 
nominal CAD model. B-spline curves can be approximated using 
a certain number of key points, reflecting selected features of the 
profile such as the curvature. In the works [6] of Rajamohan et al, 
the dominant points are the ones with the greatest local curvature 
and points of inflection. ElKott and co-workers proposed in [7] 
different methods for sampling a NURBS surface composed of 
multiple patches and an algorithm that automatically selects the 
most appropriate sampling method depending on the complexity 
of the surface, curvatures, and patch sizes. This algorithm opti-
mises the distribution of points on the surface by minimising the 
maximum deviation between the original NURBS surface, which 
simulates the real surface, and the NURBS surface, matched to 
the measurement points (a surrogate surface). The same authors 
presented in [8] new proposals for sampling strategies. They 
proposed sampling along the isoparametric lines of the CAD 
model. The iterative sampling process is constrained by assuming 
a maximum number of lines and a minimum line spacing. The 
proposed methodology can be applied to a single patch of 
NURBS surfaces. The paper [9] extends the methodology to 
surfaces composed of multiple patches.  

Obeidat and Raman [10] proposed three algorithms for deter-
mining the measurement points on curved surfaces divided into 
patches. They searched for a strategy which ensures the distribu-
tion of points on individual patches would depend on the com-
plexity of their geometry and size in order to best represent the 
whole surface. Simulations were carried out on models of three 
surfaces of the same base size but with different degrees of com-
plexity of the nominal geometry. A NURBS surface built on the 
measurement points and the maximum deviation of the surface 
resulting from the model simulating the real surface was deter-
mined to constitute an accurate representation.  

Rajamohan et al. in paper [11] proposed, in addition to two 
new sampling strategies based on the nominal geometry of the 
profile, to include the influence of the tip size in the simulation 
studies. For ease of visualisation, they presented the proposed 
methods on a 2D profile. The first strategy is based on the lengths 
of the curve segments, and the second one is based on the domi-
nant points. They compared the proposed new strategies with 
methods described in the literature and being in common use, and 
thus they distributed a certain number of points: uniformly in Car-
tesian space, uniformly in parametric space, and according to the 
size of the profile segment. In paper [12], the authors extended 
the method to freeform surface measurements.  

A paper by Bowen Y. et al [13] proposes generating sampling 
points based on a triangular grid generated on a freeform surface 
to be measured. The length of the side of the triangular element 
responsible for the distribution of the measurement points de-
pends in this case on the curvature of the surface.  

An important aspect of coordinate measurements is proper 
stylus alignment and collision avoidance when measuring com-
plex 3D objects. The paper [14] presents an algorithm for auto-
matically planning an efficient five-axis inspection path of freeform 
surfaces. This strategy is based on transforming the inspection 
path planning problem into a set conversion problem, the solution 
of which then yields a near-minimum set of inspection paths for 
surfaces of freeform shape, subject to necessary constraints such 
as sampling resolution, no collisions, and others. In contrast, the 
paper [15] proposes a new method for optimising head alignment 
for contact 5-axis measuring machines. Given the paths of the 
stylus on a free-form surface, the optimal orientation of the stylus 
is calculated so that its tilt angle is within a specified range in 

relation to the surface normal. 
An interesting aspect of measurement strategy planning is the 

use of both non-contact and contact measurements. The article 
[16] presents an approach in which the contact measurement 
strategy is determined based on the results of non-contact meas-
urements (e.g. optical scanning). The critical areas, i.e. where the 
maximum machining deviations occur, are determined on the 
basis of the optical scanning. The contact measurements are 
selected on this basis to ensure higher measurement accuracy. 
Surface sampling is limited to the critical regions.  

The sampling strategy proposals described in the literature 
require a lot of knowledge and skilled personnel, and most of 
them are not feasible in an industrial application due to the high 
density of measurement points and therefore long measurement 
time. In addition, these strategies require use of a non-standard, 
expensive software. Methods such as uniform point distribution in 
Cartesian and parametric space or distribution based on the size 
of surface patches/segments of the profile do not take into ac-
count the influence of machining whatsoever. Methods based on 
profile length or curvature take it into consideration, nevertheless 
not assigning it enough significance.  

This article proposes planning of the coordinate measure-
ments of freeform surfaces on the basis of a CAD model simulat-
ing the surface after machining. This model is determined from the 
theoretical deflection of the tool (cutter) during 3-axis milling. The 
proposed method can be implemented using standard CAD/CAM 
software and measuring equipment used in industrial applications. 

2. PLANNING COORDINATE MEASUREMENT  
OF FREEFORM SURFACES 

Planning of the coordinate measurements of the freeform sur-
face after milling based on a model simulating the surface after 
machining contains the following steps: 

− determination of deviation values simulated at points on a 
CAD model of the nominal surface (for the purpose of this ar-
ticle, cutting forces and the resulting deflection of the milling 
cutter were taken into account), 

− creation of a CAD model simulating the surface after machin-
ing,  

− determination of the location and number of the measurement 
points,  

− carrying out coordinate measurements of surface according to 
the specified measuring point locations,  

− analysis of the measurement results and comparison with the 
nominal CAD model of the surface in order to assess the ac-
curacy of the machined surface and possible improvement of 
the milling process in the future.  
The application of the steps above ensures effective coordi-

nate measurements of freeform surfaces after three-axis milling. 

2.1. Determination of the simulated deviation values 

The creation of a CAD model simulating the surface after ma-
chining starts with determining the values of the simulated ma-
chining deviations. In this paper, it is assumed that the dominant 
influence on machining accuracy is the deflection of the cutter due 
to the cutting forces. Figure 1 shows the model used to determine 
the deflection of the milling cutter at a point on the machined 
surface [19]. 
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Fig. 1.   Deflection of the cutter at a point on the machined surface:  

 – the deviation resulting from the deflection of the cutter,  
F – the cutting force perpendicular to the tool spindle axis [N],  

 – the angle between the cutter axis (Z) and the vector normal 
to the surface at the q point, q – a point on the nominal surface, 
L – the distance between the q point and the tool holder plane 
along the Z axis [mm], N – the vector normal to the surface  
at the q point, C – the point on the cutter blade that cuts  
the surface at the q point,  C’ – the position of the C point  

after applying the F force,   – the horizontal deflection  
of the cutter at the surface machining point C [19] 

The deviation resulting from the deflection of the cutter is de-
termined from the following equation [17]: 

δ =
𝑆𝑢𝐹

𝐾
=

𝐹𝑠𝑖𝑛𝜑

𝐾
  [mm]  (1) 

where: Su – sensitivity of the deviation to the deflection of the 

cutter in the horizontal direction, approximately equal to sin, K – 
stiffness of the cutter at the surface machining point [N/m]. 

To determine the values of the simulated deviations, a nomi-
nal CAD model of the machined surface is used. A grid of points is 
generated on this model, where the values of machining devia-
tions are determined (Fig. 2). Using a typical CAD/CAM system 
(e.g. MasterCAM), in addition to the coordinates of the determined 
points, it is possible to obtain information about the direction 
cosines of the vectors normal to the surface at these points 
(Tab. 1). 

 
Fig. 2.   Example grid of points on the nominal CAD model of the  

machined surface 

Tab.1.   Example coordinates of individual points and directional cosines 
of individual normal vectors 

Xnom 

[mm] 

Ynom 

[mm] 

Znom 

[mm] 
cosα cosβ cos 

-20,7133 -22,9143 -7,3222 -0,035814 -0,309553 0,950208 

-20,7064 -21,809 -6,9617 -0,028676 -0,309858 0,95035 

-20,7006 -20,7737 -6,6242 -0,022714 -0,309431 0,950651 

-20,6954 -19,7199 -6,2816 -0,01726 -0,308519 0,951062 

-20,6909 -18,6699 -5,9418 -0,012529 -0,306945 0,951645 

Then, using equation (1), the value of the theoretical devia-
tions caused by the deflection of the cutter was determined for 
each nominal point. The generalized cutting force formulas found 
in tool manufacturer catalogues can be used to determine the 
cutting force values.  Figure 3 shows a map illustrating an exam-
ple of the distribution of the simulated deviations. 

 

Fig. 3.   An example map illustrating the distribution of the simulated 
deviations 

2.2. Creation of a CAD model to simulate the surface after 
machining 

Starting this step, two sets of data are available: the coordi-
nates of points generated on the nominal CAD model of the ma-
chined surface, and the corresponding simulated deviations de-
termined using equation (1). The first step is to carry out a correc-
tion of the coordinates of the nominal points by the value of the 
simulated deviation determined at the point. For this purpose, the 
equation (2) is used. 

𝑥𝑖𝑗
𝑐𝑜𝑟 = 𝑥𝑖𝑗

𝑛𝑜𝑚 + 𝛿𝑥𝑖𝑗  

𝑦𝑖𝑗
𝑐𝑜𝑟 = 𝑦𝑖𝑗

𝑛𝑜𝑚 + δyij                                                                    (2) 

𝑧𝑖𝑗
𝑐𝑜𝑟 = 𝑧𝑖𝑗

𝑛𝑜𝑚 + 𝛿𝑧𝑖𝑗  

where: xij
cor, yij

cor, zij
cor – the corrected coordinates [mm], 

xij
nom , yij

nom, zij
nom – the nominal coordinates [mm], 

δxij, δyij, δzij – the components of deviations simulated for each 

axis [mm]. 
The creation of a CAD model simulating the surface after ma-

chining (Figure 4) is performed by techniques used in reverse 
engineering. First, corrected points are transferred to the CAD 
system. Then, a series of curves are interpolated on these points, 
on which the surface patch is then unwrapped. The most suitable 



DOI 10.2478/ama-2024-0078                                                                                                                                                         acta mechanica et automatica, vol.18 no.4 (2024) 

733 

method for describing a surface in this case is the NURBS  
method. 

 
Fig. 4. Creation of a CAD model simulating the surface after machining 

2.3. Distribution of the measurement points 

With a CAD model simulating the surface after machining, it is 
possible to proceed to planning measurements on the coordinate 
measuring machine. The main goal is to minimize the measure-
ment time while achieving the required measurement uncertainty. 
It was assumed that surface sampling would include the critical 
areas, i.e. the areas where maximum machining deviations are 
expected to be found.  

 
Fig. 5. Dividing the nominal CAD model of the milled surface into areas 

corresponding to the assumed ranges of the simulated deviations 

In order to simplify the adopted measurement strategy, the da-
ta should be prepared in the following steps: 

− step 1 – division  of the nominal CAD surface into areas cor-
responding to the ranges of the simulated machining deviation 
values, 

− step 2 – transfer of the isolated areas to the software of the 
coordinate measuring machine (CMM), 

− step 3 – generating the measurement points in the selected 
areas in the CMM software.  
The methodology of step 1 is shown in Figure 5. 
First, according to the criterion adopted by the user depending 

on the construction requirements/surface accuracy, the division of 
the simulated deviation values into the ranges is carried out and 
the limits of the divisions are determined. Next, surfaces parallel 
to the nominal surface are created at the limits of the ranges. 
Each of these surfaces is crossed with a model simulating the 
surface after machining. Curves are generated at the crossing 
locations, which are used to divide the nominal surface into areas 
corresponding to the simulated deviation ranges. The nominal 
CAD model of the surface prepared this way is transferred to the 
CMM control software. Using the abilities of the software, the 
number and location of the measurement points in the measured 
areas can be managed. The measurements may be limited only to 
the critical areas, where maximum machining deviations are ex-
pected to occur. 

3. EXPERIMENTAL VERIFICATION OF THE PROPOSED 
METHOD 

Experimental verification of the proposed method has been 
carried out on the sample shown in Figure 6. It represents a frag-
ment of the closing surface of an injection mould. The specimen 
was manufactured from steel 1.2344 (X40CrMoV5-1). Three-axis 
milling (parallel passes) was carried out using a ball-end mill with 
a diameter of 6 mm. The following machining parameters were 
used: feed rate 570 mm/min, step size at successive passes 
0.05 mm, finishing allowance 0.25 mm. 

 
Fig. 6. The manufactured sample 

After machining, coordinate measurements were carried out to 
determine the observed deviations. In this case, a Global Perfor-
mance measuring machine from Hexagon Metrology was used 

(PC-DMIS software, MPEE = 1.5 + L/333 [m], Renishaw 
SP25M measuring head, 20 mm long stylus with a spherical 2 mm 
diameter tip). Measurements were taken according to a regular 
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grid of 1 × 1 mm points across the surface (Figure 7). This result-
ed in 2,500 measuring points. 

 
Fig. 7.   The distribution of the measurement points over the surface,  

measurements according to the procedure implemented in the 
PC DMIS, regular grid, Scan u × v, (1 × 1) mm, 2,500 
measurement points 

 
Fig. 8.   Maps of the machining deviations: a) determined by a simulation, 

b) determined after machining based on coordinate 
measurements 

After gathering information on the coordinates and the direc-
tional cosines from 2,500 measurement points, the corresponding 
local simulated deviations were determined using equation (1). 
Fig. 8a shows a map illustrating the distribution of the simulated 

deviations. The distribution of the deviations after machining 
(Fig. 8b) was determined from the coordinate measurements. 
A high degree of similarity between the numerical simulation and 
the experimental results can clearly be observed, therefore the 
experimental verification of the model simulating the machined 
surface has had a positive result. This allows this model to be 
adopted to determine the areas representing the ranges of the 
simulated machining deviations. 

The next step was to isolate the areas on the CAD model of 
the nominal surface corresponding to the assumed ranges of the 
simulated machining deviation values (the procedure presented in 
point 1.3). Fig. 9 shows the division of the nominal surface. Differ-
ent colours represent areas corresponding to four ranges of the 
simulated deviation values (red - maximum deviation values, 
green - minimum deviation values).  

The nominal CAD model of the surface prepared this way was 
transferred to the software controlling the coordinate measuring 
machine (PC-DMIS system). This software allows a wide range of 
programming 3D surface measurements. The UVscan procedure 
was used in the measurements. Measurements of both the entire 
surface and selected areas were programmed. The size of the 
grid of points was also controlled. Figure 10 shows the measure-
ment points generated on the selected areas of the surface. 

 
Fig. 9.  The machined surface divided into 4 areas of the simulated 

deviation ranges 

 
Fig. 10. PC DMIS point distribution (UV scan mode) in area 

corresponding to deviations of (0.024-0.036) mm 
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Coordinate measurements were carried out for the entire CAD 
model of the surface by sampling according to a regular grid of 
points as shows Fig. 7 (2,500 measurement points) and according 
to the proposed procedure. Sampling by grid (1 × 1) mm was 
performed in areas (fig. 9): 

− red and blue [red – a critical area for the largest simulated 
deviation values, blue – corresponding to the range of smaller 
deviation values (581 points)], 

− red (166 points).  
Table 2 presents the obtained results of coordinate measure-

ments. 

Tab. 2.  Coordinate measurement results (d - diameter of spherical stylus 
tip, s - sampling step) 

Measurement 
parameters Number 

of 
points 

Measurement 
uncertainty 

[m] 

Max. 
local 

deviation 
[mm] 

Standard 
deviation 

[mm] 
d 

[mm] 

s 

[mm] 

2 1 2,500 2,6 +0,0479 0,0018 

2 1 581 2,6 +0,0491 0,0012 

2 1 166 2,6 +0,0501 0,0012 

It can be observed (Tab. 2) that there is a high degree of cor-
respondence between the obtained measurement results and 
different numbers of measurement points. While maintaining the 
same measurement uncertainty, the number of measurement 
points was reduced from 2,500 to 581 and 166. The measurement 
efficiency is numerous times higher in both cases, while the 
measurement time was significantly reduced from 1 h 40 min 
(2,500 points) to approx. 7 min (166 points). 

4. SUMMARY 

This paper presents a procedure in which the freeform surface 
measurement strategy is determined from a CAD model simulat-
ing the surface after machining. Based on the results obtained, it 
was shown that coordinate measurements do not have to be 
performed on the entire measured surface. They can be limited 
only to critical areas where maximum machining deviations are 
expected to occur, which significantly reduces the number of 
measuring points and thus the measurement time. The same 
measurement uncertainty is maintained. The proposed method 
makes it possible to improve the efficiency of free-form surface 
measurement - in the presented case, while maintaining optimal 
measurement uncertainty, the efficiency increased fourteen times. 
It should be noted that in order to ensure optimum measurement 
uncertainty, the measurement parameters should be adapted to 
the tolerances given in the geometrical specification. The meas-
urement results of the new method and the method involving 
scanning the entire surface may be considered similar. 

The advantage of the proposed method is that it does not re-
quire special investments. Standard equipment (machine tools, 
measuring machines) and CAD/CAM software used in engineer-
ing practice can be used in this method. The time to prepare the 
CAD model simulating the machined surface is short, and the time 
for coordinate measurement is significantly shorter compared to 
the traditional measurement method in which the whole surface is 
measured. 
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SLIP BANDS AT THE TIPS OF NARROW SLOT IN BRAZILIAN NOTCHED DISK  
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Abstract: Using the method of singular integral equations, the elastic-plastic problem for notched Brazilian disk at plane deformation state 
was solved. Based on Dugdale model the relationships between load, notch tip opening displacement and the length of the slip bands  
was established. The results demonstrate the potential of the proposed method for practical applications in engineering, particularly  
in the assessment of structural integrity under various loading conditions. 

Key words:  cracked Brazilian disk, Dugdale model, slip bands, plastic strips, plane deformation, singular integral equations 

1. INTRODUCTION 

The basic material parameter in fracture mechanics is the criti-
cal stress intensity factor, determined experimentally on specimens 
with initial cracks. In the case of metals, the procedure for deter-
mining this parameter is standardized and widely used. The frac-
ture process, in this case, begins with a fatigue-initiated crack. For 
quasi-brittle materials such as concrete, ceramics, or rocks, it is dif-
ficult to obtain an initial crack with strictly defined parameters. Usu-
ally, the initial crack is produced during the specimen forming stage. 
In this way, slots of significant width (2-4 mm) with rounded tips are 
obtained. 

Disk-type specimens are among the most commonly used test 
samples for determining Mode I and mixed-mode fracture tough-
ness in brittle and quasi-brittle materials like ceramics, concrete, 
rocks, and rock-like materials. A circular disk specimen subjected 
to diametric compressive loading is a simple and well-established 
indirect testing method. These so-called Brazilian tests have been 
widely used to obtain the tensile strength of brittle materials. An up-
to-date review of works concerning various aspects of the Brazilian 
test can be found in [10,17]. 

A disk with an internal central crack, as a convenient experi-
mental specimen for testing fracture mechanics parameters, was 
considered analytically by [18,37-40]. These results concerning 
stress field distribution and values of the stress intensity factors 
were confirmed by [2,3,34]. 

Many recent works have been devoted to the investigation of 
the fracture process in brittle and quasi-brittle materials using com-
pressed disks with central narrow slots. The papers [1,4,6,31,36] 
present experimental investigations of the critical value of the stress 
intensity factor under Mode I and Mode II loading conditions using 
various fracture criteria. It should be emphasized that the works 
cited above concern the problem of stress concentration in disk 
specimens with a strictly defined mathematical crack (i.e., a crack 
of zero width). The discussion of the influence of the relative crack 
length and the error of the loading angle on the experimental results 
for the Brazilian disk was presented by [8]. 

The semicircular disk with an edge narrow notch was also used 
as a test specimen [5,6]. 

Theoretical and experimental investigations have been per-
formed for chevron-notched Brazilian disks [35], or for disks with 
multiple pre-existing notches [41]. 

The application of the deformation fracture criterion to the de-
termination of basic fracture mechanics parameters requires 
knowledge of the relationship between the load level and the open-
ing displacement at the crack tip. This means that, for an arbitrary 
test element, not only the stress field should be determined, but 
also the strain field, considering the changes taking place in the 
fracture process zone. General solutions for cracks or notches in 
an infinite plane are known ([23], see also [27]), but for particular 
specimens, these solutions can only be regarded as asymptotic. 

In the paper [13], the solution for the elastic-plastic problem for 
notched Brazilian disks in a plane stress state was presented. 
Based on the Dugdale model [9,16] (see also [33], where this model 
is precisely described), and assuming that only one plasticity band 
emanates from the tip of the narrow slot placed at the center of the 
Brazilian disk, the relationships between load, notch tip opening 
displacement, and the length of the slip bands were established. 

The aim of this work is similar to that of [13], i.e., to determine 
the relationship between the load level and the opening displace-
ment at the tip of the narrow slot in a cylindrical specimen under 
diagonal compression, but in the plane strain state. 

It is assumed that in the case of a plane strain state in a body 
with a sharp V-notch [15,30] or crack [14,19,21-23], the stress con-
centrator emits two slip bands that form a certain angle with respect 
to one another. We shall use this approach to solve the elastic-
plastic problem for the notched Brazilian disk. We assume that the 
fracture process zone, characterized by plastic deformations near 
the vertices of the narrow slot in a perfectly elastic-plastic material 
under plane strain, localizes in two slip bands. Under symmetrical 
loading, these bands are simulated with cuts of unknown lengths, 
with the constant tangential stress equal to the shear yield limit in 
accordance with the Tresca-Saint Venant plasticity condition given 
at the cut edges. We suppose that normal displacements are 
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continuous at the contour cuts, while the tangential displacements 
exhibit a nonzero discontinuity at these contours. 

2. PROBLEM FORMULATION 

Consider a circular disk weakened by a narrow opening with 
vertices rounded by circular arcs of the radius 𝜌 (see Fig. 1a). The 

slot described by contour 𝐿1 is placed at the disk center (contour 

𝐿0). Assume that the radius 𝑅 of circle 𝐿0 is the unit length param-

eter. The projection of the slot onto the Ox axis measures 

2𝑙1=2𝛾1𝑅. This indicates the total width of the slot. The contour of 
the slot consists of two parallel straight sections and two semicir-
cles. The semicircles with radii 𝜌 form the vertices of the narrow 

slot [12,26,27]. The parameter 𝜀 = 𝜌 𝑙1⁄ = 𝜌 (⁄ 𝛾1𝑅) is the rela-
tive rounding radius of the slot vertices. 

 

 

Fig. 1.   a) Notched Brazilian disk with slip bands, b) detailed view on slot tip with emanating cracks 

We assume that the fracture process zone is characterized by 
plastic deformations near the vertices of the narrow slot. In a per-
fectly elastic-plastic material subjected to plane strain, these defor-
mations localize in two plastic bands, referred to as slip bands [21]. 
Under symmetrical loading, simulate these bands with cuts 𝐿2, 𝐿3 

and 𝐿4, 𝐿4 of unknown lengths 𝑙2 = ⋯ = 𝑙5 = ℓ𝑌 with the con-

stant tangential stress 𝜏𝑌 (𝜏𝑌 is shear yield limit in accordance with 
Tresca-Saint Venant plasticity condition 𝜏𝑌 = 𝜎𝑌/2) given at the 
cut edges. Suppose that normal displacements are continuous at 
contours 𝐿2 and 𝐿3 (𝐿4, 𝐿5 respectively) while tangential displace-
ments reveal a nonzero discontinuity at these contours. 

These cuts with the contours 𝐿2 to 𝐿5) are symmetrically 

placed with respect to both axes of the Oxy system and inclined to 
the Ox axis at an angle 𝜃 (see Fig. 1b). The unknown relative extent 
of each linear defect that weakens the disk specimen is defined as 
𝑙2 = ⋯ = 𝑙5 = 𝛾2𝑅. 

For the convenience of data composition in numerical calcula-
tions, an additional dimensionless geometric parameter 𝛾3 = 𝑟 𝑅⁄  

is introduced. It defines the total distance of the slip band tip 𝑟 from 
the disk center. 

The set of dimensionless geometric parameters (𝜀, 𝛾1, 𝛾3) fully 

describes the domain under consideration. Assuming radius 𝑅 as 
basic unit length, we obtain relationships  

𝑙1 = 𝛾1𝑅, 𝑙2 = ⋯ = 𝑙5 = 𝛾2𝑅, 
𝑟 = 𝛾3𝑅,          𝜌 = 𝜀𝑙1.                                                             (1)  

The value of the 𝛾2 parameter depends on the values of 𝛾1 and 

and 𝛾3:  

𝛾2 = √𝛾3
2 − 𝛾1

2sin
2𝜃 − 𝛾1cos𝜃.                                              (2) 

Suppose that hole edge (the smooth contour 𝐿1) is free of ap-

plied loads. The disk is loaded by two concentrated forces 𝑃, which 

compress the specimen along the Ox axis(Fig. 1a). Such type of 
loading cause concentration of tensile stresses in vertices (±𝑙1) of 
the hole. 

The problem will be solved using singular integral equation 
method [25] (see also [27]). Complex stress potentials are written 

in the form [25]  

𝛷∗(𝑧) = 𝛷0(𝑧) + 𝛷(𝑧), 
𝛹∗(𝑧) = 𝛹0(𝑧) + 𝛹(𝑧),                                                       (3) 

where functions [20]: 

𝛷0(𝑧) = 𝜎𝑝
𝑧2+𝑅2

2(𝑧2−𝑅2)
, 𝛹0(𝑧) =

2𝑅4

(𝑧2−𝑅2)2
.                            (4) 

Nominal stress 𝜎𝑝 = 𝑃 (⁄ 𝜋𝑅) is equal to normal stress 𝜎𝑦 

alongside Ox axis, 𝑧 = 𝑥 + 𝑖𝑦. 

Functions 𝛷0(𝑧) and 𝛹0(𝑧) describe the stress state in a solid 
disk, which is a disk without any holes, loaded by concentrated 
forces. In contrast, the potentials 𝛷(𝑧) and 𝛹(𝑧) characterize the 

disturbed stress state caused by the opening (𝐿1) and the cuts (𝐿2 

and 𝐿3). These potentials are written in the following form [25]:  

𝛷(𝑧) =
1

2𝜋
∫ {[

1

𝑡−𝑧
+

𝑡

𝑧𝑡−𝑅2
] 𝑔′(𝑡)𝑑𝑡 +

𝐿

  +
𝑧(𝑡𝑡−𝑅2)(𝑧𝑡−2𝑅2)

𝑅2(𝑧𝑡−𝑅2)2
𝑔′(𝑡)𝑑𝑡} ,

𝛹(𝑧) =
1

2𝜋
∫ {[

𝑡
3

(𝑧𝑡−𝑅2)2
−

𝑡

(𝑡−𝑧)2
] 𝑔′(𝑡)𝑑𝑡 +

𝐿

  + [
1

𝑡−𝑧
+

𝑡

𝑧𝑡−𝑅2
+

𝑡(𝑧𝑡−3𝑅2)(𝑡𝑡−𝑅2)

(𝑧𝑡−𝑅2)3
] 𝑔′(𝑡)𝑑𝑡} .

  (5) 

Here 𝑔′(𝑡) (𝑡 ∈ 𝐿𝑘 , 𝑘=1,… ,5) is an unknown function of the 
derivative of displacement discontinuity vector across the cut con-
tour. 

The boundary condition at the contour 𝐿 is expressed as fol-
lows:  

𝑁(𝑡) + 𝑖𝑇(𝑡) = 𝑝(𝑡) 𝑡 ∈ 𝐿,  𝐿 = ⋃ 𝐿𝑘 ,
5
𝑘=1          (6) 

where 𝑁 and 𝑇 are normal and tangential components of the stress 
vector. The right side of the equation (6) is equal [25]  

𝑝(𝑡) = 𝜎𝑘 − {𝛷0(𝑡) + 𝛷0(𝑡) +
𝑑𝑡

𝑑𝑡
[𝑡𝛷0

′(𝑡) + 𝛹0(𝑡)]} , 

 𝑡 ∈ 𝐿,                                                                                      (7) 

It was assumed that constant tangential stress is equal 𝜏𝑌 =
𝜎𝑌/2. Where 𝜎𝑌 is equal to the material strength of the specimen 
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determined in the Brazilian test (compressed disk without slot):  

𝜎𝑘 = (
0,  𝑘 = 1,

𝑖𝜏𝑌 ,  𝑘 = 2,… ,5
                                                         (8) 

Fulfilling boundary condition 6) using potentials (5) we obtain 
the system of singular integral equations with unknown functions 
𝑔𝑚
′ (𝑡) (𝑚=1,… ,5)  

1

𝜋
∑ ∫ [𝐾𝑘𝑚(𝑡, 𝑡

′)𝑔𝑚
′ (𝑡)𝑑𝑡 + 𝐿𝑘𝑚(𝑡, 𝑡

′)𝑔𝑚
′ (𝑡)𝑑𝑡]

𝐿𝑘

3
𝑘=1 =     

𝑝𝑚(𝑡
′),                       𝑡 ′ ∈ 𝐿𝑚,  𝑚 = 1,… ,5,                         (9) 

where kernels are as follows:  

𝐾(𝑡, 𝑡′) = 𝑓1(𝑡, 𝑡
′) + 𝑓2(𝑡, 𝑡

′) +
𝑑𝑡′

𝑑𝑡
[𝑡′𝑔2(𝑡, 𝑡

′) + ℎ2(𝑡, 𝑡
′)],   

 (10) 

𝐿(𝑡, 𝑡′) = 𝑓2(𝑡, 𝑡
′) + 𝑓1(𝑡, 𝑡

′) +
𝑑𝑡′

𝑑𝑡
[𝑡′𝑔1(𝑡, 𝑡

′) + ℎ1(𝑡, 𝑡
′)],   

                                                                                   (11) 
where  

𝑓1(𝑡, 𝑡
′) =

1

2
[
1

𝑡−𝑡′
+

𝑡

𝑡′𝑡−𝑅2
], (12) 

𝑓2(𝑡, 𝑡
′) =

𝑡′(𝑡𝑡−𝑅2)(𝑡′𝑡−2𝑅2)

2𝑅2(𝑡′𝑡−𝑅2)2
, (13) 

𝑔1(𝑡, 𝑡
′) =

1

2
[

1

(𝑡−𝑡′)2
−

𝑡
2

(𝑡′𝑡−𝑅2)2
],                                           (14) 

𝑔2(𝑡, 𝑡
′) =

𝑅2(𝑡𝑡−𝑅2)

(𝑡′𝑡−𝑅2)3
, (15) 

ℎ1(𝑡, 𝑡
′) =

1

2
[−

𝑡

(𝑡−𝑡′)2
+

𝑡
3

(𝑡′𝑡−𝑅2)2
],                                       (16) 

ℎ2(𝑡, 𝑡
′) =

1

2
{

1

𝑡−𝑡′
+

𝑡[4𝑅4−3𝑅2𝑡(𝑡′+𝑡)+𝑡′𝑡
2
(𝑡′+𝑡)]

(𝑡′𝑡−𝑅2)3
} . (17) 

3. NUMERICAL SOLUTION OF SINGULAR INTEGRAL 
EQUATIONS 

Assume clockwise direction of tracing the contour 𝐿1 so the 
elastic region stays on the left during tracing. Taking into consider-
ation symmetry of the contour with respect to both coordinate axes, 
we can write its parametric equation in the form [27]:  

𝑡 = 𝑅𝜔1(𝜉) = 𝑅

{
 
 

 
 

𝜔𝑞(𝜉), 0 ≤ 𝜉 𝜋/2,

−𝜔𝑞(𝜋 − 𝜉), 𝜋/2 ≤ 𝜉 𝜋,

−𝜔𝑞(𝜉 − 𝜋), 𝜋 ≤ 𝜉 <3𝜋/2,

𝜔𝑞(2𝜋 − 𝜉), 3𝜋/2 ≤ 𝜉 <2𝜋.

  (18) 

the function 𝜔𝑞(𝜉) describes the segment of contour 𝐿1 laying in 

the fourth quarter of the coordinate system:  
𝜔𝑞(𝜉) = 

{
1 − 𝜀 + 𝜀(cos𝑐𝜉 − 𝑖sin𝑐𝜉), 0 ≤ 𝜉 𝜋 (⁄ 2𝑐),

𝜀𝑐(𝜋/2 − 𝜉) − 𝑖𝜀, 𝜋 (⁄ 2𝑐) ≤ 𝜉 𝜋/2,
     (19) 

where parameter 𝑐=1+ 2(1/𝜀 − 1 ) 𝜋⁄ . Total contour 𝐿1 length 

equals to 2πεγ
1
Rc. 

Parametric equation describing cut 𝐿2 is written in the form  

𝑡 = 𝑅𝜔2(𝜉) = 𝑅 [𝛾1 +
1

2
𝛾2(1 + 𝜉)𝑒

𝑖𝜃] , −1 ≤ 𝜉 ≤ 1  (20) 

Contour 𝐿3 is symmetrical to 𝐿2 with respect to the Ox axis so  

𝑡 = 𝑅𝜔3(𝜉) = 𝑅𝜔2(𝜉), −1 ≤ 𝜉 ≤ 1. (21) 

Contours 𝐿4 and 𝐿5 are symmetrical to 𝐿2 and 𝐿3 with respect 
to the Oy axis so  

𝑡 = 𝑅𝜔4(𝜉) = −𝑅𝜔2(𝜉), 𝑡 = 𝑅𝜔5(𝜉) = −𝑅𝜔2(𝜉), (22) 

−1 ≤ 𝜉 ≤ 1 

Introducing substitutions  

𝑡 = 𝑅𝜔1(𝜉), 𝑡
′ = 𝑅𝜔1(𝜂), 𝑡, 𝑡

′ ∈ 𝐿1, 0 ≤ 𝜉, 𝜂 ≤ 2𝜋, 
𝑡 = 𝑅𝜔𝑘(𝜉), 𝑡

′ = 𝑅𝜔𝑘(𝜂), 𝑡, 𝑡
′ ∈ 𝐿𝑘, 

𝑘=2,… ,5, − 1 ≤ 𝜉, 𝜂 ≤ 1,                                                     (23) 

one can reduce the system of integral equations (9) to the canonical 
form  

 

1

𝜋
∫ [𝑀1𝑚(𝜉, 𝜂)𝑔1

′ (𝜉) + 𝑁1𝑚(𝜉, 𝜂)𝑔1
′ (𝜉)] 𝑑𝜉 +

2𝜋

0

+
1

𝜋
∑ ∫ [𝑀𝑘𝑚(𝜉, 𝜂)𝑔𝑘

′ (𝜉) + 𝑁𝑘𝑚(𝜉, 𝜂)𝑔𝑘
′ (𝜉)] 𝑑𝜉 =

1

−1
5
𝑘=2

  

𝑝𝑚(𝜂),𝑚 = 1,2,3,   (24) 

where  

𝑀km(𝜉, 𝜂) = 𝑅𝐾km(𝑅𝜔𝑘(𝜉), 𝑅𝜔𝑚(𝜂)),                               (25) 

𝑁km(𝜉, 𝜂) = 𝑅𝐿km(𝑅𝜔𝑘(𝜉), 𝑅𝜔𝑚(𝜂)),                                (26) 

𝑔𝑘
′ (𝜉) = 𝑔′(𝑅𝜔𝑘(𝜉))𝜔𝑘

′ (𝜉),                                                  (27) 

𝑝𝑚(𝜂) = 𝑝(𝑅𝜔𝑚(𝜂)).                                                             (28) 

A solution of the system of integral equations (24) consists of 
five complex functions 𝑔𝑘

′ (𝜉) assigned to the contours 𝐿𝑘 . Func-

tion 𝑔1(𝜉) (0 ≤ 𝜉 ≤ 2𝜋) is 2𝜋--periodic continuous function. 
However, in order to obtain a sufficiently accurate numerical solu-
tion we have to densify quadrature nodes and collocation points in 
the vicinity of narrow slot tips. We use here nonlinear variant of sig-
moid transformation [11,32] adapted to periodic case [32]:  

𝜉 = 𝐺(𝜏) = 𝜏 −
1

2
sin2𝜏, 0 ≤ 𝜏 ≤ 2𝜋. (29) 

Consequently, the function we are looking for is as follows  

𝑢1(𝜏) = 𝑔1
′ (𝐺(𝜏)), 0 ≤ 𝜏 ≤ 2𝜋. (30) 

A solution of the system of integral equations (24) for contours 
𝐿2 to 𝐿5 is sought in the class of functions, which have an integra-
ble singularity at the ends of integration interval  

𝑔𝑘
′ (𝜉) =

𝑢𝑘(𝜉)

√1−𝜉2
, −1 ≤ 𝜉 ≤ 1, (31) 

where 𝑢𝑘(𝜉) (𝑘=2,… ,5) are continuous functions. Finally, modi-
fied system of singular integral equation (24) takes the form  

1

𝜋
∫ [𝑀1𝑚(𝜉, 𝜂)𝑢1(𝜏) + 𝑁1𝑚(𝜉, 𝜂)𝑢1(𝜏)]𝐺(𝜏)𝑑𝜏 +
2𝜋

0

+  
1

𝜋
∑ ∫ [𝑀𝑘𝑚(𝜉, 𝜂)𝑢𝑘(𝜉) + 𝑁𝑘𝑚(𝜉, 𝜂)𝑢𝑘(𝜉)]𝑑𝜉

1

−1
5
𝑘=2 =

  

𝑝𝑚(𝜂),𝑚 = 1,2,3       (32) 

In points 𝑡 = ±𝑙1 where contours 𝐿2 to 𝐿5 intersect contour 

𝐿1 the values of 𝑔𝑘
′ (−1) (𝑘=2,5) must be finite, thus we should 

provide four additional equations  

𝑢𝑘(−1)=0,𝑘=2,5.                                                           (33) 

For numerical integration of singular integral equation (32) two 
different methods must be used. For closed-loop contour 𝐿1, we 
applay midpoint rule [7] and Gauss-Chebyshev quadrature [25] for 
𝐿2 to 𝐿5 contours. Finally, we get a system of complex linear alge-
braic equations which is the discrete analogue of the respective 
system of integral equations (24) 
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2

𝑛1
∑ [𝑀1𝑚(𝜉𝑖 , 𝜂𝑗)𝑢1(𝜏𝑖) + 𝑁1𝑚(𝜉𝑖 , 𝜂𝑗)𝑢1(𝜏𝑖)]𝐺(𝜏𝑖) +
𝑛1
𝑖=1   

∑ {
1

𝑛𝑘
∑ [𝑀𝑘𝑚(𝜉𝑖 , 𝜂𝑗)𝑢𝑘(𝜉𝑖) + 𝑁𝑘𝑚(𝜉𝑖 , 𝜂𝑗)𝑢𝑘(𝜉𝑖)]
𝑛𝑘
𝑖=1 }5

𝑘=2 =  

𝑝𝑚(𝜂𝑗),    (34) 

𝑚 = 1,  𝑗 = 1,… , 𝑛𝑘, 𝑚 = 2,… ,5,  𝑗 = 1,… , (𝑛𝑘 − 1)   

where quadrature nodes and collocation points are determined by 
the formulas:  

𝜉𝑖 = 𝐺(𝜏𝑖), 𝜏𝑖 =
𝜋(2𝑖−1)

𝑛1
, 𝑖=1, … , 𝑛1,                           (35) 

𝜂𝑗 = 𝐺(𝜃𝑗), 𝜃𝑗 =
2𝜋(𝑗−1)

𝑛1
, 𝑗=1, … , 𝑛1,                         (36) 

3𝜉𝑖 = cos
𝜋(2𝑖−1)

2𝑛𝑘
, 𝑖=1, … , 𝑛𝑘 , 𝑘=2, … ,5,                         (37) 

𝜂𝑗 = cos
𝜋𝑗

𝑛𝑘
, 𝑗=1, … , (𝑛𝑘 − 1), 𝑘=2, … ,5.                         (38) 

Assuming 𝑛2 = 𝑛3 = ⋯ = 𝑛5 the system (34) consists of 

𝑛1 + 4(𝑛2 − 1) complex equations. Using Lagrange interpolation 
on Chebyshev nodes [25] to conditions (33), we obtain four missing 
equations  

1

𝑛𝑘
∑
𝑛𝑘
𝑖=1 (−1)𝑖+𝑛𝑘 𝑡𝑎𝑛

𝜋(2𝑖−1)

4𝑛𝑘
𝑢𝑘(𝜉𝑖) = 0,     

𝑘 = 2,… ,5.  (39) 

Right side of the equation (34) can be easily calculated using 
relationship (7). Introducing the relation 𝛾𝑌 = 𝜎𝑝 𝜏𝑌⁄  (𝜎𝑝 =

𝑃 (⁄ 𝜋𝑅)) as relative load level parameter, we can write down 

𝑝𝑚(𝜂𝑗) in compact form:  

𝑝𝑚(𝜂𝑗) = (
𝑝1(𝜂𝑗),  𝑚 = 1,

(1 −
𝑖

𝛾𝑌
) 𝑝1(𝜂𝑗),  𝑚 = 2,… ,5,

  (40) 

where  

𝑝1(𝜂𝑗) = 𝜎𝑝
|𝜔𝑘(𝜂𝑗)|

2
−1

𝜔𝑘(𝜂𝑗)
2
−1
[

2

𝜔𝑘(𝜂𝑗)
2
−1

𝜔𝑘
′ (𝜂𝑗)

𝜔𝑘
′ (𝜂𝑗)

−
|𝜔𝑘(𝜂𝑗)|

2
+1

𝜔𝑘(𝜂𝑗)
2−1

] ,

𝑘=1,… ,5.

  (41) 

Solution of the problem is symmetrical with respect to the axis 
Ox i Oy. Conditions resulting from symmetry concerning the sought 
function 𝑢𝑘(𝜉) and necessary kernel modifications are described 
in details in [29] (see also [27]). Thus, the rank of linear system (34), 
(39), can be easily reduce by a factor of four. 

Having obtained values of sought function 𝑢(𝜉𝑘), one can de-
termine the stress-strain state in whole elastic region by using an 
integral representation of complex stress potentials (5). 

The slot edge (contour 𝐿1) is free of applied load, then the con-
tour stress at the edge can be calculated using a simple formula 
[27].  

𝜎𝑠 = −4𝜎𝑝ℑ
𝑢1(𝜉)

𝜔1
′ (𝜉)

= −4𝜎𝑝ℑ
𝑢1(𝜏)

𝜔1
′ (𝐺(𝜏))

. (42) 

Stress intensity factors in crack tips 𝐾𝐼  and 𝐾II can be directly 

expressed through the sought function 𝑔𝑘
′ (𝑡) (31). Let us introduce 

corresponding dimensionless stress intensity factors 𝐹𝐼 and 𝐹II by 
means of the following relationship  

𝐾𝐼
+ − 𝑖𝐾II

+ = (𝐹𝐼
+ − 𝑖𝐹II

+)𝜎𝑝√𝜋𝑅. (43) 

Here upper indexes (+) indicate crack tip at 𝜉 = +1. Taking 

into account relation (31), we get for coefficients 𝐹𝐼 and 𝐹II the for-
mula [25]:  

𝐹𝐼
+ − 𝑖𝐹II

+ = −√|𝜔𝑘 ′(+1)|
𝑢𝑘(+1)

𝜔
𝑘′
(+1)

,  𝑘 = 2,… ,5,  (44) 

where  

𝑢𝑘(+1) = −
1

𝑛
∑
𝑛𝑘
𝑖=1 (−1)𝑖𝑢𝑘(𝜉𝑖) 𝑐𝑜𝑡

𝜋(2𝑖−1)

4𝑛
,    

𝑘 = 2,… ,5. (45) 

Cracks 𝐿2 and 𝐿3 (and 𝐿4, 𝐿5 respectively) simulate fracture 
process zones (slip bands) at the tips of narrow slot 𝐿1, thus 

stresses at the crack 𝐿𝑘  end must be finite  

𝑔𝑘
′ (𝑡 = ±(𝑙𝑘)) = 𝑔𝑘

′ (𝑅𝜔𝑘(+1))=0, →
𝑢𝑘(+1)=0,𝑘=2, … ,5. (46) 

This condition allows as to calculate unknown length 𝑙2 = 𝛾2𝑅 
using iteration process. 

The length of slip band depends on the value of the angle 𝜃. It 

was assumed that there is an unique 𝜃 angle for which the band 
length is maximum. 

 

Fig. 2 Slot tip opening displacement 

Opening displacement at the notch tip (Fig. 2) can be calculated 
based on known [25] relationship between function 𝑔𝑘(𝑡) (𝑘=2,3) 

and displacement discontinuity vector (𝑣𝑘
+ − 𝑣𝑘

−) across the con-

tour 𝐿𝑘  

2𝐺
𝑑

𝑑𝑥′
(𝑣𝑘

+ − 𝑣𝑘
−) = (1 + 𝜅)𝑔𝑘

′ (𝑥′),   𝑥′ ∈ 𝐿𝑘 ,   

𝑘 = 2,… ,5, (47) 

where 𝑥′ is a local abscissa at contour 𝐿𝑘 , 𝐺 - shear modulus, 𝜅 - 
Muskhelishvili's constant. 

Taking into consideration that in the beginning of cuts 𝐿2 and 

𝐿3 only tangential displacements have discontinuity 𝛿II, we obtain 
(see Fig. 2)  

𝛿𝐼
𝑉=2𝛿IIsin𝜃. (48) 

The relationship (1 + 𝜅 ) (⁄ 4𝐺)=2(1 − 𝜈2 ) 𝐸⁄  is valid in 
plane strain state, so taking into account (47), one can find the tan-
gential displacement across cut edges 𝐿~2 = in the point 𝑥′ = 𝑙2

−, 
i.e. in the slot tip, as follows  

𝛿II = ℑ𝛿(𝑙2
−) =

4(1−𝜈2)

𝐸
ℑ𝑔(𝑙2

−), (49) 

where values of function 𝑔(𝑙2
−) are determined by relationship (45):  

𝛿𝐼 = −
8(1−𝜈2)

𝐸
𝑠𝑖𝑛 𝜃

1

𝑛2
∑𝑛2𝑖=1 ℑ𝑢2(𝜉𝑖). (50) 

In the next section the relationship between the theoretical 
value of dimensionless notch tip opening displacement 𝛿~𝐼 and crit-
ical load value 𝜎𝑐 = 𝜎𝑛 for given geometrical parameters (narrow 

slot tip radius 𝜀, relative slot range 𝛾1), and standard material con-

stants (Young's modulus 𝐸, Poisson's ratio 𝜈, relative material 
strength 𝛾𝑌). Knowing the value of the critical load the critical stress 
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intensity factor 𝐾𝑐  can be calculated with the following formula 
23,24]:  

𝐾𝑐 = √𝛿𝐼𝐸𝜎𝑐 = √𝛿𝐼𝛾𝑌𝜎𝑐√𝜋𝑅. (51) 

4. NUMERICAL RESULTS 

The problem as it was stated have two independent geomet-
rical parameters: 𝜀, 𝛾1, and dimensionless load level 𝛾𝑌. The un-

known are relative band length 𝛾2 (or extent 𝛾3) and the angle 2𝜃 
between bands which emanates from slot tip. In order to reduce the 
number of independent parameters, it was assumed constant 
rounding radius of slot tips 𝜌=1/75𝑅 and the calculations were per-

formed for the relative slot span 𝛾1 chosen from the set 𝛾1 =
{0.1,0.2,0.3,0.4,0.5}, thus relative rounding radius of the slot verti-

ces can be easily calculated as 𝜀=1/(75𝛾1). 
As has been shown in [13,27], plastic deformation near 

rounded notch tip begins when tangential stresses 𝜏𝑛 at lines di-
rected along slip bands reach half of the maximal normal stress 
(𝜎𝑠)max value. Which lets you calculate corresponding minimal 
load level (𝛾𝑌)min 

|𝜏𝑛|max = 𝜏𝑌 =
1

2
(𝜎𝑠)max → (𝛾𝑌)min =

2

𝑅𝐼
≈ 0.668. (52) 

The value of the stress rounding factor [26,28] is 𝑅𝐼=2.992. 
The following discrete set of 𝛾𝑌 = 𝜎𝑝 𝜏𝑌⁄  values was used for 

calculations: 𝛾𝑌 = [0.8, 0.9, 1.0, 1.2, 1.5, 2.0, 5.0]. The 𝜃 values 

were taken from the 1∘ ≤ 𝜃 ≤ 85
∘
 range every 5 degrees, de-

creasing the step in the vicinity of the sought maximum value of 𝛾2. 

Fig. 3 shows the dependence of the 𝛾3 range on the slip band 

angle 𝜃 for several loading levels 𝛾𝑌. As can be seen, for the min-
imum 𝛾𝑌=0.8 value the maximum range of the bands is achieved 

for an angle of approximately 𝜃=2.3∘ with a corresponding range 

of 𝛾3=0.89. For higher values of the load level 𝛾𝑌 the maxima of 
the function 𝛾3(𝜃) shift towards 𝜃 → 0. 

 

Fig. 3.   Dependence of the 𝛾3 range on the slip band angle 𝜃 for several           

loading levels 𝛾𝑌. 

The dependence of the relative length of the slip band 𝛾2 on 

the narrow slot extent 𝛾1 is shown in Fig. 4. For longer slots the 
𝛾2(𝛾𝑌) bandwidth functions become less and less predictable. 

Fig. 5 shows the plot of the 𝛿𝐼 notch tip opening displacemnt 

dependence on the 𝛾𝑌 load level for several values of the central 
slot range 𝛾1. 

 

 

Fig. 4.   Dependence of the relative length of the slip band 𝛾2 on the narrow    

             slot extent 𝛾1 

 

Fig. 5.   Notch tip opening displacement 𝛿𝐼 dependence on the 𝛾𝑌 load   

level for several values of the central slot range 𝛾1 

5. CONCLUSIONS 

The elastic-plastic problem for Brazilian disk with central narrow 
slot in plane strain state was solved. The solution was obtained by 
the method of singular integral equations with complex stress po-
tentials for a system of cracks and openings in two-dimensional cir-
cular elastic domain. All necessary analytical background was doc-
umented in detail. Based on Dugdale model of fracture process 
zone, relationships between the load, notch tip opening displace-
ment, and the length of the slip bands were established. Numerical 
calculations for arbitrary but representative set of geometrical pa-
rameters were performed. 

The presented solution, despite the obvious simplifications re-
sulting from the adopted assumptions (plane strain state and frac-
ture process zone as a slip band), can be used to estimate the frac-
ture mechanics parameters of quasi-brittle materials determined in 
the Brazilian test. 
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Abstract: Recycled carbon fibers from wind turbine blades offer a sustainable approach to enhancing concrete's mechanical properties. 
This study investigates the preliminary performance of concrete reinforced with fibers recovered via pyrolysis. Experimental results 
demonstrate improvements in flexural strength (up to 30%) and fracture mechanics parameters (e.g., KIc and CTODc). Planned research 
will focus on optimizing mix designs and exploring deformation criteria for quasi-brittle materials, paving the way for environmentally  
friendly construction solutions. 
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1. INTRODUCTION 

Wind turbine blades have a service life of approximately  
20–25 years, after which they constitute significant waste that is 
difficult to dispose of in landfills. Due to the large number of tur-
bines installed around the world, the amount of waste generated 
is constantly increasing. Recycling alleviates environmental pres-
sure by minimizing waste accumulation. Turbine blades are made 
of high-quality materials, such as carbon fibers, which are energy-
intensive in production. Recycling allows these raw materials to be 
recovered and reused in various industries, which reduces the 
need for mining new raw materials [1-3]. Recovered materials, 
such as carbon fibers, can be used in construction, automotive, 
and aviation, giving them new life and increasing their economic 
value. The use of fibers in concrete structural elements increases 
their crack resistance, counteracts the development of shrinkage 
cracks, and prevents brittle cracking of concrete.  

Currently, various types of non-metallic fibers are used in con-
struction: carbon, basalt, glass, plastic as well as organic fibers. 
Fibers used as concrete additives differ in origin, thickness, 
length, tensile strength, and modulus of longitudinal elasticity. 
Thus, they significantly change the mechanical properties of 
resulting concrete in different ways. Therefore, their effective use 
requires in-depth analysis that goes beyond simple assessment of 
compressive and flexural strength. We need to conduct systemat-
ic tests of fibrous cement composites and modify existing methods 
for assessing mechanical properties of fiber-reinforced concrete. 

The growing interest in the use of recycled fibers is confirmed 
by numerous recent publications [4–7]. Recycled tyre cords, 
feather fibers, steel chips, wood fibers from paper waste and high 
density polyethylene from PET bottles and woven bags and wo-
ven plastic bags are used as additives in concrete [7]. Recycled 
textile carpet fibers have been shown to increase the tensile and 
flexural strength of concrete elements [9,10] and the addition of 

recycled steel fibers (RSF) to concrete can be a cheaper substi-
tute for steel reinforcement [11,12]. 

2. PRELIMINARY EXPERIMENTAL INVESTIGATION 

In our own preliminary research, carbon fibers obtained from 
recycling wind turbine blades made of carbon composite were 
used. The fiber recovery process was carried out by Anmet using 
the pyrolysis method using their own technology. The recovered 
carbon fibers, characterized by (according to the manufacturer) 
tensile strength of 1.17 GPa and Young's modulus of 317 GPa. 
High fiber strength and especially a very high longitudinal elastici-
ty modulus predispose these fibers as good dispersed reinforce-
ment for structural concrete. 

A total of 32 series of concrete samples with different types of 
cement, water to cement ratio (w/c = 0.4 and 0.5) and fiber con-
tent (0, 2, 4 and 8 kg/m³) were tested. The tests revealed a bene-
ficial impact of the recovered carbon fibers on the compressive 
strength of concrete. Compared to the reference concrete made of 
CEM I 42.5R cement, with water to cement ratio (w/c) of 0.5 and 
0.4, a decrease in this strength of about 17% was observed. In the 
case of concrete with CEM II 42.5 R/B-M (S-V) cement, with a w/c 
of 0.5 and a fiber content of 4 kg/m³, the compressive strength 
increased by a maximum of 30%. Young's modulus tests showed 
that the addition of fibers has a minimal effect on the secant mod-
ulus of elasticity of concrete, which confirms general observations 
in this field. The use of recycled dispersed reinforcement in con-
crete significantly improved its flexural strength compared to the 
reference concrete. The largest increase, up to 30%, was ob-
served in the series with CEM I 42.5R cement at w/c equal to 0.4 
and fiber content of 4 and 8 kg/m³, as well as in the series with 
CEM II 42.5 R/B-M (S-V) cement at w/c equal to 0.4 and fiber 
content of 8 kg/m³. 
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The residual tensile strength of recycled carbon fiber concrete 
(recC) increased with increasing fiber content from 2 kg/m³ to 8 
kg/m³, reaching a maximum increase of 40% for concrete with 
CEM I 42.5R cement, w/c ratio 0.4 and fiber content 8 kg/m³. 
Concrete containing recC exhibited enhanced fracture mechanics 
parameters, such as increased stress intensity factor (KIc) and 
larger critical crack opening displacement (CTODc). 

3. PLANNED EXPERIMENTAL AND THEORETICAL  
RESEARCH 

The planned own research aims to determine the effect  
of carbon fibers recovered from the renewable energy sector  
on the properties of cement concretes. This includes examining 
both fresh and hardened states of concrete, such as workability, 
setting time, and early-age strength. Additionally, long-term dura-
bility properties like freeze-thaw resistance, chloride ion penetra-
tion, and carbonation depth will be investigated to assess the 
material's suitability for harsh environmental conditions. 

The main goal of the first stage of the research will be to de-
velop recipes for concretes with the addition of carbon fibers, 
taking into account the desired features of the concrete mix and 
the mechanical properties of the designed concrete, i.e.: com-
pressive strength, tensile strength during shearing, tensile 
strength during splitting, and Young's modulus. Special attention 
will be given to optimizing fiber dispersion within the matrix to 
ensure uniform reinforcement and to minimize potential clustering. 

The fracture mechanics parameters of concrete will be tested 
in accordance with the RILEM TC89 procedure and the general 
guidelines of the fib Model Code. These tests will include deter-
mining stress intensity factors, energy dissipation during cracking, 
and crack propagation patterns under various loading conditions. 
An important part of the planned research will be to conduct the 
necessary theoretical analyses and experimental studies, further 
developing our own deformation criterion for fracture of quasi-
brittle materials. The research will also involve comparative stud-
ies to benchmark the performance of recycled carbon fibers 
against other commonly used reinforcement materials. 

4. CONCLUSIONS 

The incorporation of recycled carbon fibers (recC) into con-
crete is an innovative approach that significantly improves its 
mechanical properties, such as compressive strength, flexural 
strength and fracture toughness. Despite technological challeng-
es, such as uniform fiber distribution or mixture optimization, recC 
offers significant environmental and economic benefits, supporting 
sustainable development. Further research in this area is crucial 
to fully exploit the potential of this material in construction. 
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