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Introduction

The script is an extended version of [62] and supplemented with tasks
in some chapters.

This study covers the subject matter of the applied mathematics
course taught by the authors in the master's degree program in Civil
Engineering at the Faculty of Civil Engineering and Environmental Sci-
ences at Bialystok University of Technology. Due to the thematic breadth
of the discipline, which is mathematics, determining the content of teach-
ing applied mathematics was not a simple matter. The presented top-
ics of lectures and classes come from di�erent branches of mathematics
show techniques for solving previously formulated problems related to
the problems of civil engineering and architecture.

There are problems that are solved in a way that does not require ad-
vanced techniques. While the statement that the length of the perimeter
of a circular area is smaller than the perimeter of a square area of the
same area seems intuitively obvious, judging how much the length of the
perimeter of a square is larger than the perimeter of a circle requires
solving an appropriate ratio. However, the proof that, among �gures of
the same area, the circle has the smallest perimeter leads to the more
di�cult so-called isoperimetric problem of variational calculus. By the
way, it is somewhat surprising that the isoperimetric issue appears in
Wojski's story included in Adam Mickiewicz's Pan Tadeusz.

It is unexpected that the curve shape assumed by a freely hanging
chain hooked on two poles can inspire the construction of arches and
vaults. The shape itself is obtained by solving an ordinary di�erential
equation of order two. But for an engineer, it is important (and per-
haps more crucial than the solution itself) to mathematize the problem.
Experience in formulating the problem shows how to simplify a complex
task and which quantities can and should be omitted.

Variation tasks appear several times in the study. The issue of
brachistochrony is again a variational task, the result of which is ob-
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tained by solving a second-order ordinary di�erential equation. It is
worth noting here that the types of di�erential equations leading to
the chain curve formula and the brachistochrony formulas are discussed
in academic textbooks as two special cases of the general form of the
second-order equation. It is further shown that variational methods can
work in reverse. Namely, to solve the boundary problem of a partial
di�erential equation, one formulates a suitable functional for which the
equation is an Euler necessary condition. This is how we proceed in the
Ritz method of describing and solving the problems of the form of the
humidity function and the form of the function describing the shape of
the membrane.

Di�erential equations of oscillatory motion are generalized in terms of
describing the vibration of structures, and in this context there are ref-
erences to eigenvectors and eigenvalues of matrices and selected methods
for solving systems of equations (matrix triangulation).

From the optimization methods, the authors discuss linear program-
ming, including the transportation issue with application to the trans-
portation of earth masses in road construction.

From the �eld of statistical data analysis, the publication presents
a linear econometric model in the context of analyzing the demand for
ready-mix concrete in the construction of buildings.

In project design and construction � due to many criteria � the prob-
lem of selecting a project solution, materials or technology arises. Hence
one of the chapters is devoted to mathematical methods of multi-criteria
comparative analysis.

Because of the introduction of the BIM concept, the study will �nd
many references to geometric models of architectural objects or building
elements using CAD tools. After all, in the BIM approach, the building
object is already mapped in three-dimensional space in the initial plan-
ning phase. Then the resulting model is linked to the entire project pro-
cess (including the calculation model) and execution process (including
materials, technology). Therefore, AutoCAD, as a programming envi-
ronment familiar to students, is often referred to through the use of its
functions. There are numerous references to applications readily available
in the virtual space, such as GeoGebra or WolframAlpha. The latter is
used for symbolic transformations (determining the solution using the
Ritz method). The proposal to use the mentioned applications is in-
tended to inspire the use of other programs, according to the capabilities
and interests of students.
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References to non-standard geometric objects (surfaces and curves)
are expressed through geometric analyses of models of cooling towers,
saddle cross-sections and other works (winding columns), which were
discussed in the framework of engineering mapping geometry (engineer-
ing geometry and graphics, descriptive geometry). Classical isometric,
similarity, a�ne and projective transformations are relevant here, as well
as transformations based on cross sections or o�set transformations of
curves and surfaces.

The study is not a complete lecture on selected mathematical meth-
ods, but rather a journey through the more or less familiar facts of
mathematics for engineers in a basic lecture. Hence the large number of
references to the literature, where a comprehensive study of the subject
can be found.

To the readers using this study, the authors will be grateful for any
faults noted, as well as for suggestions concerning both content and form.





Chapter 1

Geometric compactness
of the building

1.1. Optimization problems leading to the concept of
compactness of a �gure and geometric solid

Problem 1.1. Pipes are produced with various cross-sectional shapes:
circular, square, hexagonal (regular hexagon), but with the same
cross-sectional area (Fig.1.1). Which pipe will need more material to
be produced? We assume that the amount of material used to produce
a circular pipe is 100%.

Figure 1.1: Steel pro�les at SEMEX in Czestochowa [13]

Solution. To solve this problem, assume the following model: if F
is a cross-sectional �gure, then the amount of material (neglecting
thickness) will be given by the circumference P of the �gure F, and
the cross-section itself will be given by �eld A �gures F.
Let's compare the cross-sections: circular and square. We then have
for circular cross section (c): Pc = 2πr, Ac = πr2;
for square cross section (s): Ps = 4a, As = a2,
where r is the radius of the circle and a is the length of the side of
the square.
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By assumption Ac = As. Hence πr
2 = a2, i.e a = r

√
π. We express the

circuits using the same parameter, i.e. r or a. Given that Pc = 2πr,
Ps = 4r

√
π, we can create a diagram (proportion)

2πr //

((

100%

vv
4r
√
π

66

// x%

hh

. (1.1)

We will use 12.84% more material to produce square pipes than to pro-
duce circular pipes. In this situation, we can call the shape of a circular
pipe reference shape and refer the material consumption to this shape in
the case of other shapes. We can conclude that a circle is a more compact
�gure than a square. It can be proven that a circle is the most compact
�gure in a plane. This is the so-called isoperimetric problem (it involves
determining the �gure that has the largest area for a given perimeter).
Let us add that the proof of the theorem is not easy. It is worth taking a
look at the items [61], [8]. It will also be an interesting experience to read
the end of IV of the book "Pan Tadeusz" including the footnotes [47].

(a) (b)

Figure 1.2: Example tanks: (a) spherical tanks at Zakªady Azotowe "PU�AWY"
S.A. [14] (b) cubic tank [15];

Problem 1.2. There are two thanks: one spherical and one cubic
(closed), both with the same volume V. How much more % of material
was used to make the cubic tank (Fig. 1.2a, 1.2b)? Assuming that the
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amount of material used to make the spherical tank is 100% then the
sphere is the reference solid.

Solution. Here, after getting the right model and designations (r-radius
of the sphere, a-length of the cube edge), we formulate the diagram

4πr2 //

&&

100%

xx
6r2
(

3

√
4
3
π
)2

//

88

x%

ff

. (1.2)

Table 1.1: Measures of compactness of At

V platonic solids and spheres calculated
under the assumption that V =1 (prep. by A.Tereszkiewicz)

Name of solid Figure a

Formulas
At

V
forArea of Volume Compact.

the solid At V At

V
V = 1

Tetrahedron

e
d
g
e

√
3a2

√
2a3

12
12

√
3√

2a
7.21

Cube

e
d
g
e 6a2 a3 6

a
6

Octahedron

e
d
g
e 2

√
3a2

√
2a3

3
6
√
3√

2a
5.72

Dodecahedron

e
d
g
e 3

√
25 + 10

√
5a2

(15+7
√
5)a3

4

12
√

25+10
√
5

(15+7
√
5)a

5.31

Icosahedron

e
d
g
e 5
√
3a2 5(3+

√
5)a3

12

12
√
3

(3+
√
5)a 5.15

Sphere

ra
d
iu
s

4πa2 4πa3

3
3
a

4.84

After calculating, we get x = 124.07%. We can conclude that the sphere
is a more compact solid than the cube. How can we measure this com-
pactness? Speci�cally, the compactness of platonic solids can be deter-
mined by the ratio A

V
at V = 1, as illustrated in the table 1.1. The
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smaller the value of the ratio A
V
, the more compact the solid is. Opti-

mization solutions to the above problems concern only the consumption
of materials; they do not take into account such properties of constructed
objects as strength, statics, functionality, aesthetics,....

This brings us to geometric e�ciency and compactness of the building
body.

1.2. Geometric e�ciency and compactness of the
building

Geometric e�ciency of a building that meets the assumed size pa-
rameters (usable area, cubature) is a set of geometric features that make
the building functional, economical (with low energy demand) in con-
struction and maintenance, safe to use and aesthetic.

(a) (b)

Figure 1.3: (a) Fragment of a poster - "information board" of the new SONATA
estate being built in Druskininkai, Lithuania. Buildings in the shape of cylinders with
an oval base; (b) buildings (cylindrical, oval-shaped) of the new SONATA housing
estate in Druskininkai, Lithuania, photo by �. Kolendo

An important geometric feature of a building is its compactness. By
compactness of a building, we mean the compactness of a solid, which is
an isometric geometric model of the partitions of a building or part of
a building. The geometric compactness of a rigid solid (S) is the ratio
between the area of the solid and the volume. The classical measure of

compactness is determined by the dimensionless ratio
A3

t

V 2 (At - area of
the total surface of the solid S, V - volume of the solid S) [5]. Then the



1.2.Geometric e�ciency and compactness of the building 15

classical measures of compactness of a sphere, octahedron, and cube are
equal to 36π(≈ 113.09734), 108

√
3(≈ 187.06149), 216, respectively. We

can adopt a similar classical de�nition of compactness with respect to a
�gure (F); it will be the ratio P 2

A
(A - area of the �gure F, P - perimeter

of the �gure F). Then the classical compactnesses of a circle, a regular

hexagon, and a square are equal to 4π(≈ 12.56637), 24
√
3

3
(≈ 13.85641), 16,

respectively. However, such numbers are not very readable in applications
to building shape analysis.

(a) (b)

Figure 1.4: (a) The Town Hall in Biaªystok - an example of a building on the
plan of a rectangular polygon, photo by E. Ko¹niewski; (b) The Town Hall in Biaªys-
tok � study of the solution of the roof shape, prep. E. Ko¹niewski

The simplest and most commonly used measure, but dependent on
units, is the index At

V
. This index is completely su�cient to characterize

the compactness of a one-story house. The method of characterization of
geometric compactness proposed for Platonic solids is not transferable to
any solid. For example, for a cuboid with edges: a, b, c the compactness
thus understood (i.e., assuming V = 1) is expressed by the formula

A

V
=

2(a2b2 + a+ b)

ab

(
= 2ab+ 2

(
1

a
+

1

b

))
. (1.3)

This is because it depends on the units (u) and at the same time is not
expressed in one unit; namely, it can be divided into two components,
where one component has the unit [u2], the other [1/u] . Thus, it is nec-
essary to formulate measures of compactness of �gures (F) and solids (S)
in such a way that they are universal; at least for a su�ciently broad
class of objects capable of being implemented as models of buildings or
their parts.
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1.2.1. Measure of compactness for 3D shapes

The compactness indicator of a given solid S (�gure F) reasonably
relates it to the established model solid(reference) Spat (�gure Fpat) [31,
35, 37, 40, 41]. Then, using the quotient of At

V
, we can determine the

relative compactness indicator as follows

RCSpat(S) =

At(S)
V (S)

At(Spat)
V (Spat)

(
=

At(S)

At(Spat)

)
. (1.4)

Table 1.2: Ideological illustration of the indicator RCSpat
(S), prep. E. Ko¹niewski

based on [41]

S Spat

At(S) At(Spat)

V (S) V (Spat)

If Spat is a cube with edge a, then V (Spat) = a3, i.e. a = 3
√
V (Spat).

Then for the solid S under the assumption V (Spat) = V (S) is a = 3
√
V (S).

So At(Spat) = 6a2, which means At(Spat) = 6
(

3
√
V (S)

)2
, and hence

RCcube = At(S)
At(Spat)

(
= At(S)

6
(

3
√

V (S)
)2

)
. Thus, we have relative compactness

indicator of the solid relative to the cube

RCcube =
At(S)

6
(

3
√
V (S)

)2 .
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In what follows, we will simplify the notation and instead of At(S) we
will write At and instead of V (S) we will write V , understanding that At

and V denote the total area and volume of the solid S

RCcube =
At

6
3
√
V 2

. (1.5)

Carrying out analogous reasoning for the sphere, we get the relative in-
dicator of the compactness of the solid relative to the sphere

RCsphere =
At

4.84
3
√
V 2

. (1.6)

Let's pay attention to the numbers 4.84 and 6, which appear in the last
column of the array 1.1.

When discussing the indicators of (1.5) and (1.6), it is worth noting
the existing indicators-inverse of the expressions (1.5), (1.6) in the
literature [45], which are given here in the form "with star".

RC∗
cube =

6
3
√
V 2

At

, (1.7)

RC∗
sphere =

4.84
3
√
V 2

At

. (1.8)

However, neither the cube nor, even more so, the sphere is a good model
of a reference solid for a building, which, as a rule, must have a certain
height dictated, among other things, by functional considerations. In
a cube, on the other hand, the height is equal to the other dimensions
and a kind of unnecessary "sti�ness" is created when comparing.

For a smaller class of solids, namely prisms and cylinders in general,
we will introduce a new type of indicator. For such a class of solids, the
natural model of the reference solid Spat will be a regular cuboid with
a given edge a and height h or a circular cylinder with a given radius r
and height h. Let's denote by A the area of the base of the prism S (the
cylinder h), by P the perimeter of the base of the prism S (the base of
the cylinder S), and by V the volume of the prism S (the cylinder S).
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Table 1.3: Determination of the indicators RCcd and RCcyl, prep. E. Ko¹niewski

For prism For cylinder
V (Spat) = a2h V (S) = A(S)h V (Spat) = πr2h V (S) = A(S)h

a2h = A(S)h πr2h = A(S)h

a =
√

A(S) r =
√

A(S)
π

At(Spat) =
= 2a2 + 4ah

At(S) =
= A(S) + P (S)h

At(Spat) =
= 2πr2 + 2πrh

At(S) =
= 2A(S) + P (S)h

RCcd =
At(S)
V (S)

At(Spat)

V (Spat)

= At(S)
At(Spat)

=

= 2A(S)+P (S)h

2A(S)+4
√

A(S)h

RCcyl =
At(S)
V (S)

At(Spat)

V (Spat)

= At(S)
At(Spat)

=

= 2A(S)+P (S)h

2A(S)+2
√

πA(S)h

After omitting the solid S
RCcd = 2A+Ph

2A+4
√
Ah

RCcyl =
2A+Ph

2A+2
√
πAh

Reasoning in the table 1.3 leads us to the de�nition of indicators

RCcd =
2A+ Ph

2A+ 4
√
Ah

, (1.9)

RCcyl =
2A+ Ph

2A+ 2
√
πAh

. (1.10)

1.2.2. The compactness indicators of 2D

The counterparts of RCcd and RCcyl on the plane are the indicators
RCsq i RCcircle (table 1.4).

Table 1.4: De�nition of indicators RCcd i RCcyl, prep. E. Ko¹niewski

For a polygon with respect For a region with an edge in the form
to the regular cuboid of a closed curve relative to the circle

A(Fpat) = a2 A(F) A(Fpat) = πr2 A(F)
a2 = A(F) πr2 = A(F)

a =
√
(A(F) r =

√
A(F)
π

A(F) = A(Fpat)

RCsq =
P (F)
A(F)

P (Fpat)

A(Fpat)

= P (F)
P (Fpat)

= P (F)

4
√

A(F)
RCcircle =

P (F)
A(F)

P (Fpat)

A(Fpat)

= P (F)
P (Fpat)

= P (F)

2
√

πA(F)

After omitting the �gure label F
RCsq = P

4
√
A

RCcircle =
P

2
√
πA
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The table 1.4 shows the de�nition of indicators

RCsq =
P

4
√
A
, (1.11)

RCcyl =
P

2
√
πA

. (1.12)

The indicator RCsq is strictly related to the indicator W
F

(Wall/Floor
ratio) given by J. Cooke [29], which is de�ned by the quotient

JC =
P − Ps

Ps

, (1.13)

where P is the perimeter of a �gure F with area A, Ps is the perimeter of

a square with the same area A, i.e., JC = P−4
√
A

4
√
A
. Hence, JC = P

4
√
A
− 1,

i.e. JC = RCsq−1. The indicator RCsq is described by the relationship of
the size of the area A and the perimeter P of a given �gure.Another com-
pactness indicator described by the size of the area A and the perimeter
P of a given �gure is the indicator LBI (Length/Breadth Index) described
by D. Banks de�ned by the formula, [29].

LBI =
P +
√
P 2 − 16A

P −
√
P 2 − 16A

. (1.14)

What is the origin of the formula (1.14)? Suppose a given �gure has
area A and perimeter P. Let us construct a rectangle with area A and
perimeter P. Then let a, b be the lengths of the sides of the rectangle
(a > 0, b > 0). Then, we get two equations P = 2a + 2b and A = a · b.
From the second equation, we determine a = A

b
and after substitution

in the �rst equation, we get P = 2A
b
+ 2b. After the conversion, we get

a quadratic equation 2b2 − Pb+ 2A = 0 with solutions b1 =
P+

√
P 2−16A
4

,

b2 = P−
√
P 2−16A
4

. A rectangle with area A and perimeter P has sides of
lengths b1, b2. The numbers b1, b2 thus de�ne the shape of such a rectangle,

which can be expressed just by the number LBI
(
= b1

b2

)
= P+

√
P 2−16A

P−
√
P 2−16A

.

To describe a multi-story building with varying perimeters of individual
�oors, the LBI index is generalized to the form

PSI =
G+
√
G2 − 16R

G−
√
G2 − 16R

(Plan/Shape Index), (1.15)



20 Geometric compactness of the building

where G denotes the sum of the perimeters of each �oor divided by the
number of �oors (average perimeter), R denotes the sum of the areas
of each �oor divided by the number of �oors (average area) [29]. For
a building with the same area of each �oor, the indexes LBI and PSI

are identical. Note also that lim
h→∞

RCcd = lim
h→∞

2A+Ph
2A+4

√
Ah

= lim
h→∞

2A
h
+P

2A
h
+4

√
A
=

= P
4
√
A

= RCsq. This means that in a tall building, a good measure of
compactness is the index RCsq.
In the literature, there is also an indicator

EWA/FA =
Ph

A
(External Wall Area/Floor Area) (1.16)

expressing the ratio of the area of the building's exterior walls to the area
of the building's exterior [37], [11]. We have the following relationships
between the indicator EWA/FA and the indicators RCcd and RCsq.

RCsq =
P

4
√
A

=
Ph
A
4h√
A

=
EWA/FA

4h√
A

, (1.17)

RCcd =
2A+ Ph

2A+ 4
√
Ah

=
2 + EWA/FA

2 + 4h√
A

. (1.18)

Under the assumption that A (area of the building projection) and h
(height) are constant quantities, the relationships (simple and inverse)
between the indices RCcd and EWA/FA are linear. After all, the mag-
nitudes of 4h√

A
and 2 + 4h√

A
are constant. Note, moreover, that the pop-

ular ratio A
V
, with the accepted notations described by the quotient At

V

expressed in the form

A

V
=

(
2A+ Ph

Ah
=

1

h
· Ph
A

+
2

h

)
=

1

h
(EWA/FA) +

2

h
. (1.19)

depends linearly on the ratio EWA/FA. As a result of the superposition

of the inverse of the linear function, we get RCcd =
2
√
A

2
√
A+4h

(A/V ). Finally,

with constant values of A, h, the relationships (RCcd ↔ EWA/FA),
(A/V ↔ EWA/FA) , (RCcd ↔ A/V ) are linear. As shown in the work
of [37] and [40], the A/V,EWA/FA, RCcd indicators are in close cor-
relation with the construction cost and energy demand over the lifetime
of a single-family home. The RCcd index represents the best measure:
RCcd = 1 is the ideal shape, a deviation of the RCcd value from 1 indicates
a deviation from the ideal compactness of the reference building. When
multiplied by 100%, the deviation can be expressed in percentage points.
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1.3. Rectangular polygons

(a) (b)

Figure 1.5: (a) rectangular polygons; (b) rectangular polygons: hexagon, octagon,
decagon, dodecagon, tetradecagon, prep. E. Ko¹niewski

Most buildings, especially single-family houses, are built on the plan
of a rectangular polygon (Fig. 1.5). It is a polygon that has only right
angles: convex (90◦) or concave (270◦) [31], [35]. Rectangular polygons
have, among other things, the property that the number of sides must
be even, and the di�erence between the number of convex and concave
angles is equal to 4. Indeed, denoting by m the number of convex right
angles and by k the number of concave right angles of any n-angle, we
get the following system of equations

{
m · 90◦ + k · 270◦ = (n− 2) · 180◦,

m+ k = n,
(1.20)

where m, k and n are integers. The solution to the system (1.20) is a
pair of numbers

m =
n

2
+ 2, k =

n

2
− 2. (1.21)

For the solution (1.20) of the system (1.21) to exist the number n must
be even. As you can see, the di�erence between m and k equals 4. Every
rectangle has no concave angles, a rectangular hexagon has one re�ex
angle, rectangular octagon has two concave corners, decagon - three,
etc. (Fig. 1.5a, 1.5b).
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(a) (b)

Figure 1.6: (a) patio [11]; (b) atrial buildings in Biaªystok on Warszawska street [31],
photo by W. Woªkow

Sometimes a building has an inner courtyard (i.e. patio, (Fig. 1.6a), [11])
or atrium (Fig. 1.6b). We will assume that the rectangular polygons
described here are connected areas and may have "holes" (Fig. 1.7c).
Connectivity of a polygon (de�ned generally for a plane set) means that
any two points of the polygon can be connected by a broken line contained
in the interior of the polygon. If we consider a l-connected rectangular
polygon (i.e., with l−1 holes) RP l with n vertices, then each ith hole is a
simple connected rectangular polygon with hi vertices (i = 1, 2, . . . , l−1).
The sides of an l-connected rectangular polygon are mutually perpendic-

ular or parallel. We then have n = n0+
l−1∑
i=1

hi, where n0 is the number of

vertices of the polygon containing holes, treated as a simple connected
polygon. Then every convex angle i of the hi-angled polygon is concave
and vice versa. Using the solution of (1.21), in the case of a l-connected
rectangular polygon with l − 1 hi-angled holes (i = 1, 2, . . . , l − 1), the
number of concave angles is equal to

k =
n0

2
− 2 +

l−1∑
i=1

(
hi
2
+ 2

)
, (1.22)

and the number of convex angles is expressed by the formula

m =
n0

2
+ 2 +

l−1∑
i=1

(
hi
2
− 2

)
. (1.23)

It can be seen that m+ k = n [35].
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1.3.1. Perimeter defect and area defect

We will now introduce two parameters that characterize the shape
of a rectangular polygon inscribed in a rectangle (�gs. 1.7, 1.8), which
�gure we will consider to be reference for both area A and perimeter P.
The sides of a l-connected rectangular polygon RP l are mutually perpen-
dicular or parallel. This can be characterized as follows: walking on the
edge of a rectangular polygon, we go in four directions: forward (fd), left
(lt), right (rt) and backward (bk). Thus, we can associate the polygon
RP l unambiguously with the rectangle R described on it. We will say
that the rectangular polygon RP l is inscribed in the rectangle of R if and
only if RP l ⊂ R and each side of the rectangle R contains at least one
side of the rectangular polygon RP l. Rectangle R can be thought of as
described on polygon RP l. We can agree that the sides of the rectangle
R are parallel to the axes of some rectangular coordinate system OXY,
with the OX axis being horizontal, the OY axis vertical. Then each edge
point of the rectangle R is the projection of at least two edge points of
the polygon RP l. Thus, it is possible with the sides of the polygon RP l

(after moving parallel to the axes OX,OY to the edge of the rectangle R,
respectively), "wallpaper� the edge of the rectangle R. Denoting by P (F)
the perimeter of the area F with respect to the polygon RP l inscribed in
the rectangle R, we can write the following formula

P (RP l) = P (R) + ∆P (RP l). (1.24)

(a) (b) (c)

Figure 1.7: Rectangular polygons inscribed in a rectangle: (a) simple connected
polygon monotonic (any line parallel to the axis but not containing a side intersects
the edge at two points) with respect to both axes, i.e., normal; (b) simple connected
polygon monotonic with respect to the OY axis but non-monotonic with respect to
the OX axis; (c) 3-connected polygon non-monotonic with respect to both axes [35]
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The quantity ∆P (RP l), de�ned by the formula (1.24), will be called the
perimeter defect of the polygon RP l. The perimeter defect of a rectan-
gular polygon is always positive.

(a) (b) (c)

Figure 1.8: Rectangular polygons inscribed in a rectangle of x × y, x = 9u,
y = 12u: (a) with large �eld defect (∆A = 88u2), RDA = 0.81(81%) and zero
perimeter defect, RDP = 0(0%); (b) with positive perimeter defect (∆P = 24u,
RDP = 0.57(57%)), with area defect (∆A = 38u2, RDA = 0.35(35%)); (c) with
a positive perimeter defect (∆P = 40u,RDP = 0.95(95%)), with a area defect
(∆A = 44u2, RDA = 0.41(41%)) [35]

The second parameter characterizing the geometry of a rectangular poly-
gon RP l is its area A(RP l) (generally the area A(F) of the area F). The
area of a rectangular polygon A(RP l) is expressed as follows

A(RP l) = A(R)−∆A(RP l), (1.25)

where ∆A(RP l) we will call the area defect of the rectangular polygon.
The perimeter defect and area defect of a rectangular polygon, de�ned in
an absolute way, do not re�ect the magnitude of the deviation measures
from the perimeter and area of the rectangle. Besides, in practical appli-
cations, they will depend on the adopted units of measure of length and
area. Hence, it is useful to describe these measures of deviation (from
the ideal �gure - a rectangle) in relative terms. Thus, we will introduce
two more concepts: the relative perimeter defect of a rectangular polygon

RDP (RP l) =
∆P

P (R)
(1.26)
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and the relative area defect of a rectangular polygon

RDA(RP l) =
∆A

A(R)
. (1.27)

The relative area defect, with a perimeter defect equal to zero, shows the
degree of "imperfection" of the border line. The same length of perimeter
takes up roughly ∆A

A(R)
·100% smaller area; so there is loss in the area at the

same perimeter. Because the larger the perimeter defect the larger the
perimeter, area defect with increased perimeter results in even greater
losses of the area. Denoting by A the area and by P the perimeter of
a rectangular polygon, and by AR the area and by PR the perimeter of
a rectangle described by a rectangular polygon, the formulas (1.26) and
(1.27) can be written in a more readable form

RDP =
P − PR

PR

, (1.28)

RDA =
AR − A
AR

. (1.29)

1.3.2. Span of rectangular polygon

An important parameter of the building structure is its span.

(a) (b) (c)

Figure 1.9: Determining the span of a rectangular polygon: (a) after the �rst
overview the span value of a polygon is not directly visible: s2 or s3, or perhaps s4?;
(b) after constructing a simple skeleton the algorithm for determining the span is easy
to formulate; c) a shape close to a rectangular polygon [35]

It turns out that in the case of a building it is good to use the slopes
of the roof, but before that the roof must be resolved. In the case of
a rectangular polygon, we will do the same by constructing a simple
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skeleton (explicitly de�ned for this polygon) [31,35]. Treating the border
of the rectangular polygon as the eaves line, we construct the skeleton
of the roof (Fig. 1.8b). By the span s(RP l) of a rectangular polygon,
we will mean the greatest of the heights of the projections of all slopes
measured relative to the eaves (Fig. 1.8). For a given projection of a
rectangular roof skeleton spanning the edge of a rectangular polygon, we
can calculate the span according to the following procedure (Fig. 1.9).

(a) (b)

Figure 1.10: Determining the span of a 3-connected rectangular polygon RP 3:
(a) a 3-connected rectangular polygon indicating the polygon C1 and sub-polygons
(holes) C2, C3 of the line segment de�ned in �gure (b) de�ning the span;
(b) the process of determining the span s(RP 3) by the roof solution: s(RP 3) =
= 2 · s18, s(RP 3) = 2 · s33, as well as the sum of s(RP 3) = s18+ s33 heights of hipped
roof end adjacent to each other along the ridge [35]

1. From the corner points of the skeleton of the roof we construct line
segments sij of sijlengths descended into the eaves (i, j) (the base
of the corresponding polygon of (i, j)-th hipped roof end) [47]. The
two-index hipped roof end indicators are derived from [30], where
for the generalized l-connected polygons: i represents the number
of a polygon (i = 1) or sub-polygon-hole (i = 2, 3, . . . , l), j-eaves
number (hipped roof end number) of the polygon (sub-polygon) (i =
1, 2, 3, . . . , l) (Fig. 1.3a).

2. The length of the maximum hipped roof end height multiplied by 2
is the span of a polygon, ie.

s(RP l) = 2 ·max
ij
{sij}.

This is another interesting application of geometry of the roof (straight
skeletons), this time to facilitate the formulation and determination of
the rectangular polygon span, as a result of a fairly simple geometric
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process involving viewing the height of slope following the eaves. The
span of a polygon indicates its "slender" qualities. Note that the span of
a rectangle is equal to the length of its shorter side. It is worth to add that
the concept of span can be generalized to any polygon, not necessarily
rectangular, and that then, for example, the span of a triangle is equal
to double the distance of the point of intersection of the angle bisectors
from any side. The concept of span can be generalized to any planar
region into which a polygon can be inscribed.

1.4. Summary

The presented properties of rectangular polygons and their parame-
ters can be used to describe and analyze the shape of buildings (especially
single-family houses) and their optimization. These properties, in prac-
tice, for example, in practice, applied to the optimization of building
shape, can also be used for many shapes similar to rectangular polygons
(Fig. 1.9c). This naturally requires additional analysis and discussion
verifying the possibility of overlooking the lack of complete shape (degree
of accuracy) of a rectangular polygon.

1.5. Problems

1. For which pipe will we use the least amount of material, if the
cross-sections of the considered pipes, are: circle, square, regular
hexagon, regular octagon?

Hint. Without focusing on the thickness of the pipe, count the ar-
eas of the cross-sections and the lengths of the perimeters of these
cross-sections.

2. Consider the following containers: spherical, cubic, cylindrical with
a ratio of height to diameter of 1 : 1. For which of them will we use
less material?

Hint. Not focusing on the thickness of the walls, that is, assuming a
thickness of zero.

3. Calculate: classical, geometric measure of compactness of solids and
RCcube, RCcd, RCcyl for: cube, cylinder and solid from the �gure 1.11.
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Figure 1.11: Solid and projection of the base of the solid, prep. A. Tereszkiewicz

4. Design a rectangular tank with a volume of 144 cubic meters so as to
use as little material as possible.

5. There is a forest adjacent to the straight section of the road, which
is fenced due to the animals along the road. One of the co-owners of
the forest intends to start a rectangular-shaped forest crop on part
of the forest area adjacent (on one side) to the road. For its fence,
1000 m of forest netting has been reserved. What dimensions should
the forest planting have in order to make the fenced area as large as
possible?

6. A cylindrical open tank with a volume of 10 cubic meters is to be
made of sheet steel. Find the dimensions of the tank that will require
the least amount of material to make it.

7. The material for the bottom costs 60% more than the strength glass
for the four walls of an open aquarium. Find the shape of the cheapest
aquarium of a given volume V = 1 m3.

8. Calculate all the linear interrelationships between the indicators A/V ,
EWA/FA, RCcd.

9. For selected ten single-family houses, study the relationship between
the indices LBI and RCcd.

10. Derive the formulas for the relative compactness indicator if the refer-
ence �gure is a rectangle in which the ratio of the lengths of the sides
is equal to k. For what values of k is the reference �gure a "golden",
"silver� rectangle (compare [41])?



Chapter 2

Isometries in design

Important transformations implemented in CAD systems are the
isometries. These are transformations of Euclidean space (En) that pre-
serve the distance of points. Isometries form a transformation group, i.e.,
the set of all isometries has the property: (sup) the superposition of two
isometries is an isometry, (inv) the inverse transformation of an isome-
try is an isometry, (id) the identity transformation is an isometry. The
basic isometry is the symmetry with respect to a straight line in E2, the
symmetry of a plane in E3 and in general the symmetry of a hyperplane
in En. We say that symmetry is the generator of the isometry group.
We can consider any of the transformations of a group as a generator of
some subgroup of that group.

2.1. Isometries in E2

In the plane, every isometry is:

1) an axial symmetry Sp about the p axis or
2) a superposition of two axial symmetries Sa, Sb, whereby it is:

A) translation T2AB = SbSa, when the axes a, b are parallel (a∥b, Fig.
2.1a) or

B) rotation RO,2φ = SbSa, when the axes a, b intersect (a ∩ b = {O},
Fig. 2.1b)

or
3) a superposition of three axial symmetries Sa, Sb, Sc (Fig. 2.2b). The

superposition of the three symmetries is either an axial symmetry or
a glide symmetry.

If a ⊥ b, the superposition SbSa is rotation RO,2·90◦ by an angle of 180◦,
i.e. central symmetry (half-rotation) SO (Fig. 2.2a).
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(a) (b)

Figure 2.1: (a) the superposition SbSa of axial symmetries Sa, Sb with a|b-parallel
axes is a translation T2AB (AB � a vector de�ned by the points A, B lying on the
lines a and b, respectively, with AB ⊥ a and AB ⊥ b); (b) the superposition SbSa of
the axial symmetries Sa, Sb with axes a, b intersecting a ∩ b = {O} is a rotation of
RO,2φ by an angle of 2φ, prep. E. Ko¹niewski

(a) (b)

Figure 2.2: (a) the superposition SbSa of axial symmetries Sa, Sb with perpendicular
axes a, b is point symmetry SO, with point O; (b) the superposition ScSbSa of the
three symmetries Sa, Sb, Sc with respect to the straight lines a, b, c transforms the
triangle into a pre-given triangle congruent to it, prep. E. Ko¹niewski

Two triangles are congruent if they have respectively equal sides. Then
there is an isometry that transforms the �rst triangle into the second
(�g. 2.2b). To realize this isometry, it is enough to superposition at most
three axial symmetries (Fig. 2.2b). Each �gure (geometric object) has its
group of self isometries, i.e. those that transform the �gure into itself.
For example, the letter A (as a �gure � a set of points) has a group of
self isometries Id, Sp, where Id is an identity transformation, Sp is an
axial symmetry.



2.2. Tessellation 31

2.2. Tessellation

We will use isometries to design tessellation. Tessellation/tiling on a
plane is the covering of the plane with �gures adjacent to each other,
but not overlapping (the sum of the �gures forms a plane, any two
�gures share only edge points). We deal with tiling, for example, when
designing and laying �oors, sidewalks, etc.

(a) (b) (c)

Figure 2.3: (a) regular tilings (from regular polygons of one kind),
photo by E. Ko¹niewski; (b) semi-regular tilings (from regular polygons of dif-
ferent types), prep. E. Ko¹niewski; (c) monohedral tessellation of any shape,
photo by E. Ko¹niewski

A relatively simple class of tessellations to shape are polygonal regular
and semi-regular tessellations (�gs. 2.3a � 2.3c). In the creation of such
tessellations, it is important how many and what kind of regular �gures
can meet at a single point. It is not di�cult to see that the sum of
the angles should be equal to 360◦. The tessellation in the �gure 2.3a
has the characteristic 6 − 6 − 6, that is, the polygons meet at a point:
hexagon-hexagon-hexagon (120◦ + 120◦ + 120◦ = 360◦); the tiling in the
�gure 2.3bhas the characteristic 8 − 8 − 4, that is, the polygons meet
at a point: octagon-octagon-quadrilateral (135◦ + 135◦ + 90◦ = 360◦).
The program to create them can be found on the website [12]. The
tessellation in the �gure 2.3c is neither regular nor semi-regular. We
write about creating such parquets below.
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2.2.1. Tessellation in E2 � some examples

Example 2.1. Transformations on a parallelogram (pigeons). We con-
sider two di�erent curves (2.4a) and move them in two directions(Fig.
2.4a1). We obtain the elementary object "pigeon" (Fig. 2.4a2).

Figure 2.4: Transformations on a parallelogram: (a) any two curves with ends
at the vertices of the polygon; (a1) shift the curves by the vectors induced by the
parallelogram; (a2) the resulting shape ("pigeon"), prepared by E. Ko¹niewski based
on [51]

The displacements of the resulting object by the vectors de�ned by the
parallelogram de�ne the tiling (Fig. 2.5).

Figure 2.5: Tessellations with two curves spanning a parallelogram ("pigeons"),
prepared by E. Ko¹niewski based on [51]
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Example 2.2. Transformations on an equilateral triangle (variations on
Escher's three butter�ies). Take any curve that connects the vertex of an
equilateral triangle to the center of a side about that vertex (Fig. 2.6a).
We then transform this curve by a central symmetry (Fig. 2.6a1), further
by two rotations (Fig. 2.6a2) and by �ve rotations (Fig. 2.6a3).

Figure 2.6: Transformations on an equilateral triangle - variations on Escher's three
butter�ies: (a) any curve; (a1) its central image of symmetry; (a2) two rotations;
(a3) six (�ve) rotations, prepared by E. Ko¹niewski based on [51]

(a) (b)

Figure 2.7: (a) two rotations of the shape from the �gure 2.6 [36]; (b) a few corre-
sponding shifts of the shape from �gure 2.7a in directions parallel to the sides of the
triangles (hexagons), prepared by E. Ko¹niewski based on [51]
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Example 2.3. Transformations on a square ("lizards"): two arbitrary
(but appropriately chosen) curves with a start at a vertex and an end
point at the other vertex of the side of a given square (Fig. 2.8a).
Then such curves are rotated around their respective vertices by a
rotation angle of 90◦ (Fig. 2.8a1) and the shape of the lizard is obtained
(Fig. 2.8a2).

Figure 2.8: Transformations on a square: (a) two curves; (a1) two rotations
around the vertices by an angle of 90◦; (a2) received elementary shape, prepared
by E. Ko¹niewski based on [51]

Figure 2.9: Transformations on a square: (a3) three selected vertices; (a4) con�g-
uration obtained by three rotations around the vertices with corresponding rotation
angles 90◦, 180◦, 90◦; (a5) obtained compound shape (prepared by E. Ko¹niewski
based on [51])
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(a) (b)

Figure 2.10: (a) transformations on a square: � the obtained tessellations, prepared
by E. Ko¹niewski based on [51]; (b) concrete paving texture designed on the basis of
an equilateral triangle, photo by E. Ko¹niewski

Table 2.1: Seventeen crystallographic two-dimensional space groups according to
Coxeter [7] ( ∗half-turn = rotation by 180◦ or central symmetry, ∗∗re�ection with
glide = superposition of axial symmetry and translation with respect to the same
straight line, ∗∗∗quarter-turn = rotation by 90◦)

Symbol Generatrs
p1 two independent translations
p2 three half-turns ∗

pm two re�ection and a translations
pg two parallel glide re�ection ∗∗

cm a re�ection and a parallel glide re�ection
pmm re�ections in the four sides of a rectangle
pmg a re�ectionand two half-turns
pgg two perpendicular glide re�ections
cmm two perpendicular re�ections and a hulf-turn
p4 a half-turn and a quarter-turn ∗∗∗

p4m re�ections in the three sides of a (45◦, 45◦, 90◦) triangle
p4g a re�ection and quarter-turn
p3 two rotations throught 120◦

p3m1 a re�ection and a rotation trought 120◦

p31m re�ections in the three sides of an equilateral triangle
p6 a half-turn and a rotation trought 120◦

p6m re�ections in the three sides of a (30◦, 60◦, 90◦) triangle
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Interesting information about tessellations can be found in a number
of publications, including [7], [51], which describes seventeen discrete
isometry groups involving two independent tessellations. It is noteworthy
that six of these groups arise as symmetry groups of known rectangular
patterns, which we can consider as bricks or tiles [7]. These groups are
listed in 2.1.

2.2.2. Isometries in E3

As mentioned re�ection, translation and rotation in the
(two-dimensional) plane can be generalized to three dimensions.
One generalization of two-dimensional re�ection is the three-dimensional
re�ection of Sp with respect to a straight line p, called axial symmetry.
We can also consider another re�ection of Sω with respect to the ω
plane, called plane symmetry. Isometries on the E3 plane have as a set
of generators a set of plane symmetries. Each isometry is:

1) symmetry relative to the plane Sα

or
2) superposition of two plane symmetries Sα, Sβ, whereby it is:

A) translation T2AB = SβSα, if the planes α, β are parallel (α∥β) or
B) rotation Rc,2φ = SβSα, if the planes α, β intersect α ∩ β = c; for

φ = 90◦ we have axial symmetry of Sc with respect to the straight
line c

or
3) superposition of three plane symmetries Sα, Sβ, Sγ, which is:

A) a glide symmetry (a glide symmetry is the superposition of a plane
symmetry and a translation by a vector parallel to that plane)
or

B) rotation with perpendicular re�ection relative to the plane
or

4) superposition of four axial symmetries Sα, Sβ, Sγ, Sδ, which is a twist
move [7].

Isometries 2 and 4 are even (do not change orientation), isometries 1
and 3 are odd (change orientation to the opposite). Isometries are an
important tool for modeling three-dimensional objects.

Example 2.4. Make virtual models of two Platonic polyhedra: the do-
decahedron and the icosahedron.
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Solution. We construct an icosahedron using the wall method (each
wall in CAD terms is a solid here). First, we make the (horizontal) wall
of the icosahedron, then, using the Monge method, we determine the
angle of inclination of the �ve walls [32] and rotate the horizontal wall to
get the �rst inclined wall (Fig. 2.11a), then rotate the sloped wall four
times (Fig. 2.11a1), re�ect symmetrically about the plane (Fig. 2.11a2),
rotate and move to the position in �gure 2.11a3.

Figure 2.11: Modeling of the icosahedron: (a) �nding (using Monge's method)
the appropriate angle; (a1) �ve rotations (four rotations) of one wall; (a2) plane
symmetry; (a3) one rotation and one translation, prep. E. Ko¹niewski based on [32]

Figure 2.12: Creating an icosahedron model: (a) determining (by Monge method)
the corresponding triangular pyramid with the edge in the vertical position; (a1) one
re�ection relative to the pyramid wall; (a2) three re�ections about the corresponding
planes or three rotations; (a3) three re�ections about the corresponding walls; (a4) two
consecutive re�ections and one re�ection about the plane determined by the �ve top
vertices of the bottom solid and one corresponding rotation about the vertical line;
(a5) one translation, prep. E. Ko¹niewski based on [32]
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Example 2.5. Make a virtual model of the rhombic dodecahedron.

Solution. The rhombic dodecahedron can be generated by adding a
congruent pyramid to the six faces of the cube (Fig. 2.13). First, we con-
struct a tetrahedral pyramid with a height equal to half the edge of the
cube. The next construction is shown in �gure 2.13. The rhombic icosa-
hedron has an interesting property, because it completely �lls the space
(Fig. 2.14). This spatial space-�lling operation reminds us of tessellation
on the plane. Using translation in two directions, we can �ll the entire
three-dimensional Euclidean space with the rhombic dodecahedron. The
rhombic dodecahedron can be treated as a re�ned shape of bricks for
making a wall.

Figure 2.13: Creating a model of the rhombic dodecahedron: (a) building a tetra-
hedral pyramid with a height equal to half the edge of the cube; (a1) one rotation;
(a2) one re�ection, three rotations and one translation; (a3) whole solid with visual
decomposition; (a4) a solid obtained by a (Boolean) sum, prep. E. Ko¹niewski based
on [36]

Figure 2.14: The rhombic dodecahedron can be treated as a re�ned brick shape:
(a) brick; (b) wall made of rhombic dodecahedrons, prep. E. Ko¹niewski
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Example 2.6. Make a virtual model of the Art Tower by Arata Isozaki
[51].

Solution. The model is obtained by skillfully duplicating a previously
built regular tetrahedron using plane symmetry.

Figure 2.15: Art Tower model creation: (a) Art Tower in Mito, designed by Arata
Isozaki [51], [16]; (a1)�(a3) sequence of re�ected tetrahedrons in di�erent visualization
styles [36], prep. E. Ko¹niewski

2.3. Between tessellation & polyhedral regular and
semi-formal polyhedra

The icosahedron and the icosahedron (Fig. 2.17a) belong to the
group of �ve form polyhedrons often called Platonic solids (Table 1.1).
In a regular polyhedron, all walls are congruent regular polygons and
all polyhedral angles (corners) are congruent (isometric). The regular
polyhedron is a special case of the polyhedra semi-regular polyhedron
(Archimedean polyhedron), in which the (regular) walls need not be con-
gruent. A regular polyhedron is characterized by a pair of numbers (p,
q) (symbol Schlä�i), which means that the polyhedron has q faces at
each vertex, and each face is a p-angle. If we denote the number of
vertices, edges and faces by V , E, F , respectively, the equality (Eu-
ler's formula) V − E + F = 2 holds. Note that the pairs (tetrahedron,
tetrahedron), (cube, octahedron), (dodecahedron, icosahedron) equal
to ((3, 3), (3, 3)), ((4, 3), (3, 4)), ((5, 3), (3, 5)), respectively, have mutually
rearranged pairs in Schlä�i symbols. We say that the tetrahedron is
self-dual, while a cube and an octahedron as well as a dodecahedron and
an icosahedron are mutually dual. Geometrically, this is expressed in
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such a way that by connecting the centers of the faces of any regular
polyhedron with segments, we get another regular polyhedron dual to it.

A semi-regular polyhedron (Archimedean polyhedron) is called a poly-
hedron in which all faces are regular polygons and all polyhedral angles
(corners) are congruent. There are 13 semi-regular polyhedrons (15 if
you count mirror images of two of them) and two in�nite series (regular
prisms, i.e., with a n-gon base and square faces, e.g. concrete paving,
and so-called anti-prisms, in which the bases are rotated relative to each
other by an angle π

n
and the faces are equilateral triangles). Archimedean

polyhedra can be obtained by properly "cutting o�" regular pyramids at
the vertices of a regular polyhedron (Fig. 2.17b, 2.17c).

(a) (b)

Figure 2.16: (a) Construction of the Archimedean tetrahedron on the basis of an
octahedron; (b) The Archimedean tetrahedron constructed on the basis of a regular
octahedron, prep. E.Ko¹niewski

(a) (b) (c)

Figure 2.17: (a) icosahedron regular, by E. Ko¹niewski; (b) construction of a trun-
cated icosahedron, by E. Ko¹niewski; (c) the way of stitching the soccer ball (football)
according to the structure of the truncated icosahedron, photo by E. Ko¹niewski
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A classic example of the use of a truncated icosahedron shape is the
way a soccer ball is stitched (Fig. 2.17c).

Figure 2.18: Orthodox Church of the Resurrection in Biaªystok, designed by Jerzy
U±cinowicz, 1991 − 1994. Shape of dome fragment resembling �at 8 − 4 − 8 semi-
formal tessellation (dome from left), shape of other domes resembling fragment of
Archimedean tetrahedron (Fig. 2.16) � square bordered by four regular hexagons
(four domes from right), photo by M. Ko¹niewski

(a) (b)

Figure 2.19: (a) fragment of tessellation 8 − 8 − 4 arranged over a ferny octagon
(eight octagons), the squares "become" rhomboids with little deformation relative to
the square and unexpectedly the possibility of completing a regular hexagon (Auto-
CAD) appears; (b) Space structure of tessellation 8− 8− 4 on octagon (AutoCAD),
prep. E. Ko¹niewski
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Regular polyhedra can be thought of as an analogue of tessellation, i.e. a
structure in which (in three-dimensional space) we arrange equal (i.e. con-
gruent) regular polygons (platonic solids) so as to "close" a certain area.
If we allow various regular polyhedra, we get semi-regular polyhedra, oth-
erwise known as Archimedean polyhedra. In both cases, these areas will
have a rather rich group of self isometries. But space can also be "closed"
in a mixed way. An excellent example of this approach is the geometric
structure of the domes of the Orthodox Church of the Resurrection in
Biaªystok, designed by Prof. Jerzy U±cinowicz.

Let's analyze the geometric structure of the solutions in the domes of
the orthodox church in question. Analogon of the dome model we start
by constructing a regular octagon - an octagonal base, whose faces are
squares (Fig. 2.19). In these squares we inscribe regular octagons. The
adjacent edges of the common sides of the inscribed octagons generate
rhombuses (Fig. 2.19). It turns out that the sides of two rhombuses
and the side of an octagon are consecutive sides of a regular hexagon
(Fig. 2.19b). Indeed, in a rectangular projection, the projections of
rhombuses are rhombuses � this is because one of the diagonals of each
rhombus is parallel to the horizontal (horizontal projecting plane). Then,
based on the invariant of the characteristic rectangular projection, the
projection of the perpendicular diagonals are perpendicular diagonals.
At the same time, it follows from the construction of the model that
the sides of the rhombus are parallel to the sides of the initial octagon
(Fig. 2.19a, 2.19b), that is, the projection angles of each rhombus have
measures of 45◦ i 135◦ (Fig. 2.20a, 2.20b). So we have the con�guration
of an isosceles trapezoid, from which it follows that the diagonal of the
hexagon parallel to the projection plane is twice as long as the side. This
proves that the hexagon is regular.
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(a) (b)

Figure 2.20: (a) modeling of the dome based on 8−8−4 tessellation, construction of
a regular hexagon as a complement to the space tessellation (AutoCAD); (b) rectan-
gular projection of two rhombuses whose edges together with the edge of the regular
octagon generate a regular hexagon (AutoCAD), prep. E. Ko¹niewski

Since the domes of Orthodox churches have an elongated shape similar
to the �ame of a burning candle (although this is not the rule and usually
depends on the cultural area), the hexagons were elongated and enclosed
as pentagons (non-regular, of course).

(a) (b) (c)

Figure 2.21: (a) modeling of the geometric structure of the dome � addi-
tion of the hexagon to the pentagon constituting the upper slope of the dome,
prep. E. Ko¹niewski; (b) the space structure of the 8 − 8 − 4 tessellation (without
the lower part) topologically equivalent to the solid of the orthodox church dome,
prep. E. Ko¹niewski; (c) the dome over the chapel of the Orthodox Church of the
Resurrection in Biaªystok, designed by Jerzy U±cinowicz, photo by M. Ko¹niewski
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The geometric structure of the domes of the second type resembles a
fragment of the Archimedean tetrahedron (Fig. 2.16) � involving a square
bordered by four regular hexagons.

Figure 2.22: Left: the main dome of the Orthodox Church of the Resurrection in
Biaªystok, designed by Jerzy U±cinowicz, photo by M. Ko¹niewski; right: geometric
model topologically equivalent to the structure of the main dome of the Orthodox
Church, prep. E. Ko¹niewski

2.4. Problems

1. List the self isometries (indicate the group of self isometries) of:

a) a square;
b) an equilateral triangle;
c) an isosceles triangle;
d) a semicircle
e) a circle

f) letter E;
g) letter H;
h) letter G;
i) letter Z;
j) letter N.

Which pairs of letters have the same groups of self isometries?
2. Draw semi-regular tessellations:

a) 6− 3− 3− 3; c) 3− 4− 6− 4;
b) 4− 4− 3− 3− 3; d) 3− 12− 12.

3. Which semi-regular tessellations exist:
a) 8− 6− . . .; b) 8− 4− . . .; c) 8− 3− . . . ?

4. Build a wall of rhombic dodecahedrons.
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5. Design the tessellations, following the examples of 2.1 � 2.3.
6. Describe and draw a semi-regular tessellation � the prototype of the

�ooring (Fig. 2.23a).
7. Describe and draw a semi-regular tessellation � prototype of the park-

ing lot pavement (Fig. 2.23b).
8. Design (e.g., in the AutoCAD environment) a paving (Fig. 2.23c)

based on the diagrams of examples 2.2, 2.3.
9. With respect to regular tessellations, formulate the principle of dual-

ity and identify dual and self-dual regular tessellations.
10. Describe the isometry groups of Platonic solids:

a) a tetrahedron; b) a cube c) an octahedron.
11. In a suitably friendly coordinate system, determine the coordinates

of the tetrahedral regular octahedron (Fig. 2.17b).

Hint. We divide the edges of the octahedron into three equal parts
and compare the coordinates of the three vectors.

(a) (b) (c)

Figure 2.23: Examples of practical solutions in �oor and pavement design, photo
by E. Ko¹niewski: (a) �oor tiles� styling of semi-regular tessellation x−y−z; (b) park-
ing lot paving �paver blocks "mirror", sidewalk designed according to p − q − r
semi-regular tessellation; (c) sidewalk paving � paver blocks designed according to
tessellation based on transformations on the square (combining the schemes from
examples 2.2, 2.3 and gluing the two patterns)





Chapter 3

Ruled (scroll) surfaces in civil
engineering

3.1. Surfaces resulting from a line rotation

As a result of rotation of a straight line around another line, we get
three surfaces: ruled conical surface (cone), cylindrical surface (cylinder)
and hyperboloid of one sheet (Fig. 3.1 � 3.2).

Figure 3.1: Three surfaces resulting from the rotation of the straight line around
a given straight line (axis) (three variants: the straight line intersects the axis, is
parallel to it, is skew to it) ), prep. E. Ko¹niewski

Figure 3.2: Three surfaces resulting from the rotation of the straight line around a
given straight line (top view), prep. E. Ko¹niewski
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The �rst two surfaces in Fig. 3.1, 3.2 are used in the realization of silos
(Fig. 3.3), while the third one is often found as the supporting structure
of expansion tank tower, or so-called "water towers" (Fig. 3.4b, 3.6a),
bracing structure of tower buildings (Fig. 3.6b) and usually as the shape
structure of cooling towers in steel mills and power plants (Fig. 3.8).
The world's �rst hyperboloid building, as a water tower, was built in
1896 in Nizhny Novgorod (Russia) according to the design of Vladimir
Shukhov [50]. Also noteworthy are the 1963-built Port Tower in Kobe,
Japan, the 1970-built cathedral in Brazil designed by Oscar Niemeyer, or
the record-breaking (318 m) Aspire Tower, built between 2005 and 2007
in Doha, Qatar, to a design by Hadi Siman [50].

In Poland, a unique structure is the water tower in Ciechanów
(Fig. 3.4a), which in 1972 was designed as a tower surge tank. The
author of the project was Warsaw architect Jerzy Michaª Boguslawski,
with whom the designers Dr. Jerzy Wiblik, Stanislaw Gajowniczek
and Bohdan Szczeszek collaborated. The construction technology was
developed by engineer Stanislaw Majkowski. The project was carried
out at the Design and Research O�ce of Construction Miastoprojekt
Mazowsze in Warsaw with the cooperation of the Warsaw University of
Technology. In 1977 the structure received a prize from the Minister
of Construction and Building Materials Industry, and the creator was
congratulated by the Governor of Ciechanów for outstanding creative
achievement in the �eld of architecture and civil engineering. The tank
has the shape of a torus set on a one sheet hyperboloid represented by
two bands of formers. The tank, with a volume of 1560 m3, is located on
a 22-meter tower with the shape of a rotating hyperboloid � its bottom
base diameter is 11.25 m and upper one is −17.70 m, and its narrowing
diameter is about 7 m. Other data are as follows: the diameter of
the support tube is 20 cm, the diameter of the torus is 17.70 m (the
same as the top base), the diameter of the torus tube is 6 m, and the
diameter of the ring (axial) is 6.20 m; in turn, the railing posts are
1.20 m high and 0.04 m in diameter (Fig. 3.7, 3.14, 3.15). The structure
is a towering expansion tank, not a water tower, but the residents of
Ciechanów call it that and it operates there under such a circulated
name. Since the 1980s, the tower has stood abandoned. Plans to install
an observation deck here (the tower stands at one of the highest points
in the city, 143 meters above sea level) and an altitude restaurant failed.
In recent years, however, it has been revitalized and an Exploratorium of
Mathematics and Technology has been built nearby. The tower functions
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under the name the Torus Science Park in Ciechanów (Fig. 3.5).

Figure 3.3: Design of fuel tank canopy (cylindrical and conical surface structure).
Design collaboration B. Ko¹niewski

(a) (b)

Figure 3.4: Hyperboloid-shaped structures: (a) water tower in Ciechanów �
single-shell hyperboloid-shaped support structure and torus-shaped tank � condition
before renovation; (b) The Ciechanów water tower after renovation as the main ele-
ment of the science park, photo by B. Ko¹niewski
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Figure 3.5: Torus Science Park in Ciechanów, photo by B. Ko¹niewski

(a) (b)

Figure 3.6: (a) Kaszubskie Oko in Gniewino � geometry of construction solutions
(cylinder, helical surface, single-shell hyperboloid); (b) Kaszubskie Oko in Gniewino
has socio-cultural and tourist functions, photo by W. Regli«ska
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Figure 3.7: 3D model of Ciechanów water tower realized in AutoCAD environment;
in the second line on the left is given an illustration of 2D structure forming hyper-
boloids in axonometry using axial a�nity, made by E. Ko¹niewski

3.2. Description of hyperboloid surfaces � cooling
tower volume

We will begin the geometric analysis of the hyperboloid structure by
solving the problem of the cooling tower, whose geometric data we have
on the basis of [50].

Problem 3.1. Calculate:

A) the volume (cubic capacity) of the cooling tower (dimensions in
Fig. 3.8),

B) the amount of a material (m3) used to build the cooling tower,
C) the area of the cooling tower.
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Figure 3.8: Schema of cooling tower [50,54]

Solution. We will describe the procedure for calculating the volume of
the cooling tower, the volume of the material used for construction (the
volume of the shell wall), and the area of the outer surface of the shell,
using the example of the Jaworzno III, Rybnik II type cooling tower,
using information from literature [50,54].

A) "Cooling towers are a construction consisting of a very thin shell,
�accid columns supporting the shell, and a foundation, usually
ring-shaped, founded on a soil substrate that varies due to its di-
mensions. The shell of a cooling tower is usually constructed as a
single-shell rotating hyperboloid with a height that already reaches
more than 160 m, a minimum thickness of 16 cm and a ratio of it to
the smallest radius of 1/200. The problem of the static work of these
shells, which are ruled surfaces with negative Gaussian curvature,
is not yet completely investigated, and the intensive development of
their applications in energy construction has not been without dis-
asters." "The cooling tower at Kozienice Power Plant has reached
its target height of 185.1 m and is thus the largest cooling tower in
Europe. Construction of the facility began last March. The cold
storage facility is part of a new unit under construction at Kozienice
Power Plant" [26].
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From the hyperbola formula

x2

a2
− y2

b2
= 1 (3.1)

we calculate the second half-axis of the hyperbola

b = |y| ·

(√
x2

a2
− 1

)−1

. (3.2)

Taking the coordinate system accordingly, we can read from the �gure
(3.8), that a = 26, x = 50, y = −100, and inserting into the (3.2), we
get b = 60.88. Consequently, the equation (3.1) takes the form

x2

262
− y2

60.882
= 1 (3.3)

in OXY . To calculate the cubic volume, we rotate the obtained
hyperbola (3.3) around the point (0, 0) by an angle −π

2
(Fig. 3.9).

Figure 3.9: Rotation of a hyperbola around a point (0, 0) by an angle −π
2 ,

by A. Tereszkiewicz

For the mathematical description of the rotation of a point with co-
ordinates (x, y) around the origin of the coordinate system OXY by
an angle βwe use the so-called rotation matrix.[

cos β − sin β
sin β cos β

]
,

namely[
x′

y′

]
=

[
cos β − sin β
sin β cos β

] [
x
y

]
, otherwise

{
x′ = x cos β − y sin β
y′ = x sin β + y cos β

.



54 Ruled (scroll) surfaces in civil engineering

For β = −π
2
we get{

x′ = x cos
(
−π

2

)
− y sin

(
−π

2

)
y′ = x sin

(
−π

2

)
+ y cos

(
−π

2

) , after simpli�cation

{
x′ = y
y′ = −x .

After substituting into the equation (3.3) and omitting ′, we get the
hyperbolic c

y2

262
− x2

60.882
= 1. (3.4)

We can now calculate the volume of the cooling tower using the for-
mula for the volume of a solid obtained from rotation about the OX
axis in the OXY coordinate system.

V = π

x2∫
x1

f 2(x)dx or equivalently V = π

x2∫
x1

y2dx.

From (3.4) we get y2 = 262
(
1 + x2

60.882

)
for −100 ≤ x ≤ 20, so

Vc = π

20∫
−100

262
(
1 +

x2

60.882

)
dx = (3.5)

= π · 262
[
x+

1

60.882
· x

3

3

]20
−100

≈ 447 371 m3

B) In order to calculate the volume of a wall (shell structure) with a
thickness of 0.16 m, we can use the two curves obtained from the
(3.4)

c1 : y = 26

√
1 +

x2

60.882
− 0.16 c2 :

y2

(26− 0.16)2
− x2

60.882
= 1.

And here is an interesting point. Both curves c1 and c2 are hyper-
boloids, but as a result of rotating these hyperboloids around the OX
axis, we get a hyperboloid only in the case of hyperbola c2. This is
because the second surface is not a ruled surface. The consequence of
this fact is, among other things, a more complex way of calculating
the integral in the case of curve c1.
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Considering the curve c1 as the curve generating the inner surface of
the shell, the volume V will be the di�erence of two integrals Vc−Vc1 ,
i.e.

Vc = π

20∫
−100

262
(
1 +

x2

60.882

)
dx,

Vc1 = π

20∫
−100

(
26

√
1 +

x2

60.882
− 0.16

)2

dx.

We have calculated the integral of Vc (see (3.5)), while to calculate
the integral of Vc1 we will use the formula∫ √

x2 + kdx =
k

2
ln
∣∣∣x+√x2 + k

∣∣∣+ x

2

√
x2 + k .

We get Vc1 ≈ 443 324, that is Vc−c1 = Vc − Vc1 = 4047.11.
Considering the curve c2 as the curve generating the inner surface of
the shell, the volume V ∗ will be the di�erence of two integrals Vc−Vc2

Vc = π

20∫
−100

262
(
1 +

x2

60.882

)
dx,

Vc2 = π

20∫
−100

(26− 0.16)2
(
1 +

x2

60.882

)
dx

we get V ∗ ≈ 5489.16 The di�erence we get between V and V ∗ is
|V − V ∗| = 1442.05. What will be the di�erence in the technology
of making the shell wall of the cooling tower after adopting the c2
curve? Which wall forming technology is simpler? (see Fig. 3.10)

Figure 3.10: Curves c1, c2 after shifting the branch of the hyperbola by 0.16,
by A. Tereszkiewicz
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C) To calculate the area of the cooling tower, we will use the formula

A = 2π

x2∫
x1

y
√
1 + (y′)2dx. (3.6)

From (3.4) we calculate y = 26
√
1 + x2

60.882
and then y′ = 26

1
60.882

2x

2
√

1+ x2

60.882

.

After calculating, transforming, and substituting into (3.6) we obtain

Ac = 2π · 26
20∫

−100

√
1 +

x2

60.882

(
1 +

262

60.882

)
dx. (3.7)

Using
∫ √

1 + a2x2dx = 1
2
x
√
1 + ax2 + 1

2
√
a
arsinh(

√
ax),

we have Ac ≈ 26200.4 m2.

3.3. About curves and revolving surfaces

An arc is a continuous and mutually unambiguous image of a segment.
For example, a semicircle is the image of the line segment [−r, r] in the
transformation y = −

√
r2 − x2. This semicircle can be written in a

di�erent way, in a parametric form{
x = r cos t
y = r sin t

, t ∈ [0, 2π). (3.8)

On the other hand, a circle cannot be represented by one function
y = f(x), but is still an arc. The parametric equations of the circle
x2 + y2 = r2 can be written in the form (3.8)). How can we write the

parametric equations of an ellipse x2

a2
+ y2

b2
= 1 and a hyperbola x2

a2
− y2

b2
= 1?

A curve is a geometric object that can be represented as a sum of arcs.
So the arc is a curve. A curve in three-dimensional space is represented
by a system of three equations

x = x(t)
y = y(t)
z = z(t)

, t ∈ [0, 2π), (3.9)
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where functions x(t), y(t), z(t) are su�ciently regular (continuous, dif-
ferentiable). For example, using the system

x = r cos t
y = r sin t
z = ht

, t ∈ [0, 2π), (3.10)

we present a helical curve (line) with a pitch 2πh (Fig. 3.11).

Figure 3.11: A helical curve, by A. Tereszkiewicz

3.3.1. Equation of the rotational surface

Consider the curve given by the equation (3.10). Let's �x its arbi-
trary point P0 = (x(t0), y(t0), z(t0)), assuming t = t0, we �x the point

x = x(t0)
y = y(t0)
z = z(t0)

on the curve. Let's rotate this point around the OZ-axis

(Fig. 3.12). We will write the parametric equations of such a circle in
the form 

x =
√
x2(t0) + y2(t0) cosu

y =
√
x2(t0) + y2(t0) sinu

z = z(t0)

.

By changing the parameter t, we get the equations of the rotational
surface

x =
√
x2(t) + y2(t) cosu

y =
√

(x2(t) + y2(t) sinu
z = z(t)

t ∈ [α, β], u ∈ [0, 2π). (3.11)

Note that this surface can also be written in the form of two equations

x2+ y2 = x2(t)+ y2(t), z = z(t) and one parameter t ∈ [α, β]. (3.12)
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By eliminating (i.e., determining t = t−1(z) from z = z(t)) the parameter
t ∈ [α, β] in (3.12) allows us to obtain the equation of the rotational
surface in the form of a single equation

x2 + y2 = x2(t−1(z)) + y2(t−1(z)) (3.13)

described by three variables x, y, z.

Figure 3.12: Creation of a revolved surface: an axis of revolution OZ and
path curve; the resulting rotational surface; rotation circles of selected points,
prep E. Ko¹niewski

A rotational hyperboloid (as a surface) can be obtained by rotating
a straight line around another straight line (axis), with the straight line
and the axis of rotation being skew.

Figure 3.13: The line skewed to the z-axis, by A. Tereszkiewicz
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Consider a line l as an edge of two planes z = px and y = a (Fig. 3.13).
Assuming x = t, t ∈ R, the line l is written in the form

x = t
y = a
z = pt

, t ∈ R. (3.14)

Thus, we obtain the hyperboloid{
x2 + y2 = t2 + a2

z = pt
, t ∈ R, that is, x2+y2 =

(
z

p

)2

+a2. (3.15)

The last equation can be written in the form

(x
a

)2
+
(y
a

)2
−
(
z

ap

)2

= 1, i.e.
x2

a2
+
y2

a2
− z2

(ap)2
= 1. (3.16)

If, on the other hand, we take the line l∗ as the edge of the two planes
z=px+z0 and y = a, then we get the equation

x2

a2
+
y2

a2
− (z − z0)2

(pa)2
= 1. (3.17)

The conversion from the form (3.17) to (3.15) can be realized by
x′ = x
y′ = y
z′ = z − z0

, (3.18)

and from the form (3.15) to (3.17) by transforming (shifting) of the co-
ordinate system 

x′ = x
y′ = y
z′ = z + z0

. (3.19)

Problem 3.2. Determine the position (height) of the hyperboloid con-
striction circle (taper circle) for Ciechanów water tower model; �nd the
equations of the rotational surface describing the support structure model
and determine the cubature of the object.
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Figure 3.14: Assumptions made to create a model of a water tower in the program
AutoCAD environment, by E. Ko¹niewski

Solution.

Figure 3.15: Constructions of geometric objects needed to determine the equations
of the rotated line l(AB) in the program AutoCAD environment, by E. Ko¹niewski
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To determine the equation of the rotational surface describing the model
of the Ciechanów water tower, we will �rst �nd the equations of the
rotated line (rotated curve) (Fig. 3.12). The equations of the line passing
through the points A = (x0, y0, z0), B = (x1, y1, z1), i.e.

x = x0 + (x1 − x0)t
y = y0 + (y1 − y0)t
z = z0 + (z1 − z0)t

t ∈ R, (3.20)

the numbers x1 − x0, y1 − y0, z1 − z0 are the coordinates of the vector−→
AB = [x1 − x0, y1 − y0, z1 − z0].

(a) DIST O′′A′′

(b) DIST O′B′ → B = (7.7977; 4.1855; 22.0000 − 7.7303) → B =
= (7.7977; 4.1855; 14.2697)

(c) DIST O′A′ → A = (−5.6250; 0.0000;−7.7303)

Figure 3.16: Measuring distances resulting in the determination of coordinates of
points A, B, P , Q, by E. Ko¹niewski

Figure 3.15 shows the rectangular projections of three circles de�ning
the hyperboloid. Assuming the center of the OXY coordinate system
at point O (Fig. 3.15), the OY parallel to projection axes (Fig. 3.15),
axis OX vertically down the horizontal projection, axis OZ vertically
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(parallel to the vertical viewport), we determine the coordinates of point
A,B. The coordinates are read out using the DIST command (Fig. 3.16).

Thus
−→
AB has coordinates:−→

AB = [7.7977− 5.6250; 4.1855− 0.0000; 14.2697− (−7.7303)],
which means

−→
AB = [13.4227; 4.1855; 22.0000]. Thus, the parametric

equation of the line l(AB) is as follows
x = −5.6250 + 13.4227t
y = 0.0000 + 4.1855t
z = −7.7303 + 22.0000t

t ∈ R. (3.21)

Continuing according to the scheme (3.11)→ (3.12) → (3.13).
We take the OXY Z coordinate system so that the circle of constric-

tion of the hyperboloid lies in the OXY plane. Treating the vertical
projection as the plane in which we de�ne the OXY coordinate system,
we take P” = P i Q” = Q: P = (3.5; 0), Q = (8.8500; 14.2697). Then
we can write the equation of the hyperbola

x2

a2
− y2

b2
= 1, (3.22)

where a = 3.5, b , on the other hand, is determined from the formula
(3.2). Thus, after substituting in (3.2) the coordinates of the point Q,

we get the following b = |14.2697| ·
(√

8.85002

3.52
− 1

)−1

.

3.4. Problems

1. Determine the equation of the surface area resulting from the rota-
tion of the line OZ around the axis OZ. What surface area will be
obtained?

Hint. Check whether the line is parallel, skew, or intersects the OZ
axis.

2. Determine the equation of the surface area formed from the rotation
of the straight line k around the axis OZ. What surface area will be
obtained?
a) k : [x, y, z] = [1, 2, 3] + t[0, 0, 2], t ∈ R;
b) k : [x, y, z] = [1, 2, 3] + t[0, 1, 2], t ∈ R;
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c) k : [x, y, z] = [1, 2, 3] + t[−4, 0, 2], t ∈ R;
d) k : [x, y, z] = [−1, 2, 3] + t[0, 0,−2], t ∈ R;
e) k : [x, y, z] = [1, 2, 3] + t[−2, 1, 3], t ∈ R.

3. Show that the intersection of the hyperboloid x2

a2
+ y2

b2
− z2

c2
= 1 with

the planes x = k and y = k yields a hyperbola or two intersecting
lines.

4. Write the equations of the straight lines for selected p and q for the
hyperboloid - cooling tower model.

5. Describe the cross sections of a parabolic hyperboloid with the planes
OXZ,OY Z,OXY .

6. Treating a sphere of radius a as a solid formed by the rotation of a cir-
cle (or rather, a semicircle) of radius a, derive (using the appropriate
integral) the formula for the volume and area of the sphere.

7. Reasoning similarly to the previous task, check the formula for the
volume of a cone of dimension a, h.

8. A tank in the shape of a rotat-
ing paraboloid (the surface ob-
tained by rotating a parabola)
with a height of 8 m and a ra-
dius of 4 m (Fig. 3.17) is �lled
with liquid to a height of 3.5 m.
What is the volume of liquid
that is in the tank?

Figure 3.17: Task 8,
by A. Tereszkiewicz

9. Write the equation of the rotating hyperboloid formed by rotating the
line {y = a, z = c1x} around the OZ axis. In the resulting equation,
assume c := ac1.

10. Write the equation of the torus formed by rotating the circle
(x−R)2 + z2 = r2 (r ≤ R) around the OZ axis.

11. Calculate the volume of the ellipsoid formed from the rotation of the
ellipsoid around the OX,OY axis [43].

12. Calculate the volume of the open/closed container formed from the
rotation of the function f(x) = ex for x ∈ [0, 2] around the OY axis.

13. Calculate the volume of the open/closed container formed from the
rotation of the function f(x) = 1−e−2x around the OY and OX axes.

14. Calculate the vacuum volume in a two-shell fuel tank with a height
of 2 m. The cross-section of the outer and inner shells are described
by the following functions: f(x) = 1

2
x2 and f(x) = x2 + 1.
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Cubature

4.1. Cubature Ochota Railway Station Warszawa
Ochota in Warsaw

Problem 4.1.

1. Calculate the cubature of the object with a covering in the form of a
saddle surface. The station building is built on a square plan with a
side: a = 17.25 m; at two vertices it has a height of h1,3 = 8.34 m;
the other tops are at a height of h2,4 = 0.00 m.

2. Calculate the amount of thermal insulation material to insulate the
roof if the layer height is equal to q = 35 cm.

Figure 4.1: Warszawa Ochota railway station in Warsaw, designed by Arseniusz
Romanowicz, Piotr Szymaniak, realization 1960 � 1962, [17] photo by M. Czechowicz
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Hint. The canonical equation of the saddle surface is of the form z =
kxy + p, where k and p are parameters to be determined from the data.
Assume that the points (a

2
, a
2
, h), (−a

2
, a
2
, 0) belong to the surface.

4.2. The construction of the saddle surface panel as
a ruled surface

Figure 4.2: (a) We choose a cuboid with a square base of side length a and
height h; (a1) we construct the diagonals of opposite lateral faces, which are mu-
tually skew (green), and serve as the basis for creating the ruled surface (AutoCAD),
by E. Ko¹niewski

Figure 4.3: (a2) we connect the points of these diagonals with segments parallel
to the other side walls (in practical implementation, we divide the diagonals into the
same number of equal segments and connect the points obtained in this way with each
other - blue segments). We obtain the generatrices, all of which are skew to each other
(in blue), and two of them are diagonals of the remaining lateral faces. These two
diagonals can be the basis for constructing the second family of generatrices (green);
a3) in order to move from geometric to analytical characterization, we introduce the
coordinate system OXY Z for the form of the canonical equation of the saddle surface
(AutoCAD), by E. Ko¹niewski
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Using the �gure 4.3a3, we can write down the equation of the saddle
surface z = kxy + p. After substituting the coordinates of the points
(a
2
, a
2
, 0), (−a

2
, a
2
, h) we get k = −2h

a2
, p = h

2
. Thus, we have the surface

equation

z = −2h

a2
xy +

h

2
. (4.1)

Figure 4.4: (a4) in order to obtain the roo�ng model, we give thickness by shifting
the created surface by the vector [0, 0, q]; (a5) the original skeleton form of the roo�ng
model (AutoCAD), by E. Ko¹niewski

We give the thickness of the surface (4.1), by shifting this surface by
vector [0, 0, q], i and we get the layer(

z = −2h

a2
xy +

h

2
, z = −2h

a2
xy +

h

2
+ q

)
(4.2)

as a set of {
(x, y, z) :− a

2
≤ x ≤ a

2
,−a

2
≤ y ≤ a

2
,

−2h

a2
xy +

h

2
≤ z ≤ −2h

a2
xy +

h

2
+ q

}
. (4.3)

We will now calculate the cubic volume of the object. For this, we will
use the concept of the double integral of the function f(x, y) = −2h

a2
xy+ h

2

in square K =
{
(x, y) : −a

2
≤ x ≤ a

2
,−a

2
≤ y ≤ a

2

}
. So

V =

∫∫
K

(
−2h

a2
xy +

h

2

)
dxdy. (4.4)
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Let's calculate this integral

V =

a
2∫

−a
2

(
a
2∫

−a
2

(
−2h

a2
xy + h

2

)
dy

)
dx =

a
2∫

−a
2

(
−2hy2

2a2
x+ h

2
y
∣∣∣a2
−a

2

)
dx =

=

a
2∫

−a
2

ah
2
dx = ah

2
x
∣∣a2
−a

2

= a2h
2
.

Note that the cubature of the object is equal to half the volume of the
cuboid on the basis of which the solid was created. Anyway, a careful
analysis of the drawing of the (4.3) shows this result; because the created
surface "divides" the cuboid into two congruent parts.

Now let's calculate the cubature of a saddle-shaped roofed surface of
height h. Let us note that it is enough to subtract the solid part without
the covering from the volume of the object containing the covering, i.e.
Vq − V =

∫∫
K

(
−2h

a2
xy + h

2
+ q
)
dxdy −

∫∫
K

(
−2h

a2
xy + h

2

)
dxdy =

=
∫∫
K

(
−2h

a2
xy + h

2
+ q −

(
−2h

a2
xy + h

2

))
dxdy =

∫∫
K

qdxdy =

= q
∫∫
K

dxdy = qa2.

The last equality (without calculating the integral) results directly from
the geometric interpretation of the double integral because it is known
that

∫∫
D

dxdy = |D|, |D| � area of the region D.

Figure 4.5: Illustration of cross-sections, a model of a roof covering with a thickness
of q, parallel to the planes of the walls (planes of the base cuboid) of the object; these
are parallelograms with the same area aq � it can be assumed that these are cuboid
sections with a square base a × a and height q, which can be considered a �at roof
model (AutoCAD), by E. Ko¹niewski
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4.3. Cavalieri's Theorem

Note that the cubature of the insulation layer of the covering is equal
to that of a �at roof with the same layer thickness. This result is unex-
pected, but mathematically not surprising. That is because the Cavalieri
theorem is known:

Theorem 4.1. If two solids have the property that their cross-sections
with all planes parallel to one predetermined plane have the same area,
then these solids have equal volumes.

4.4. Slice-based transformations

This observation allows us to notice another property of architec-
tural objects, which is a consequence of the properties of the family of
slice-based transformations. Twist and shear belong to such a class of
transformations.

(a) (b) (c)

Figure 4.6: Illustration of the family of slice-based transformations: (a) existing
perpendicular, (b) twist, (c) shear (AutoCAD), by E. Ko¹niewski based on [51]
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(a) (b) (c)

Figure 4.7: Illustration of slice-based transformations: twist (maximum angle
αmax), shear (AutoCAD), by E. Ko¹niewski based on [51]

To de�ne the twist transformation, we choose any ground plane β, and
the top plane τ paralel to β distant by h (the twisted object has height
h and is located between the planes β and γ) and straight line l (called
twist axis) perpendicular to the plane β (Fig. 4.6b, 4.7b). Object layers
that lie in planes perpendicular to the axis of rotation (i.e. parallel to β)
rotate at an angle α(z) around l in the manner (4.5)

α(z) =
z

h
αmax. (4.5)

The plane of the base β remains constant and the plane τ rotates by
the angle αmax predetermined. Points lying o�-axis transform in a spiral
manner. Any line parallel to the l-axis transforms into a helical line
(Fig. 4.8). An important property of this transformation is that the
volume of the object is preserved.
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(a) (b)

Figure 4.8: (a) Cuboid twist, vertical edges as helix lines (AutoCAD models),
by E. Ko¹niewski based on [51]; (b) Dresden synagogue (2001, architects Rena
Wandel-Hoefer and Wolfgang Lorch) � an example of the use of twist transformation
in architecture [18]

Figure 4.9: Turning Torso in Malmö, Sweden (2005, architect Santiago Calatrava) �
another example of the application of the twist transformation in modern architecture
[19]
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Another example of a section slice�based transformation is shear.
This is an a�ne transformation, which is written in the form


x′ = x+ a · z
y′ = y + b · z
z′ = z

, (4.6)

where a, b denote constant parameters.
As you can see, this is a shift by a vector that depends on the height

(z) of the object.This transformation also preserves the volume of the
object (Fig. 4.6c i 4.7c). There are well-known architectural realizations
of the transformation shear (Fig. 4.10).

Figure 4.10: "Puerta de Europa" in Madrid � An example of the use of the shear
transformation in modern architecture, photo by D. Gawryluk

And �nally, phenomenal examples of the use of transformation
through cross-sections, present especially in Baroque architecture - a
twisted pillar.



4.4. Slice-based transformations 73

(a) (b) (c)

Figure 4.11: (a) sketch views of creating a spiral column ; (b) the volume of
the spiraled column is the same as the cylinder - Cavalieri theorem (model realized
in AutoCAD environment); (c) the model from the middle �gure after rendering,
by E. Ko¹niewski

(a) (b)

Figure 4.12: (a) the spiral columns in the Church of the Resurrection in Biaªystok,
by M. Ko¹niewski; (b) twisted columns of a hall in the Valencia silk exchange (Spain),
photo by D. Gawryluk
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Figure 4.13: Contemporary ideas in single-family housing, left [20], right [21]

4.5. Problems

1. a) Show analytically that on the saddle surface (hyperbolic
paraboloid) z = −2h

a2
xy (for a = 17.25 m, h = 8.34 m);

z = − 2·8.34
17.252

xy, i.e., z = −0.0561xy lie two families of lines, as
can be seen in Fig. 4.3 a2)− a3) .

b) Show that the lines of one family (let's call it ROXZ) are parallel
to the OXZ plane and are mutually skewed, the lines of the other
family (let's call it ROY Z) are parallel to OY Z and are mutually
skewed.

c) Show that the straight lines of the ROXZ and ROY Z families
intersect each other. Determine the coordinates of the intersection
of this point.

d) To which plane of the system OXY Z is the plane y = alpha
parallel?

e) Another form of saddle surface can be written in the form: z =
x2

a2
− y2

b2
. Analogously, as above describe with lines.

f) Calculate the coubature of the building with a saddle surface cov-
ering. The station building is built on the plan of a square with
side a = 17.25 m; it has a height of h1,3 = 8.34 m at two vertices;
the other vertices are at height h2,4 = 0.00 m.
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g) Calculate the amount of thermal insulation material to insulate
the roof, if the height of the layer is q = 35 cm.

Hint. The saddle surface can be written in the simplest form z = kxy
(k ̸= 0). This equation can be written in the equivalent manner

z = kxy ⇔ z = αx i α = y.

Multiplying the last two equations by sides, and they are simple equa-
tions, we get equation one. But the system of z = αx and α = y
represents a family of lines. What form does the second family take?
To which plane of the system OXY Z is the plane y = α parallel?
A more complicated, but also simple, form of the saddle surface is
x2

a2
− y2

b2
= z ⇔

(
x
a
− y

b

) (
x
a
+ y

b

)
= z.

2. Consider a 2.96 m high twisted column with a base of a square with
a side of about 370 mm, made of clinker bricks of 250× 120× 65 mm
(assume a joint thickness of 15 mm). How many bricks were used?
What should be the α(z), so that the e�ect is like the one in the photo
4.13?

3. With the angle α(z) = 2◦ calculate the angle of twist of the column
from the previous task.

4. What should be α(z) so that αmax is 90
◦? (parameters of clinker brick

250× 120× 65 mm, assuming joint thickness 15 mm, , column height
2.88 m).

5. What height of the column will be obtained if you build it with clinker
bricks of 250×120×65 mm and a joint thickness of 15 mm with a base
as shown in the �gure 4.14, for αmax = 45◦ (90◦, 180◦) and α(z) = 3◦

(1◦, 2◦)? How many clinker bricks will be used?

Figure 4.14: task 5, prep. A. Tereszkiewicz

6. Describe the parameters of a twisted column from a selected imple-
mentation in architecture.
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7. Describe the transformation (4.6) for the Puerta de Europa (Fig.
4.10).

8. Describe the transformation (4.5) for the Turning Torso (Fig. 4.9).
9. Identify other architectural structures that use similar geometric so-

lutions.
10. Using the notation of the equation of the saddle surface in task 1e,

describe the equations of the cross-section model of a building with a
rectangular projection a × b and height h. Perform the calculations
from the tasks 1f, 1g assuming that a = 16 m, b = 12 m, h = 8 m,
q = 0.35 m.



Chapter 5

Curves and o�set surfaces in civil
engineering

Problem 5.1. Make a study of the roadway width distribution in a
roundabout designed using an ellipsoidal shape (Fig. 5.1).

(a) (b)

Figure 5.1: Sketch of a turbine roundabout shaped using: (a) two half-circles,
by E. Ko¹niewski based on [9]; (b) ellipse, by E. Ko¹niewski based on [9]

When designing a road lane, for example, where the edge is an arc of a
circle or a rectilinear segment, determining the width of the roadway is
fairly straightforward. It is more di�cult to determine the width of the
road when there is an arbitrary curve. Then we have to deal with a more
complicated process of constructing two distant edges. This will be the
case when determining the edge of a turbine roundabout shaped with an
ellipse [9]. The need to determine the second edge of the roadway leads
to the introduction of the concept of an o�set curve.
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5.1. O�set curves

5.1.1. De�nition of the o�set curve

For any smooth curve c, we de�ne o�set (parallel copy) curve cd =
c′d ∪ c′′d at a distance d (shorter o�set) as follows: on each normal to the
curve c we choose two points at a distance d from the curve c ([51], p. 335).
We obtain two families of c′d, c

′′
d points (Fig. 5.2a), which will form the

o�set cd, individual while we will call the c
′
d, c

′′
d curves half-o�sets.

Figure 5.2: O�sets: (a) spline curve; (b) polyline; (c) polygon half-o�set (obtained
using AutoCAD with the constant O�setgaptype = 1); (d) discrete polygon half-o�set
(obtained using AutoCAD with the constant O�setgaptype = 0), by E. Ko¹niewski

AutoCAD allows multiple possibilities for creating o�sets of a plane
polygon. The system variable O�setgaptype is responsible for this. For a
P polygon, at a value of 0 of this variable, the line segments are extended
and the polygon Pd is still a polygon (Fig. 5.2d), at a value of 1 the copy
is rounded (Fig. 5.2c), in the case of a value of 2 the copy remains a
polygon, but has beveled corners. In the �rst case, Pd is again a polygon
and we call it the discrete o�set of polygon P . In the �gure 5.2d we have
the discrete half-o�sets of P ′

d, P
′′
d , P

′′
2d. Note that the o�set curve of a

straight line is a straight line (more precisely: a pair of straights), while
that of a circle is a circle (more precisely: a pair of circles). In contrast,
the o�set curve of an ellipse is no longer an ellipse (Fig. 5.3). When using
ellipses to design turbine roundabouts, in order to accurately maintain a
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constant road (roadway) width, the edges of the tra�c circle cannot be
ellipses at the same time (cf. [3, 9]).

(a) (b)

Figure 5.3: O�set e′d ellipses e(a, b) with half-axes a, b and ellipse with half-axes
a+ d, b+ d: (a) a = 100, b = 60, d = 30; (b) a = 100, b = 20, d = 30.The di�erence
between the o�set e′d of the ellipse e(a, b) and the ellipse e(a+ d, b+ d) is the greater
the smaller the ratio b/a; in the case of (a) b/a = 3/5 visually the curves coincide, in
the case of (b) b/a = 1/5 there is a clear di�erence between the curves (o�set e′d of
the ellipse with half-axes a, b [red] and the ellipse with half-axes a + d, b + d [blue],
by E. Ko¹niewski

Figure 5.4: Generalized discrete o�sets: (a) angle with parameters d1, d2; (b) given
distances d1, d2, d3, d4, d5, d6 for the discrete o�sets of the polygon; (b1) sequence
of half-o�sets of the discrete polygon (1, d1; 2, d2; 3, d3; 4, d4; 5, d5; 6, d6) ([3, 9, 34],
by E. Ko¹niewski)

Just as for a polygon, we can construct a discrete o�set for an an-
gle, and here we come to the so-called (d1, d2)-secant (Fig. 5.4a). For
a given n-angled polygon Pn and a sequence of positive real numbers
d1, d2, . . . , dn we can construct the skeleton of a roof [31, 34] spanning
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over polygon Pn. Such a construction allows us to design roofs with
variable slopes (Fig. 5.2 � 5.6). The equality ditgφi = djtgφj for any
i, j = 1, 2, . . . , n.

Figure 5.5: The structure of the roof skeleton generated by the hexagon
(1, d1; 2, d2; 3, d3; 4, d4; 5, d5; 6, d6), (cf. [33]), by E. Ko¹niewski

Figure 5.6: Topological types of roofs with a variable slope over the same
hexagon(1, d1; 2, d2; 3, d3; 4, d4; 5, d5; 6, d6) (cf. [33]), by E. Ko¹niewski

It turns out that over any polygon it is possible to obtain all types of
topological skeletons of roofs depending on a sequence of positive num-
bers d1, d2, . . . , dn (Fig. 5.6). A shape similar to a roof over a poly-
gon is assumed by an embankment formed as a result of the natural
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arrangement (spreading) of the soil. As is well known, as a result of
free-�owing soil, a cone is formed with an angle of natural repose [38].
Hence, when describing earthworks, the shape of contour lines, or o�set
curves, will be rounded. Using the principle of rounded lines (the variable
O�setgaptype takes the value 1), we can geometrically describe and then
calculate the size of the earthwork soil masses (cf. [33]). In the �gures 5.7
� 5.10 The intersection line between the horizontal construction site at
the 120 m ordinate and the 120-level will be the boundary line between
the excavation and embankment areas (Fig. 5.7). The intersections of
the 120-meter contour with the edges of the construction site mark the
boundary points of the change from excavation to embankment. The
demarcated points divide the construction site polygon into two parts
(Fig. 5.7). On the left side of the area (Fig. 5.8, the "bottom" part of
the polygon), the contours are arranged at a distance of 1 m to get a
slope of 1. On the right side of the area (Fig. 5.9, the "top" part of the
polygon), the contours are spaced at 11

2
m, to get a ratio of 11

2
to 1, that

is, a slope of 11
2
.

Figure 5.7: The intersections of the 120 m contour with the edges of the construction
site will determine the change points from the excavation to the embankment (cf. [33])
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Figure 5.8: To the left and at the bottom of the area, the proposed contours of the
contour lines (for the excavation) at a distance of d = 1 m, to make the slope equal
to 1 (cf. [33])

Figure 5.9: To the right and at the top of the area, the proposed contours of the
layered areas (for the embankment) at intervals d = 1 1

2 m, to get a slope in the ratio
of 1 1

2 to 1 (cf. [33])



5.1. O�set curves 83

Figure 5.10: Edge of embankment and excavation line (cf. [33])

5.1.2. Analytical form of the o�set curve

Consider a curve c :

{
x = x(t)
y = y(t)

of class C1, t ∈ [α, β]. At any point,

let's �nd the tangent vector [x′(t), y′(t)], then the normal ±[y′(t),−x′(t)].
The versor normal (normal vector of length 1) takes the form [y′(t),−x′(t)]√

x′2(t)+y′2(t)
.

Then the equations of the o�set curves c′off (d), c
′′
off (d) of the c curve are

of the form

c′off (d) :

 X = x(t) + y′(t)d√
x′2(t)+y′2(t)

Y = y(t) + −x′(t)d√
x′2(t)+y′2(t)

, c′′off (d) :

 X = x(t) + −y′(t)d√
x′2(t)+y′2(t)

Y = y(t) + x′(t)d√
x′2(t)+y′2(t)

,

where t ∈ [α, β].

Example 5.1. Write down the equations of o�set curves for hyperbolas

x2

a2
− y2

b2
= 1

with parameterization of hyperbolic functions (hyperbolic cosine:
cosh(x) = ex+e−x

2
, hyperbolic sine: sinh(x) = ex−e−x

2
, in particular, the

�hyperbolic identity� is true: cosh2(x)−sinh2(x) = 1). The parameteriza-
tion can be as follows: x = a cosh(t), y = b sinh(t). Then the parametric
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equations of the o�set curves c′off (d), c
′′
off (d) of the hyperbola

x2

a2
− y2

b2
= 1

are of the form

c′off (d) :

 X = a cosh(t) + b cosh(t)d√
a2 sinh2(t)+b2 cosh2(t)

Y = b sinh(t)− a sinh(t)d√
a2 sinh2(t)+b2 cosh2(t)

, where t ∈ R,

c′′off (d) :

 X = a cosh(t)− b cosh(t)d√
a2 sinh2(t)+b2 cosh2(t)

Y = b sinh(t) + a sinh(t)d√
a2 sinh2(t)+b2 cosh2(t)

, where t ∈ R.

Example 5.2. Consider the hyperbola y2

262
− x2

0.832
= 1 describing the

cooling tower from chapter 3. Its parametric form is as follows{
x = 60.83 sinh(t)
y = 26.00 cosh(t)

,

where t ∈
[
arsinh

( −93
60.83

)
; arsinh

(
20

60.83

)]
= [−1.21066; 0.323132]. Visual

realization of o�set curves can be obtained after implementation in a
suitable program (for example Geogebra Fig. 5.11, Matlab).

Figure 5.11: Illustration of the example (due to scale, instead of d = 0.16 it was
taken as d = 1.6), by A. Tereszkiewicz
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5.1.3. About the thickness of the cooling tower in the aspect
of o�set curves

Problem 5.2. Determine the thickness function (distribution) in terms
of the o�set curve of the cooling tower shell, assuming that the shell
wall is bounded by the surfaces formed from the rotation of the curves

c : y = 26
√

1 +
(

x
60.83

)2
, x ∈ [−93.20]; c1 : y = 26

√
1 +

(
x

60.83

)2 − 0.16,

x ∈ [−93.20]. We create an o�set curve c′off (0.16) for the curve c in the
direction of the curve c1 and compare c′off (0.16) with the curve c1.

Solution. (sketch)
First way: The curve c parametrically given by the formula{

x = 60.83 sinh(t)
y = 26.00 cosh(t)

,

where t ∈
[
arsinh

( −93
60.83

)
; arsinh

(
20

60.83

)]
= [−1.21066; 0.323132].

For any but a �xed point of the curve c, that is, for a �xed parameter
t, we �nd the equations of the perpendicular (normal) line. The normal
vector has coordinates [26 sinh(t),−60.83 cosh(t)], while the equations of
the normal line have the form:{

x = 60.83 sinh(t) + 26.00 sinh(t)u
y = 26.00 cosh(t)− 60.83 cosh(t)u

where u ∈ R.
After substituting the c1 curve into the equation, we get:

26 cosh(t)−60.83 cosh(t)u = 26

√
1 +

(
60.83 sinh(t)+26 sinh(t)u

60.83

)2
−0.16. Thus,

solving the quadratic equation, we determine two values of u1. From the
conditions of the task, it follows that the value of u1 should be taken
positive. We get(xu1 , yu1), where{

xu1 = 60.83 sinh(t) + 26 sinh(t)u1
yu1 = 26 cosh(t)− 60.83 cosh(t)u1

.

The distance of the points d(t):
(60.83 sinh(t), 26 cosh(t));
(60.83 sinh(t) + 26 sinh(t)u1, 26 cosh(t)− 60.83 cosh(t)u1)
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is the thickness of the shell for the value of the parameter t and is given
by the following formula

d(t) =

√
(26 sinh(t)u1)

2 + (−60.83 cosh(t)u1)2 =

= |u1|
√

(26 sinh(t))2 + (−60.83 cosh(t))2.

The value roz(t) = |0.16− d(t)| is the di�erence in distance between the
points on the curve c1 and c

′
off (0.16).

Second way: Let c : y = f(x), that is, f(x) = 26
√

1 +
(

x
60.83

)2
and

c1 : y = f1(x), where f1(x) = 26
√

1 +
(

x
60.83

)2−0.16. Let x = u, then the

point of the curve has coordinates (u, f(u)), the tangent at that point has
equation: tc : y−f(u) = f ′(u)(x−u), normal nc : y−f(u) = −1

f ′(u)
(x−u).

Solving the system of equations{
y − f(u) = −1

f ′(u)
(x− u)

y = f1(x)

due to x and y we �nd the point (xu, f1(xu)), depending on the pa-

rameter u, i.e. xu = x(u). Remembering that f(x) = 26
√

1 +
(

x
60.83

)2
and f1(x) = 26

√
1 +

(
x

60.83

)2 − 0.16. The distance d(u) of the points

(u, f(u)), (xu, f1(xu)) is the thickness of the shell for the value x = u.
Analyzing the function d(u) (or the function ∆d(u) = d(u) − 0.16), we
obtain a description of the variation of cooling tower thickness in the
context of the curves c, c1.

5.2. O�set surfaces

5.2.1. Analytical description

Consider the surface

P :


x1 = x(u, v)
y1 = y(u, v)
z1 = z(u, v)

(u, v) ∈ D,

where D is a �at area, and the functions x(u, v), y(u, v), z(u, v) are of
class C1 (in the case of a rectangleD = {(u, v) : u ∈ [u1, u2], v ∈ [v1, v2]}).
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This surface can also be written in terms of the vector function r(u, v) =
[x(u, v), y(u, v), z(u, v)]. For a selected point (u0, v0) of the surface P the
partial derivatives of the vector function have the form

ru(u0, v0) =

[
∂x

∂u
(u0, v0),

∂y

∂u
(u0, v0),

∂z

∂u
(u0, v0)

]
and

ru(u0, v0) =

[
∂x

∂v
(u0, v0),

∂y

∂v
(u0, v0),

∂z

∂v
(u0, v0)

]
.

If P0 = (x0, y0, z0) is a �xed point of the surface of P, and P = (x, y, z)
� any point of the plane τ tangent to the surface of P at the point P0,
P0P is a vector [x − x0, y − y0, z − z0], then the equation of this plane
tangent τ to the surface of P has the form

τ : ru(u0, v0)× rv(u0, v0) · P0P = 0,

where the symbol × denotes the vector product of vectors, · denotes the
scalar product of vectors. The vector n(u0, v0) = ru(u0, v0) × rv(u0, v0)
is the vector normal to the surface P. In coordinates, the vector product
ru(u0, v0)× rv(u0, v0) is expressed by the formula
ru(u0, v0)× rv(u0, v0) =

=
[∣∣∣ ∂y

∂u
(u0, v0)

∂z
∂u

(u0, v0)
∂y
∂v

(u0, v0)
∂z
∂v

(u0, v0)

∣∣∣ , ∣∣∣ ∂z
∂u

(u0, v0)
∂x
∂u

(u0, v0)
∂z
∂v

(u0, v0)
∂x
∂v

(u0, v0)

∣∣∣ , ∣∣∣ ∂x
∂u

(u0, v0)
∂y
∂u

(u0, v0)
∂x
∂v

(u0, v0)
∂y
∂v

(u0, v0)

∣∣∣] .
The length of the vector then is equal to

|ru(u0, v0)× rv(u0, v0)| =

=

√∣∣∣ ∂y
∂u

(u0, v0)
∂z
∂u

(u0, v0)
∂y
∂v

(u0, v0)
∂z
∂v

(u0, v0)

∣∣∣2 + ∣∣∣ ∂z
∂u

(u0, v0)
∂x
∂u

(u0, v0)
∂z
∂v

(u0, v0)
∂x
∂v

(u0, v0)

∣∣∣2 + ∣∣∣ ∂x
∂u

(u0, v0)
∂y
∂u

(u0, v0)
∂x
∂v

(u0, v0)
∂y
∂v

(u0, v0)

∣∣∣.
The normal versor is expressed by nver(u0, v0) =

ru(u0,v0)×rv(u0,v0)
|ru(u0,v0)×rv(u0,v0)| . Thus,

we will write the equation of the o�set surface in the form

Poff (d) : r(u, v) = [x(u, v), y(u, v), z(u, v)] + d nver(u, v).

Using the formulas presented here, an analysis of the thickness of the
saddle surface was carried out in the work of [42]. The analysis is a
generalization of the reasoning used in solving the �rst problem in the
section 5.1.3.
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5.2.2. Thickness of the saddle surface

Problem 5.3. Analyze the thickness of the covering of the Warsaw
Ochota railway station building (dimensions a = 17.35 m, h = 8.34 m,
height of covering q = 0.35 m).

Hint. In the case of a saddle surface, we can geometrically perform the
thickness analysis much more simply. All we need to do is to analyze
�gure 4.5 from the chapter 4. There is a maximum (and minimum)
height of the cross-section, which is a parallelogram.

5.3. Problems

1. Analyze the thickness of a saddle surface shaped cross-section span-
ning over a rectangular plan building with dimensions a = 16 m,
b = 12 m, h = 8 m, q = 0.4 m. Draw the corresponding graphs.

2. The fragments of the edges of the inner and outer roadway of the
designed roundabout are ellipses e1, e2 inscribed in rectangles of 53×
43 m, 59 × 49 m. Compare the ellipse e2 with the o�set curve of
this ellipse e1 moved o� by 6 m (compare to �g. 5.2). Calculate
the value of the maximum deviation of the roadway width from the
assumed value of 6 m. Analyze the problem with respect to the entire
ellipse [9].

3. Find the o�set curves of the parabola y = ax2.
4. Determine the curvature of a straight line, circle, or ellipse.

Hint. The curvature k(t) in t ∈ [α, β] of a curve c :

{
x = x(t)
y = y(t)

,

t ∈ [α, β] in R2 is given by the formula k(t) = |x′(t)y′′(t)−x′′(t)y′(t)|
(x′2(t)+y′2(t))3/2

.

5. Determine the curvature and twist of the helical line.

Hint. The parametric equation of the helical line is given by formula
r(t) = [a cos t, a sin t, kt] where a-the radius of the cylinder, k-the
quotient of the velocity of motion of the point along the forming and
the angular velocity of rotation of the cylinder. If k > 0, the line is
clockwise; if k < 0 the line is counterclockwise.
Curvature k(t) of the curve r(t) = [x = x(t), y = y(t), z = z(t)],

t ∈ [α, β] in other words, in R3 is given by k(t) = |r′(t0)×r′′(t0)|
|r′(t0)|3 .

The twist τ(t) of the curve r(t) (the curve belongs to C3) in R3 is

given by formula τ(t) = (r′(t0),r′′(t0),r′′′(t0))
|r′(t0)×r′′(t0)|2 .
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6. Determine the curvature and twist for t of the curve: a) r(t) =
[t, 5t3, t4 + 5], b) r(t) = [t, 5t2, t3].

7. Perpendicular sections of the path are connected by a sinusoid y =
25 sin x

25
(Fig. 5.12). Show that the change in curvature is smooth

(from zero to zero). Where (give the coordinates of the point) is
this curvature maximum and how much is it? What is the radius of
curvature at this point? Determine the o�set curves.

8. Perpendicular sections of the path are connected by a parabola y =
−0.01x2+x (Fig. 5.12). Show that the change in curvature is smooth
(from zero to zero). Where (give the coordinates of the point) is
this curvature maximum and how much is it? What is the radius of
curvature at this point? Determine the o�set curves.

Figure 5.12: Task 7, 8, by A. Tereszkiewicz





Chapter 6

Chain curve in civil engineering and
architecture

6.1. Chain curve (catenary curve)

Problem 6.1. Describe the shape of an inextensible homogeneous chain
(rope) suspended at two points.

Solution. A chain suspended at points A and B is hanging � we assume
that it is inextensible and �exible (Fig. 6.1). The chain hangs only
under the in�uence of its own weight. By qqq let us denote the constant
value representing the weight of the rope per unit of its length [kG/m].
It is necessary to determine the shape of the sag curve as the graph of
a certain function y(x). For the OX axis, we take a certain horizontal
line below the horizontal segment AB, and for the OY axis we take a
vertical line passing through the lowest point P of the hanging curve.
Let's denote by T the length of the tension vector TTT at the pointM(x, y)
hang curve, and by T0 the length of the tension vector TTT 0 at the point P .
These vectors are tangent to the curve, and due to the symmetry of the
curve, the vector TTT 0 is parallel to the OX axis. Let's consider the PM
arc of the curve. Note that due to the equilibrium state of the chain, the
sum formed from the forces TTT 0, TTT and from the sum of the gravity of the
individual elementary sections of the PM curve equals zero. The same
is true for the sum of their components relative to the OX axis of the
OY axis, respectively. So, still taking into account the formula for the

length
x∫
0

√
1 + (y′)2dx of the arc y = y(x) in the interval [0, x] we obtain

−T0 + T cosα = 0, T sinα−
x∫

0

q
√

1 + (y′)2dx = 0, (6.1)

where α is the angle formed by the vector TTT with the axis OX.
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Figure 6.1: Chain curve, by A. Tereszkiewicz

Hence

T cosα = T0 = const, and T0tgα−
x∫

0

q
√

1 + (y′)2dx = 0. (6.2)

Di�erentiating with respect to x both sides of the last formula and noting
that tgα = y′(x), we get

y′′ =
1

a

√
1 + (y′)2 (6.3)

as the equation of the curve of hanging. We denoted this by T0

q
= a. This

is an equation of the type F (x, y′, y′′) = 0. By substituting y′ = u in the
equation (6.3), we have

du√
1 + u2

=
dx

a
. (6.4)

Integrating both sides, we get

ln
(
u+
√
1 + u2

)
=
x

a
+ C1. (6.5)

Equation (6.5) can be transformed using the concept of hyperbolic sine
function. Since we have ln

(
w +
√
1 + w2

)
= v ⇔ w +

√
1 + w2 =

= ev ⇔ ev − w =
√
1 + w2 ⇔ (ev − w)2 = 1 + w2 ⇔ e2v − 2evw + w2 =
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= 1 + w2 ⇔ e2v − 1 = 2evw ⇔ w = e2v−1
2ev

⇔ w = ev−e−v

2
, that is,

w = sinh(v). Thus, transforming (6.5), we get

u = sinh
(x
a
+ C1

)
, i.e. y′ = sinh

(x
a
+ C1

)
. (6.6)

Integrating again (cosh(x) = ex+e−x

2
) we get the general integral of the

equation (6.3):

y = a cosh
(x
a
+ C1

)
+ C2. (6.7)

To determine the initial conditions, we peel the OX axis so that the
ordinate of the point P equals a (6.1). Thus, assume y′(0) = 0, y(0) = a.
Hence C1 = 0, C2 = 0 and the equation of the resulting curve called
chain curve is of the form

y = a cosh
x

a
. (6.8)

After considering the designations in �gure 6.1 we get

y =
T0
q
cosh

(
qx

T0

)
. (6.9)

Problem 6.2. Determine the a parameter of the arc of the chain curve
y = a cosh

(
x
a

)
of the Gateway Arch, an architectural structure that is

located in Saint Louis, USA. The span of the arch at the base is 192 m
(the same as its height) and is shaped like a chain curve. Each part
from which the arch is constructed is an equilateral triangle with a side
of 16.5 m at the base, to 5.2 m at the highest point. The construction
is made of double-walled steel modules with a triangular cross-section.
An inner shell of carbon steel 0.01 m thick forms the construction, while
an outer shell of stainless steel is the �nishing touch to the arch. The
innovative design has no internal supporting skeleton; the modules are
self-supporting.



94 Chain curve in civil engineering and architecture

(a)

(b) (c)

(d) (e)

(f) (g)

Figure 6.2: Architectural realizations based on the chain curve: (a) the chain bar-
riers at Legionowa Street in Biaªystok, photo by E. Ko¹niewski; (b) Grunwald Bridge
in Wrocªaw, photo by F. Sadowski; (c) viaduct over Piastowska Street in Biaªys-
tok, photo by E. Ko¹niewski; (d) covering of Keleti Station in Budapest, photo by
E. Ko¹niewski; (e) Gateway Arch in Saint Louis in USA, [22]; (f) Chain Bridge in
Budapest, photo by E. Omielja«czuk; (g) the viaduct over the General Route in
Biaªystok, photo by M. Ko¹niewski
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Solution. In order to determine the parameter a for the chain curve
describing Gateway Arch (and any curve describing any chain of this
type), we �rst make a sketch (Fig. 6.3, right). After initially determining
the value of the a parameter, this drawing can be made in the AutoCAD
environment, using an Excel sheet. For a given span and height of the
arc of the curve, we create two columns of data. The �rst column is the
values of the independent variable in the interval [0, 96], i.e. 0 and half
of the span of the curve (at 6.3 is equal to 96 m), the second column is a
plus the height of the curve (at 6.3 is equal to 192 m). Thus, to the curve
y = a cosh

(
x
a

)
belongs a point with coordinates (96, 192). Substituting

in (6.8) for x = 96 and for y = a + 192, we get the equation a + 192 =
a cosh

(
96
a

)
. Equivalently, we write this in the form

a cosh

(
96

a

)
− a− 192 = 0. (6.10)

Figure 6.3: Generation of chain curve pro�le in AutoCAD: points were determined
for chain curve (6.8) for a = 38.9216, for the values of 10, 20, . . . , 80, 90, 96 (the �rst
column of numbers), calculating in Excel the values of the function (6.8) (the second
column) and measuring them on the vertical lines projected at points with abscissa
10, 20, . . ., by E. Ko¹niewski
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To �nd a, we solve the equation using, for example, the bysection method
or any method or most simply in the Wolfram Alpha (solve) program. In
our case a = 38.9216. Let's go back to making a drawing of a chain curve
with a given parameter a. Well, the �rst thing is to solve the equation
(6.10), or in the general case of equation

a cosh

(
b

2a

)
− a− h = 0, (6.11)

where b is the span of the arc and h is the height (in Gateway Arch
b = 192 m, h = 192 m).

Problem 6.3. A 100-meter long wire weighing 20 kG hangs 5 m
from a horizontal line drawn through suspension points A,B (Fig.
6.1). Find the tension T at the suspension points. Before that,
we �nd the (somewhat simple) formula for calculating the tension T .
From the �rst relation with (6.1) we get the following T = T0

cosα
=

=

∣∣∣∣∣ cosα = 1√
1+tg 2α,

y′ = tgα

∣∣∣∣∣ = T0
√

1 + (y′)2, i.e. T = T0
√

1 + (y′)2.

From the (6.8) we have T = T0

√
1 + sinh2 x

a
.And further from fact that

cosh2 u − sinh2 u = 1, we get T = T0 cosh
x
a
. Since T0

q
= a, in view of

(6.8) we have
T = qy. (6.12)

Let us now turn to the solution of the task: y = h + a is the ordinate
of point B (Fig. 6.1). To use the formula (6.12), let's determine a. We
know h = 5 m, q = 0.2 kG/m. The length of the arc of the chain curve
(6.8) equals

s =

x∫
0

√
1 + (y′)2dx =

∣∣∣∣ y = a cosh
(
x
a

)
y′ = sinh

(
x
a

) ∣∣∣∣ =
x∫

0

√
1 +

(
sinh

(x
a

))2
dx =

=

x∫
0

√(
cosh

(x
a

))2
dx =

x∫
0

cosh
(x
a

)
dx = a sinh

(x
a

)
=

= a

√(
cosh

(x
a

))2
− 1 =

√(
a cosh

(x
a

))2
− a2 =

=
√
y2 − a2 =

√
(h+ a)2 − a2 =

√
h2 + 2ah.
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Thus s2 = h2 + 2ah, and hence a = s2−h2

2h
. So, a = 502−52

2·5 = 247.5 m.
Returning to determine the tension of the wire against (6.12), we have
the following

T = q(h+ a) = 0.2 · (5 + 247.5) kG = 0.2 · 252.5 kG = 52.5 kG.

Having the vertical segments drawn, we draw a spline curve, connecting
the upper ends of the segments one by one.

6.2. Problems

1. Find the value of the parameter a of the shape of the Golden Gate
Bridge chain curve (Fig. 6.4). The construction has a length of
2700 m. The distance between the two pylons is 1280 m. The height
of the pylons is 230 m, while the height of the pylons, measured from
the roadway (pavement), is 152 m.

Figure 6.4: Basic dimensions of the Golden Gate Bridge suspension bridge con-
necting San Francisco and Marin County, California, USA, by E. Ko¹niewski based
on [23]

2. How many meters of rope/chain should be bought to make a side-
walk chain barrier (on both sides) with a length of 10.4 m, and the
rope/chain is to hang freely about 55 cm above the ground? How
many posts (70 cm high) should be bought and how far apart should
they be placed?

3. Consider a heavy rope of length l[m], , its meter weighs k[kg]. One
end is �xed at a point M , while the other end touches A with the
horizontal surface of the ground. The height of point M above the
horizontal is h. Determine the tension of the string at the points M ,
A [57].
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4. A heavy chain, whose weight per unit length is q,is hanging from two
pegs A and B. The di�erence in height between point B and the
lowest point of the chain W is b, between A and W is a, the length of
the chain from B to W is equal to β, in contrast, from A to W is α.
Calculate the tensions (reactions) of the chain on the pegs, and the
angles that these tensions form with the level (Fig. 6.5) [60].

Figure 6.5: Illustration for task 4, by A. Tereszkiewicz

5. The tangents at the hanging points of a heavy chain of length s form
angles α, β with the vertical. Calculate the height of one of the hang-
ing points above the other (Fig. 6.6) [60].

Figure 6.6: Illustration for task 5, by A. Tereszkiewicz
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6. Two rings M and N were threaded onto a stationary horizontal bar,
completely smooth, to which the ends of a 2l heavy chain were at-
tached. If the system were left alone, the rings M and N would come
together and the chain would assume a vertical position. To prevent
this, we apply two equal and outwardly directed forces � each of these
forces is equal to the weight of half the chain. Determine the distances
of the rings in balance [57].

Figure 6.7: Illustration for task 6, by A. Tereszkiewicz

7. Two smooth pegs M and N lie on one level. The distance between
them is equal to 2c. We hang a heavy rope on these pegs (Fig. 6.8).
What should be the minimum length of the rope for balance to be
possible? (If the rope is too short, it will slide o� the pegs into the
center) [57].

Figure 6.8: Illustration for task 7, by A. Tereszkiewicz

8. Find the dimensions of two selected structures based on the shape of
chain curves: bridges, vaults, arches; determine the parameter of the
chain curve and draw the curve in both cases.





Chapter 7

Surfaces with fast run-up �
brachistochrone in skateparks,
aquaparks and ski jumps

7.1. The problem of brachistochrone � an example of
an extremum of a function

Problem 7.1. Let the material point slip without friction under the
in�uence of gravity along the curve connecting points A, B (Fig. 7.1a).
The brachistochrone problem (gr. brachys � short, chronos � time) con-
sists in determining, among all the curves connecting points A and B,
the point at which the material point slips in the shortest possible time.

(a) (b)

(c) (d)

Figure 7.1: Illustration of the brachistochrone problem: (a) assumptions about
the issue, by E. Ko¹niewski; (b) material point slipping without any friction,
by E. Ko¹niewski; (c) the inrun of the Wielka Krokiew in Zakopane, photo by
S. Kud¹ma; (d) skatepark in Sobolewo, photo by E. Ko¹niewski. Are high-speed
descents desirable here?
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This is historically the �rst issue of variational calculus (1696, Jo-
hann Bernoulli).

Solution. Let y = y(x) be the equation of the curve after which the
material point slides (Fig. 7.1b). In the OXY system, according to the

law of gravity, we can write y = gt2

2
, where g denotes gravity acceleration,

t time. Multiply both sides by g and we get gy = g2t2

2
. After taking into

account v = gt, we get v =
√
2gy. At the same time, after denoting

by l the distance traveled by the point, the instantaneous velocity v is

expressed by v = dl
dt
=

√
1+(y′)2dx

dt
(after all, dl =

√
1 + (y′)2dx). We get

dt =

√
1 + (y′)2√
2gy

dx. (7.1)

The slip time of the point is equal to the integral of the

T =
1√
2g

a∫
0

√
1 + (y′)2

y
dx. (7.2)

We get time T as a functional J [y] =
a∫
0

F (x, y, y′)dx =
a∫
0

√
1+(y′)2
√
2gy

dx.

According to Euler's theorem, the extreme point of the function space
C[0,a] (i.e. a function) should satisfy the condition

∂F

∂y
− d

dx

∂F

∂y′
= 0. (7.3)

We calculate the derivative of the function F (x, y, y′) =

√
1+(y′)2
√
2gy

with

respect to y (y′ and g are constants, the function F (x, y, y′) =

√
1+(y′)2
√
2gy

can be written in the form F (x, y, y′) =

√
1+(y′)2
√
2g

· 1√
y
)

∂F

∂y
=

√
1 + (y′)2√

2g

(
1
√
y

)′

y

=

√
1 + (y′)2√

2g

(
y−

1
2

)′
y
=

=

√
1 + (y′)2√

2g

(
−1

2
y−

3
2

)
= −

√
1 + (y′)2√

2g

1

y
√
y
.
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We compute the derivative of the function F (x, y, y′) =

√
1+(y′)2
√
2gy

with

respect to y′ (y i g are constants, the function F (x, y, y′) =

√
1+(y′)2
√
2gy

can

be written in the form F (x, y, y′) = 1√
2g

√
y

√
1 + (y′)2 )

∂F

∂y′
=

1√
2g
√
y

(√
1 + (y′)2

)′
y′
=

=
1√

2g
√
y

1

2
√

1 + (y′)2
· 2y′ = 1√

2g
√
y

y′√
1 + (y′)2

.

After calculating the derivatives of ∂F
∂y

= −
√

1+(y′)2

2y
√
2gy

, ∂F
∂y′

= y′√
2gy(1+(y′)2)

and substituting into (7.3) we get the equation√
1 + (y′)2

2y
√
2gy

− d

dx

y′√
2gy(1 + (y′)2)

= 0, (7.4)

which we can multiply both sides by
√
2g and we get (earlier we factor

out 1√
2g

before the derivative).√
1 + (y′)2

2y
√
y
− d

dx

y′√
y(1 + (y′)2

= 0. (7.5)

Left to calculate is the derivative of d
dx

y′√
y(1+(y′)2)

. Here it is important

to remember that y and y′ are functions of the variable x. So, using
the quotient derivative formula (taking into account the derivative of the
product of the inner function)(

y(1 + (y′)2)
)′
= y′

(
1 + (y′)2

)
+ y · 2y′ · y′′,

we get

d

dx

y′√
y(1 + (y′)2

=
y′′
√
y(1 + (y′)2)− y′(y′(1+(y′)2)+y·2y′·y′′)

2
√

y(1+(y′)2)

y(1 + (y′)2)
. (7.6)

We take the numerator to the common denominator

d

dx

y′√
y(1 + (y′)2

=

2y′′(y(1+(y′)2)−y′(y′(1+(y′)2)+2yy′y′′)

2
√

y(1+(y′)2)

y(1 + (y′)2)
. (7.7)
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We sort out the numerator of the numerator of the fraction and write
with one fractional bar

d

dx

y′√
y(1 + (y′)2

=
2y′′y + 2yy′(y′)2 − (y′)2 − (y′)4 − 2y(y′)2y′′

2
√
y(1 + (y′)2)y(1 + (y′)2)

. (7.8)

After reducing the two products 2y(y′)2y′′ in the numerator, the result
obtained is

d

dx

y′√
y(1 + (y′)2

=
2y′′y − (y′)2 − (y′)4

2
√
y(1 + (y′)2)y(1 + (y′)2)

(7.9)

we insert into (7.5)√
1 + (y′)2

2y
√
y
− 2y′′y − (y′)2 − (y′)4

2
√
y(1 + (y′)2)y(1 + (y′)2)

= 0. (7.10)

When both sides of the equation are multiplied by 2
√
y(1 + (y′)2)y we

get

−(1 + (y′)2)− 2y′′y − (y′)2 − (y′)4

1 + (y′)2
= 0. (7.11)

After writing on the common fractional bar, we get

−(1 + (y′)2)(1 + (y′)2)− 2y′′y + (y′)2 + (y′)4

1 + (y′)2
= 0. (7.12)

A fraction is equal to zero if and only if the numerator is equal to zero.
Thus, after reducing the expression (y′)4 we have

−1− (y′)2 − 2y′′y = 0. (7.13)

After converting, we �nally get a di�erential equation of order two in the
form of

y′′

1 + (y′)2
= − 1

2y
. (7.14)

In order to solve the equation (7.14) we introduce a new variable y′ =
u(y). After calculating the derivative, we have y′′ = u′y′ = uu′. When
substituted, we get

uu′

1 + u2
= − 1

2y
⇔ u

1 + u2
du

dy
= − 1

2y
⇔ 2u

1 + u2
du = −1

y
dy

⇔ ln(1 + u2) = − ln y + C∗ ⇔ ln y = lnC − ln(1 + u2)⇔ y =
C

1 + u2
.



7.1. The problem of brachistochrone � an example of an extremum of a function105

In the last equation, we substitute u = ctg φ
2
, where φ(x) is the unknown

function. We have y = C
2
(1− cosφ) . Since y′ =

dy
dφ
dx
dφ

and y′ = ctg φ
2
, i.e.

dx
dφ

= C
2
(1− cosφ). After integration, we get x = C

2
(φ− sinφ) + C1.

From the equality y(0) = 0 we get C1 = 0, in turn from y(a) = b it
follows that there is a constant C, at which the cycloid (Fig. 7.2)

x = C
2
(φ− sinφ)

y = C
2
(1− cosφ)

is the solution to the issue of brachistochrone ( [10] Fig. 7.3).

Figure 7.2: Cycloid, by A. Tereszkiewicz

Figure 7.3: Brachistochrone, by A. Tereszkiewicz

Brachistochrone is simultaneously tautochrone, [27] i.e., a curve along
which a material point under the in�uence of gravity rolls to the lowest
point of the curve in the same amount of time, regardless of the starting
point on the curve.
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7.2. Problems

1. Calculate the area and perimeter of a window opening, the edge of
which is a cycloid having a height of 4 m at its highest point. If we
want to install a window sill, how long should it be?

Figure 7.4: Illustration for task 1, by A. Tereszkiewicz

2. For covering narrow rectangles, we usually use cylindrical shells.
Their cross-section can be a circle, ellipse, parabola, cycloid, chain
curve. Lighting can be obtained by making skylights along the length
of the shell or by using barrel vault skylights. Calculate the area of
the roof of a building with dimensions 4× 10 m, the cross-section of
which is:
a) chain curve for a = −6,
b) cycloid for a = 2

π
.

(a)

(b)

Figure 7.5: Illustration for task 2, by A. Tereszkiewicz
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3. Calculate the volume of a building with a height of 5 m from task 2.
4. The arc of the cycloid rotates around its axis of symmetry. Find

the area of the resulting surface. (Such an inverted cycloid can be a
starting point when planning skateparks, especially jump boxes, with
the pro�le of the bump being a slice of the cycloid, i.e. the curve
that puts the least drag on the rolling wheel, so that such a jump box
kicks out impressively despite its not very high height).

5. Using the equation of the brachistochrone and parabola, describe the
model of a ski jump.

6. Determine the φ i C parameters for cycloidal run-up curves (solution
of the brachistochrone problem) of two selected ski jumps.

Figure 7.6: Scheme of a ski jump, by E. Ko¹niewski based on [24]

7. Given a window with the dimensions shown in �gure 7.7a with four
variants of the lintel.

a) cycloid:

{
x = r(t− sin t)
y = r(1− cos t

, t ∈ [0, 2π];

b) arc of the ellipse:

{
x = a cos t
y = b sin t

, t ∈ [0, π];

c) catenary (chain curve): y = a cosh
(
x
a

)
;

d) bow, Fig. 7.7b.
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The parameter b in items b)-d) determine from item a). Investigate
which curve will provide the most daylight (i.e., for which curve,
the area marked in the �gure is the largest)? Give the di�erence in
percentage points (%) in each variant with respect to the smallest
area. We assume the data:
a = 0,70 + 0,01 · (student number on attendance list),
h = 2,60 + 0, 01 · (student number on attendance list).

Figure 7.7: Design window: (a) window dimensions; (b) construction of a bowline
with half-axes a = AC, b = BC. Successive designs 1: equilateral triangle AFC;
2: circle o(C,BC); 3: point D as intersection of line CF and circle o(C,BC); 4: point
G as intersection of lines BD and AF ; 5: point I as the intersection of the line
passing through point G and parallel to line CF with line AC and the point H as the
intersection of the line passing through the point G and parallel to the line CF with
the line BC; 6: gluing the arcs of the circles o(H,HB) and o(I, IG), illustration for
task 7, by E. Ko¹niewski

Hint. The area of the bail (i.e., the area bounded by the bail and the
longer axis) with half-axes a, b is expressed as follows

Pkab = 2

π
6

(b− a(2−√3)√
3− 1

)2

+
1

2

(
a
√
3− b√
3− 1

)2
− (a− b)2

√
3

2(
√
3− 1)2

 .
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Vibrations in structural mechanics

8.1. Eigenvalues and eigenvectors of the operator
and diagonalization of the matrix

For the linear operator (endomorphism) A : X → X we de�ne the
eigenvalue and eigenvector of the operator. If I is an identity operator
(unitary x = Ix) and there exists such a number λ and a non-zero vector
x ∈ X that, for the operator A, there occurs

Ax = λx, (8.1)

then the number λ is called eigenvalue of operator A, while x is called
eigenvector of operator A. In n-dimensional space over a body of real
(complex) numbers, the linear operator has a matrix representation.
Then the notation Ax means the product of the matrix A and vector x.

Theorem 8.1. For the matrix A, the following conditions are equivalent:

1) λ is an eigenvalue A,
2) the system (A− λI)x = 0 has a non-zero solution,
3) det(A− λI) = 0.

(8.2)

The polynomial φA(λ) = det(A−λI) is called the characteristic poly-
nomial of the matrix A. In the �eld of complex numbers, the polynomial
has n elements (calculated with multiples). For the matrix 1 2 0

0 2 0
−2 −2 −1

 (8.3)

φA(λ) = det(A− λI) = −(1− λ)(2− λ)(1 + λ).
A linear operator is diagonalizable, if there is a basis in the space

where its matrix is diagonal.



110 Vibrations in structural mechanics

We say that matrix A is similar to matrix B (A ∼ B), if there exists
a non-singular matrix P such that A = PBP−1. The similarity ∼ of
a matrix is an equivalence relation, i.e., re�exive (A ∼ A), symmetric
(A ∼ B → B ∼ A) and transitive (A ∼ B ∧B ∼ C → A ∼ C).

Similar matrices have the same characteristic polynomial. In-
deed, let A = PBP−1, then φ(λ) = det(A − λI) =
= det(PBP−1 − λI) = det(PBP−1 − λPIP−1) = detP (B − λI)P−1 =
= detP det(B − λI) detP−1 = det(B − λI) = φB(λ).

We say that matrix A =

a11 · · · a1n
...

. . .
...

an1 · · · ann

 is diagonalizable,

if it is similar to diagonal matrix B =

b11 · · · 0
...

. . .
...

0 · · · bnn

 =

= diag(b11, b22, . . . , bnn).
From the identity of the characteristic polynomials of two matrices does
not follow the diagonalizability of both of them. As an example, take the

matrices I =

1 0 0
0 1 0
0 0 1

, A =

1 1 1
0 1 1
0 0 1

.
True is

Theorem 8.2. The matrix An× n (A ∈ Rn×n) is diagonalizable if and
only if:

(a) its characteristic polynomial has n elements (calculated with multi-
plicities);

(b) for each eigenvalue of the matrix A can be chosen as many eigenvec-
tors as the multiplicity of that eigenvalue as a root of the characteristic
polynomial.

Moreover, if v1, v2, . . . , vn are linearly independent eigenvectors
of a diagonalizable matrix A corresponding to its eigenvalues
λ1, λ2, . . . , λn (not necessarily di�erent), then matrix P = [v1v2 . . . vn]
is the matrix �xing the similarity between matrices A and
diag(λ1, λ2, . . . , λn), such as P−1AP = diag(λ1, λ2, . . . , λn) (or A =
= Pdiag(λ1, λ2, . . . , λn)P

−1).



8.1. Eigenvalues and eigenvectors of the operator and diagonalization of the matrix 111

Example 8.1. Diagonalize the matrix A =

5 4 2
4 5 2
2 2 2

 .
Solution. First, we �nd the eigenvalues of the matrix, i.e., we look for
non-zero solutions of the equation (A − λI)x = 0. It has to be det(A −
λI) = 0.

We calculate the determinant of the matrix

5− λ 4 2
4 5− λ 2
2 2 2− λ


∣∣∣∣∣∣
5− λ 4 2
4 5− λ 2
2 2 2− λ

∣∣∣∣∣∣ = −(λ− 1)2(λ− 10) = 0.

We obtain the eigenvalues and their algebraic multiplicities λ1 = 1, k1=2;
λ2 = 10, k2 = 1.

Let λ1 = 1. For λ in the equation (A − λI)x = 0 substitute 1 and

solve the system

5− 1 4 2
4 5− 1 2
2 2 2− 1

x1x2
x3

 =

00
0

 .
We transform the expanded matrix (by operating on rows) 4 4 2 0

4 4 2 0
2 2 1 0

 ←−−−−−−−→
w2−w1→w2

w3− 1
2
w1→w3

 4 4 2 0
0 0 0 0
0 0 0 0

 1
4
w1→w1←−−−−→

 1 1 1
2

0
0 0 0 0
0 0 0 0

.
We obtain the equation x1+x2+

1
2
x3 = 0. Substituting x3 := α, x2 := β

we have x1 = −β − 1
2
α, x2 := β, x3 := α, that is,−β − 1

2
α

β
α

 = β

−11
0

 + α
2

−10
2

 . We have two linearly independent

vectors v1 =

−11
0

, v2 =
−10

2

 . They span a two-dimensional space, so

the geometric multiplicity is equal to n1 = 2.
Let λ2 = 10. For λ in the equation (A − λ)x = 0 we substitute 10

and solve the system

5− 10 4 2
4 5− 10 2
2 2 2− 10

x1x2
x3

 =

00
0

.
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We transform the expanded matrix (by operating on rows) −5 4 2 0
4 −5 2 0
2 2 −8 0

 w1+w2→w1←−−−−−→

 −1 −1 4 0
4 −5 2 0
2 2 −8 0

 w3+2w1→w3
w2+w1→w2←−−−−−−→ −1 −1 4 0

3 −6 6 0
0 0 0 0

 1
3
w2→w2←−−−−→

 −1 −1 4 0
1 −2 2 0
0 0 0 0

 w2+w1→w2←−−−−−→ −1 −1 4 0
0 −3 6 0
0 0 0 0

 1
3
w2→w2←−−−−→

 −1 −1 4 0
0 −1 2 0
0 0 0 0

 −w1→w1
−w2→w2←−−−−→

 1 1 −4 0
0 1 −2 0
0 0 0 0

.
We obtain the system of linear equations

{
x1 + x2 − 4x3 = 0

x2 − 2x3 = 0
.

After substituting for x3 := α and solving, we get x1 := 2α, x2 := 2α

and x3 := α. We have one linearly independent vector α

22
1

. Thus,

we have v3 =

22
1

. Hence the geometric multiplicity n2 = 1. Matrix

P = [v1v2v3] =

 −1 −1 2
1 0 2
0 2 1

 diagonalizes the matrix A. To

check this, we will �rst determine the inverse matrix of the matrix −1 −1 2
1 0 2
0 2 1

 .
We will use the Gaussian elimination method:−1 −1 2 1 0 0

1 0 2 0 1 0
0 2 1 0 0 1

 −w1→w1
w2+w1→w2←−−−−−−→

1 1 −2 −1 0 0
0 −1 4 1 1 0
0 2 1 0 0 1

 w1+w2→w1←−−−−−→ 1 0 2 0 1 0
0 −1 4 1 1 0
0 2 1 0 0 1

 w3+2w2→w3←−−−−−−→

 1 0 2 0 1 0
0 −1 4 1 1 0
0 0 9 2 2 1


w1− 2

9
w3→w1

−w2+
4
9
w3→w2

1
9
w3→w3←−−−−−−−−→

 1 0 0 −4
9

5
9
−2

9

0 1 0 −1
9
−1

9
4
9

0 0 1 2
9

2
9

1
9

 .
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We get the matrix P−1 =

 −4
9

5
9
−2

9

−1
9
−1

9
4
9

2
9

2
9

1
9

.
We check the correctness of the determination of the inverse of the
matrix by multiplication: −4

9
5
9
−2

9

−1
9
−1

9
4
9

2
9

2
9

1
9

 −1 −1 2
1 0 2
0 2 1

 =

1 0 0
0 1 0
0 0 1

 .
Finally, we verify that indeed the matrix P diagonalizes A. We realize
this by multiplying −4

9
5
9
−2

9

−1
9
−1

9
4
9

2
9

2
9

1
9

5 4 2
4 5 2
2 2 2

 −1 −1 2
1 0 2
0 2 1

 =

=

 −4
9

5
9
−2

9

−1
9
−1

9
4
9

20
9

20
9

10
9

 −1 −1 2
1 0 2
0 2 1

=
1 0 0
0 1 0
0 0 10

 =

λ1 0 0
0 λ1 0
0 0 λ2

 .

8.2. Second-order ordinary di�erential equation

a) Free mechanical vibrations. May a material point of mass m
(m > 0) be subjected to an elastic force proportional to the de�ection
x (x(t) is a function of time t) and directed always toward the balance
point O. Denoting the coe�cient of proportionality by k, based on
the laws of mechanics we write

m
d2x

dt2
= −kx. (8.4)

Equivalently, we can write

m
d2x

dt2
+ kx = 0. (8.5)

In other notations for representing derivatives, we have equivalent
notations for the equation

mẍ+ kx = 0 or mx′′ + kx = 0. (8.6)
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We can also represent the equation in the form

x′′ +
k

m
x = 0. (8.7)

This is a linear di�erential equation of second order homogeneous with
constant coe�cients.

b) Damped mechanical vibration. Now suppose that on a material
point of mass m, in addition to the elastic force, there is a resistive
force of the medium proportional to the velocity of −λdx

dt
, where λ is

the coe�cient of resistivity. We then obtain

m
d2x

dt2
= −kx− λdx

dt
, (8.8)

i.e.

x′′ +
λ

m
x′ +

k

m
x = 0. (8.9)

c) Forced mechanical vibration. We can also consider the situation
in which there is an additional force f(t) forcing the vibration. We
then obtain an inhomogeneous equation

x′′ +
λ

m
x′ +

k

m
x = f(t). (8.10)

8.3. Linear di�erential equations of order two with
constant coe�cients

To solve problems of oscillatory motion, we will recall how to solve a
linear di�erential equation of the second order with constant coe�cients
and an unknown function y(x), which we write in the form

y′′ + py′ + qy = f(x), (8.11)

where p, q are given real numbers (constants), f(x) is a given continuous
function. The homogeneous equation (8.11) is then of the form

y′′ + py′ + qy = 0. (8.12)

We will �rst determine the so-called basic system of integrals of the equa-
tion (8.12), which is the base of the linear space that is the solution of
(8.12). We will look for these integrals in the form of an exponential
function

y = erx. (8.13)
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Let's calculate y′ = rerx, y′′ = r2erx. After substitution, we have

r2 + pr + q = 0. (8.14)

The quadratic equation (8.14) is called the characteristic equation for the
equation (8.12). Then, ∆ = p2 − 4q. We have three cases:

� The case of ∆ > 0. The equation then has two di�erent real roots
r1 and r2. It is easy to check that the functions y1(x) = er1x and
y2(x) = er2x are the system of fundamental integrals (we calculate

the Wronskian W (x) =

∣∣∣∣y1(x) y2(x)
y′1(x) y′2(x))

∣∣∣∣, which should be di�erent

from zero). Indeed, W (x) =

∣∣∣∣ er1x er2x

r1e
r1x r2e

r2x

∣∣∣∣ = er1xer2x
∣∣∣∣ 1 1
r1 r2

∣∣∣∣ =

er1xer2x(r1 − r2) ̸= 0, after all r1 ̸= r2.

We can �nd the particular integrals of the equation (8.11) by using
the prediction method or by using the method of invariance of constants.

Example 8.2. Find the general solution of the equation y′′+3y′+2y = 0.

� The case of ∆ = 0. The equation then has one real double root r0. It
is easy to check that the functions y1(x) = er0x and y2(x) = xer0x are
a system of fundamental integrals (we check that y2(x) = xer0x is a
special integral and compute the Wronskian).

Example 8.3. Find the general solution of the equation y′′+2y′+y = 0.

� The case of ∆ < 0. The equation then has two di�erent conjugate
complex roots r1 = α+ βi i r2 = α− βi. Then it turns out that func-
tions of the form y1(x) = eαx sin βx and y2(x) = eαx cos βx constitute
a system of fundamental integrals (we check that they are special
integrals and calculate the Wronskian).

Example 8.4. Find the general solution of the equation y′′ + 4y = 0.

Example 8.5. (formulation of the task: Prof. C. Miedziaªowski on the
basis of [52]) A horizontally loaded building is considered. The static
system is composed of two strips conventionally cut along the vertical
section (Fig. 8.1). Let T (z) denote the sum of shear forces ( cutting
force) acting along the cross-section (Fig. 8.1). The force T (z) satis�es
the following di�erential equation [52]

T ′′(z)− α2T (z) = −β(z), (8.15)
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where α2 =
(

p2
E2F2
− p1

E1F1

)
, β(z) =

(
p2

E2F2
− p1

E1F1

)
z = pz, p = p2

E2F2
−

− p1
E1F1

, with Ei � Young's modulus, Fi � cross section, pi � load, i = 1, 2.
The initial conditions are of the form T (0) = 0, T ′(H) = 0.

Figure 8.1: Static system composed of two bands (by E. Ko¹niewski based on [52])

The solution begins by writing the equation according to (8.12)

T ′′(z)− α2T (z) = 0. (8.16)

The general solution of the equation (8.16) is of the form

T ∗(z) = c1e
αz + c2e

−αz. (8.17)

Let's �nd the particular solution of (8.11), taking Ts(z) = az.
Hence T ′

s(z) = a, T ′′
s (z) = 0. After substituting into (8.15) we get

−α2az = −pz ↔ −α2a = −p ↔ a = p
α2 . Thus, the general solution

of the inhomogeneous equation is of the form

T (z) = c1e
αz + c2e

−αz =
p

α2
z. (8.18)

After taking into account the initial conditions, we have c1 + c2 = 0,
c1αe

αH−c2αe−αH+ p
α2 = 0. Solving the system of equations, we get: c2 =

−c1, c1 = −p
α3(eαH+e−αH)

↔ c1 = −p
α3(eαH+e−αH)

, c2 = p
α3(eαH+e−αH)

. Given

that cosh(x) = ex+e−x

2
(the de�nition of hyperbolic cosine), the values
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of c1 and c2 we can write c1 = −p
2α3 cosh(αH)

, c2 = p
2α3 cosh(αH)

. Therefore,

T (z) = −p
α3 cosh(αH)

1
2
(eαz − e−αz) + p

α2 z, so (as a �nal solution)

T (z) =
−p

α3 cosh(αH)
sinh(αz) +

p

α2
z = (8.19)

=
p

α2

(
z − 1

a cosh(αH)
sinh(αz)

)
.

8.4. The problem of vibrations in structural
mechanics issues

The vibration of a structure with n degrees of freedom is described
by an equation of motion of the form [53]

Mq′′(t) + Cq′(t) +Kq(t) = F (t), (8.20)

with initial conditions q(0) = q0, q
′(0) = q′0, where:

M,C,K � mass, damping and sti�ness matrices, respectively,
q′′(t), q′(t), q(t) � vectors of acceleration, velocity and generalized dis-
placement, respectively,
F (t) � external loads.
Taking the zero vector on the right side, we get the damped free vibration
of the system (structure):

Mq′′(t) + Cq′(t) +Kq(t) = 0. (8.21)

We predict solutions in the form

q(t) = ueλt, (8.22)

where u and λ are constants (in general, complex). According to (8.21)
we obtain an equation of the form

Mλ2 + Cλ+K = 0. (8.23)

After zeroing the damping matrix C, we get the undamped free vibration
of the system

Mq′′(t) +Kq(t) = 0. (8.24)

This is a system of homogeneous di�erential equations with constant
coe�cients. The solution is predicted in the form

q(t) = qa sin(ωt), (8.25)
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where:
qa � vector of amplitudes also known as the vector of vibration form,
ω � angular frequency [rad],
f = ω

2π
� frequency [Hz],

T = 1
f
� period [s].

After di�erentiating twice

q′′(t) = −ω2qa sin(ωt), (8.26)

and substituting into(8.24) we get

(K − ω2M)qa = 0. (8.27)

Substituting λ = ω2, we have a linear generalized eigenproblem
(non-standard)

(K − λM)qa = 0. (8.28)

It is solved by determining the characteristic polynomial, calculating the
determinant of det |K−λM | = 0 and solving the equation. However, this
is inconvenient and worth using only for small systems. The generalized
eigenproblem is solved by �rst reducing it to a standard eigenproblem of
the form

(H − ΛI)Y = 0, (8.29)

where:
H � symmetric matrix,
I � unit matrix,
Y � eigenvector,
Λ � eigenvalues of matrix H.
Multiplying the equation (8.28) by M−1, we get the following(

M−1K − λI
)
qa = 0. (8.30)

After substituting qa = (LT )−1Y in the equation (8.30) we get the fol-
lowing (

M−1K − λI
)
(LT )−1Y = 0. (8.31)

Taking M = LLT and considering the equality M−1 = (LLT )−1 =
= (LT )−1L−1, we have((

LT
)−1

L−1K
(
LT
)−1 − λI

(
LT
)−1
)
Y = 0. (8.32)
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Multiply again (8.32) by LT from the right and you get(
LT
(
LT
)−1

L−1K
(
LT
)−1 − λLT I

(
LT
)−1
)
Y = 0. (8.33)

After simplifying the transformations, we have LT
(
LT
)−1

= I, IL−1 =
L−1 (

L−1K
(
LT
)−1 − λI

)
Y = 0, (8.34)

and after substituting H = L−1K
(
LT
)−1

we have (8.29), where H is a
symmetric matrix, after all HT = H.

8.5. Banachiewicz � Cholesky decomposition

Since the matrix M−1K discussed in chapter 8.4 is not symmetric,
although M is symmetric, the symmetrization of the matrix is done by
Banachiewicz � Cholesky decomposition. If a matrix A is symmetric and
positively de�nite (XTAX) > 0 for every X such that X ̸= 0, then there
exists a lower triangular matrix L such that A = LLT .

Banachiewicz � Cholesky's method involves replacing a single system
of equations with n unknowns described by a full matrix

AX = B ⇔ (LLT )X = B ⇔ L(LTX) = B ⇔ LTX = Y i LY = B
(8.35)

two systems of equations also with n unknowns, but described by trian-
gular matrices

LTX = Y, (8.36)

LY = B. (8.37)

The matrix L is determined according to the formulas

lii =

√
aii −

i−1∑
k=1

l2ik, i = 1, 2, . . . , n,

lji =

(
aji −

i−1∑
k=1

ljklik

)
1
lii
, j = 1, 2, . . . , i− 1.

(8.38)

Example 8.6. Solve the equation AX = B, where

A =

4 2 2
2 5 3
2 3 6

 , B =

43
2

 . (8.39)
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Solution. We present A = LLT . Using the formulas (8.38)

i = 1 : l11 =
√
4 = 2, l21 =

2
2
= 1, l31 =

2
2
= 1,

i = 2 : l22 =
√
5− 12 = 2, l32 =

3−1·1
2

= 1,
i = 3 : l33 =

√
6− 1 · 1− 1 · 1 = 2

(8.40)

we �nally get the distribution

4 2 2
2 5 3
2 3 6

 =

2 0 0
1 2 0
1 1 2

2 1 1
0 2 1
0 0 2

 . For a
small system of equations, it is possible to do the decomposition without
using the formulas (8.38) (of course, then we can not talk about the use
of this scheme in computer algorithms). We multiply the matricesl11 l12 l13

0 l22 l23
0 0 l33


l11 0 0
l21 l22 0
l31 l32 l33

 4 2 2
2 5 3
2 3 6


l211 = 4→ l11 = 2;
l11 · l12 = 2→ l12 = 1;
l11 · l13 = 2→ l13 = 1;
l21 · l11 = 2→ l21 = 1;
l21 · l12 + l222 = 5→ 1 · 1 + l222 = 5→ l22 = 2;
l21 · l13 + l22 · l23 = 3→ 1 · 1 + 2 · l23 = 3→ l23 = 1;
l31 · l11 = 2→ l31 = 1;
l31 · l12 + l32 · l22 = 3→ 1 · 1 + l32 · 2 = 3→ l32 = 1;
l31 · l13 + l32 · l23 + l233 = 3, 1 · 1 + 1 · 1 + l233 = 6→ l33 = 2,

that is, we have4 2 2
2 5 3
2 3 6

x1x2
x3

 =

43
2

↔
2 0 0

1 2 0
1 1 2

2 1 1
0 2 1
0 0 2

x1x2
x3

 =

43
2

↔
↔

2 0 0
1 2 0
1 1 2

2 1 1
0 2 1
0 0 2

x1x2
x3

 =

43
2

↔
2 1 1
0 2 1
0 0 2

x1x2
x3

 =

y1y2
y3

 ,2 0 0
1 2 0
1 1 2

y1y2
y3

 =

43
2

 .



8.5. Banachiewicz � Cholesky decomposition 121

Thus, we obtained two systems of equations2 1 1
0 2 1
0 0 2

x1x2
x3

 =

y1y2
y3

 , (8.41)

2 0 0
1 2 0
1 1 2

y1y2
y3

 =

43
2

 . (8.42)

First we will solve the second system, we �nd y1 = 2 from the �rst
equation, y2 = 1

2
from the second equation, substituting for y1 = 2,

y3 = 1
4
from the third equation, substituting for y1 = 2, y2 = 1

2
, �nally

we have: 
2y1 = 4

y1 + 2y2 = 3
y1 + y2 + 2y3 = 2

↔

y1y2
y3

 =

 2
1
2

−1
4

 . (8.43)

Then, after substituting for Y =

y1y2
y3

 =

 2
1
2

−1
4

 , we solve the �rst

system, ie.

2 1 1
0 2 1
0 0 2

x1x2
x3

 =

 2
1
2

−1
4

, i.e.


x2 + x3 = 2
x2 + x3 =

1
2

2x3 = −1
4

.

Now we start with the last equation 2x3 = 1
4
↔ x3 = −1

8
, substituting

for x3 = −1
8
in the second equation we get 2x2 − 1

8
= = 1

2
↔ x2 = 5

16
,

substituting for x3 = −1
8
and for x2 = 5

16
we get 2x1 +

5
16
− 1

8
= 2 ↔

x1 = 29
32
. Thus, the solution of the system (8.39) is of the form x1 = 29

32
,

x2 =
5
16
, x3 = −1

8
.

When the matrices M and K are symmetric, we can use just the
Banachiewicz method. After decomposing M = LLT , this is possible
because usually in applications, especially in the �nite element method,
the matrix M is symmetric and positively de�ned. We write down �rst

M−1 = (LLT )−1 = (LT )−1L−1. (8.44)

We can �nd H a matrix similar to M−1K

LTM−1K(LT )−1 = LT (LT )−1L−1K(LT )−1 =
= L−1K(LT )−1 = L−1K(L−1)T = H.

(8.45)
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The matrix H thus has the same spectrum (set of eigenvalues) asM−1K.
It is worth noting that for any matrix B the matrix BBT is symmetric

and if B is nonsingular, then BBT is positively de�nite. Let's check this:

1. Is (BBT )T = BBT ? Since (UV )T = V TUT , we have (BBT )T =
= (BT )TBT = BBT . So the matrix BBT is symmetric.

2. XT (BTB)X = (BX)TBX = ∥BX∥2 > 0 for X > 0. The matrix
BTB is thus positively de�ned.

This note allows us to obtain examples of decomposable matrices by the
Banachiewicz � Cholesky method.

8.6. Problems

1. Diagonalize the matrix or show that the matrix is not diagonalizable:

a)

[
3 2
4 1

]
; f)

 2 1 0
−6 1 −6
−3 1 −1

 ; j)

 1 0 4
0 3 0
1 0 1

 ;

b)

[
3 2
10 2

]
; g)

[
3 4
2 1

]
; k)

[
1 1
4 1

]
;

c)

 2 1 0
0 3 1
0 0 2

 h)

 1 0 0
0 2 1
0 0 2

 ; l)

 −1 0 −1
3 2 3
−3 0 1

 ;

d)

 2 −1 1
3 −2 −3
−1 1 2

 ; i)

[
1 5
0 3

]
; m)

 1 2 0
0 2 0
−2 −2 −1

 ;

e)

 1 −1 −1
1 1 0
3 0 1

 .

2. Check that

1 0 0
0 1 0
0 0 1

 ,
1 1 1
0 1 1
0 0 1

 are not similar even though they

have the same eigenvalues.
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3. Let A and B be the matrices of rotation

{
x′ = x cosα− y sinα
y′ = x sinα + y cosα

for

α = π
2
and α = π

4
, respectively. Are these matrices similar?

4. Do the triangularization by the Banachiewicz � Cholesky method of
the matrices:

a)

 4 −2 2
−2 2 2
2 2 14

 ;
b)

[
2 1
1 2

]
; c)

[
3 1
1 2

]

and solve the corresponding systems of equations:

a')

 4 −2 2
−2 2 2
2 2 14

 x1
x2
x3

 =

 −64
0

 ;

b')

[
2 1
1 2

] [
x1
x2

]
=

[
3
3

]
;

c')

[
3 1
1 2

] [
x1
x2

]
=

[
4
3

]
.

5. Find solutions to the equations:

a) x′′ + k
m
x = 0; b) x′′ + λ

m
x′ + k

m
x = 0.

6. Solve the di�erential equations:

a) y′′ − 3y′ + 2y = 0;
b) y′′ + 3y′ = 0;
c) y′′ − 2y′ + 2y = 0;

d) y′′ − 4y = 0;
e) y′′ + 4y′ + 4y = 0;
f) y′′ − 6y′ + 9y = 0.

7. Solve di�erential equations with initial condition:
a) y′′ − 3y′ + 2y = 0, y(0) = 1, y′(0) = 3;
b) y′′ − 3y′ + 2y = 3x, y(0) = 1, y′(0) = 3;
c) y′′ + 3y′ = 0, y(1) = 1, y′(1) = −3;
d) y′′ + 3y′ = e2x, y(1) = 1, y′(1) = −3;
e) y′′ − 2y′ + 2y = 0, y(π/4) = 1, y′(π/4) = −2;
f) y′′ − 2y′ + 2y = 1, y(π/4) = 1, y′(π/4) = −2;
g) y′′ − 4y = 0, y(π/4) = 1, y′(π/4) = −2;
h) y′′ − 4y = 8x+ 4, y(π/4) = 1, y′(π/4) = −2;
i) y′′ + 4y′ + 4y = 0, y(0) = 1, y′(0) = 2;
j) y′′ + 4y′ + 4y = e3x, y(0) = 1, y′(0) = 2;
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k) y′′ − 6y′ + 9y = 0, y(0) = 1, y′(0) = 2;
l) y′′ − 6y′ + 9y = cosx, y(0) = 1, y′(0) = 2.

8. Solve di�erential equations with boundary condition:
a) y′′ − 3y′ + 2y = 0, y(0) = 1, y(1) = 3;
b) y′′ − 3y′ + 2y = 3x, y(0) = 1, y(1) = 3;
c) y′′ + 3y′ = 0, y(0) = 1, y(1) = −3;
d) y′′ + 3y′ = e2x, y(0) = 1, y(1) = −3;
e) y′′ − 2y′ + 2y = 0, y(0) = 1, y(π/4) = −2;
f) y′′ − 2y′ + 2y = 1, y(0) = 1, y(π/4) = −2;
g) y′′ − 4y = 0, y(0) = 1, y(π/4) = −2;
h) y′′ − 4y = 8x+ 4, y(0) = 1, y(π/4) = −2;
i) y′′ + 4y′ + 4y = 0, y(0) = 1, y(1) = 2;
j) y′′ + 4y′ + 4y = e3x, y(0) = 1, y(1) = 2;
k) y′′ − 6y′ + 9y = 0, y(0) = 1, y(1) = 2;
l) y′′ − 6y′ + 9y = cosx, y(0) = 1, y(1) = 2.

Hint. About the equations of oscillatory motion you can read, for exam-
ple, at: http://www.ftj.agh.edu.pl/~wierzbanowski/R_Harm(7).pdf [59].

http://www.ftj.agh.edu.pl/~wierzbanowski/R_Harm(7).pdf


Chapter 9

Moisture �eld and membrane shape
description � the boundary value
problem solved by Ritz method

9.1. About approximate methods for solving partial
di�erential equations [29]

Partial di�erential equations can be solved by the following methods:
characteristics, separation of variables, integral transformations, confor-
mal transformations, potentials, Green's function, di�erential, as well as
the methods of: Ritz, Kantorovich, Galerkin [29] etc.

9.1.1. Ritz method

Let φ1, φ2, φ3, . . . be a sequence of linearly independent functions, and
Φ the m-dimensional space de�ned as the set of all linear combinations
of

ψm =
m∑
k=1

λkφk, (9.1)

where λk are any real (complex) numbers. Let's note that the sequence
of φ1, φ2, . . . , φm is the base of the space Φ.

Determining the approximate solution of a boundary problem with
homogeneous conditions for a di�erential equation using the Ritz method
involves �nding the minimum of the function J [u] for which the given
di�erential equation (Euler's condition) is a necessary condition for op-
timality. The Euler condition for the functional

J [u] =

∫∫∫
Ω

F (x, y, z, u, ux, uy, uz)dxdydz

is of the form ∂F
∂u
− ∂

∂x
∂F
∂ux
− ∂

∂y
∂F
∂uy
− ∂

∂z
∂F
∂uz

= 0, and for the the functional

J [u] =

∫∫
D

F (x, y, u, ux, uy)dxdy,
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is of the form ∂F
∂u
− ∂

∂x
∂F
∂ux
− ∂

∂y
∂F
∂uy

= 0.

We look for this minimum in the m-dimensional space Φ, i.e. min
(λk)

J [ψm].

Depending on the order of the di�erential equation and the boundary
conditions, the functions will satisfy:

a) for the Dirichlet problem

∀P∈S ∀k φk|P = 0, (9.2)

b) for the von Neumann problem

∀P∈S ∀k
∂φk

∂n

∣∣∣∣
P

= 0, (9.3)

where S is the surface bounding the area ω, in which we are looking
for a solution, P is the point of the surface of S.

For inhomogeneous Dirichlet and Neumann problems, the approximate
solution is represented as follows:

ψ∗
m = φ0 + ψm,

where ψm is a function of the form (9.2) composed of elements of φk,
with φk satisfying the corresponding homogeneous boundary conditions,
while φ0 satis�es the heterogeneous condition.

When solving boundary problems, it is convenient to introduce a
multivariate notation of the elements of the base of the space Φ ((for two
variables � two-variable, for three variables � three-variable etc.).

Example 9.1. (The problem of mass and heat exchange)
We will determine the stationary moisture �eld w(x, y) in a porous body
with the shape of an in�nitely long prism with a square cross section
with sidewall moisture constant over time.

The function w(x, y) satis�es the Laplace equation in the region
Q = (0, a)× (0, a)

∂2w

∂x2
+
∂2w

∂y2
= 0 (9.4)

and the boundary conditions

w(0, y) = 0, w(a, y) =
W0

a
y, for y ∈ (0, a), (9.5)

w(x, 0) = 0, w(x, a) =
W0

a
x, for x ∈ (0, a), (9.6)
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where W0 > 0. For a functional of the following form

J [w] =

a∫
0

a∫
0

[(
∂w

∂x

)2

+

(
∂w

∂y

)2
]
dxdy (9.7)

the equation (9.4) is a necessary condition for optimality. Solving the
formulated boundary problem by the Ritz method, we approximate the
function by an expression of the form

wMN(x, y) = φ0(x, y) +
M∑

m=1

N∑
n=1

Amnφmn(x, y). (9.8)

The function φ0(x, y) must satisfy the boundary conditions (9.5) and
(9.6), while φmn(x, y) satis�es the zero boundary conditions. We assume

φ0(x, y) =
W0

a2
xy, (9.9)

φmn(x, y) = xmyn(x− a)(y − a), (9.10)

the coe�cients of Anm are selected so that the functional

J [wMN ] =

a∫
0

a∫
0

[(
∂wMN

∂x

)2

+

(
∂wMN

∂y

)2
]
dxdy (9.11)

reaches a minimum.
In further calculations, we are limited to the solution of the form (M = 1,
N = 1) .

w11(x, y) =
W0

a2
xy + A11xy(x− a)(y − a), (9.12)

and thus to the determination of the coe�cient A11. In the calculations
you can use the Wolfram Alpha program, where we can calculate the
partial derivatives (Fig. 9.1).
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Figure 9.1: Calculation of partial derivatives, by E. Ko¹niewski

We square the calculated partial derivatives, sum and expand (Fig. 9.2).

Figure 9.2: The expansion of the squares of partial derivatives, by E. Ko¹niewski



9.1. About approximate methods for solving partial di�erential equations 129

As a result of calculating the integral of (9.7) for w11, we obtain a function
F of the variable A11 of the form

J [w11] = F (A11) = B + CA2
11. (9.13)

This function gets to an extremum for A11 = 0. Therefore, w11(x, y) =
W0

a2
xy is the solution of the boundary problem. Hence, the function

w(x, y) = W0

a2
xy describes the stationary moisture �eld.

Example 9.2. (The problem of mechanics � PM)
The membrane in the shape of a regular triangle with height a > 0 is
uniformly loaded. It is in a static state, with its edge located in the plane
z = 0.

Figure 9.3: PM, by E. Ko¹niewski

The deformation of the membrane z(x, y) satis�es in the area

D =

{
(x, y) : x ∈ (0, a), y ∈

(
− x√

3
,
x√
3

)}
(9.14)

Poisson's equation
∂2z

∂x2
+
∂2z

∂y2
= − p

T
, (9.15)

where p > 0 is the pressure exerted by the membrane load, T � membrane
tension, with the function z(x, y) taking a value of zero at the edge of
the area D.
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For the functional

J [z] =

a∫
0


x√
3∫

− x√
3

[(
∂z

∂x

)2

+

(
∂z

∂y

)2

− 2
p

T
z

]
dy

 dx (9.16)

the equation (9.15) is a necessary condition for optimality. Solving the
formulated boundary problem by the Ritz method, we approximate the
function by an expression of the form

zMN(x, y) =
M∑

m=1

N∑
n=1

Amnφmn(x, y). (9.17)

The function φmn(x, y) must satisfy the boundary conditions (9.14).
Thus, we assume the following polynomial form of the function

φmn(x, y) = (x2 − 3y2)(x− a)my2n−2. (9.18)

The coe�cients Anm are chosen so that the functional

J [zMN ] =

a∫
0


x√
3∫

− x√
3

[(
∂zMN

∂x

)2

+

(
∂zMN

∂y

)2

− 2
p

T
zMN

]
dy

 dx

(9.19)
reaches a minimum in the given class of functions. In further calculations,
we restrict ourselves to an approximate solution of the form (for M =
1, N = 1)

z11(x, y) = A11(x
2 − 3y2)(x− a), (9.20)

and thus �nding only one coe�cient A11, in which we can skip indices and
write it as A. The derivatives of the function (9.20) will be determined
in the Wolfram Alpha environment. For simplicity, we temporarily omit
the coe�cient A, which is a constant.
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Figure 9.4: Calculation of partial derivatives in the Wolfram Alpha environment,
by E. Ko¹niewski

By squaring the partial derivatives of the function, we get (Fig. 9.5)

Figure 9.5: Expanding the sum of squares of partial derivatives in the Wolfram
Alpha environment, by E. Ko¹niewski
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Taking into account additionally the di�erence (the minuend of
2p
T
A (x3 − 3xy2 − ax2 + 3y2a)), the expression under the integral will take

the form

A2
(
4a2x2 + 36a2y2 − 12ax3 − 60axy2 + 9x4 + 18x2y2+

+ 9y4
)
− 2

p

T
A
(
x3 − 3xy2 − ax2 + 3y2a

)
.

Then the integral is calculated as follows

J [zMN ] =

a∫
0


x√
3∫

− x√
3

[(
∂zMN

∂x

)2

+

(
∂zMN

∂y

)2

− 2
p

T
zMN

]
dy

 dx =

=

a∫
0


x√
3∫

− x√
3

[
A2
(
4a2x2 + 36a2y2 − 12ax3 − 60axy2 + 9x4 + 18x2y2 + 9y4

)
−

− 2
p

T
A
(
x3 − 3xy2 − ax2 + 3y2a

)]
dy

}
dx.

After calculating the integral of (9.19) we get the following

J [z11] = F (A11) =
8a6

15
√
3
A2

11 +
4a5p

15
√
3T

A11. (9.21)

The coe�cient A11 is the root of the equation

F ′(A11) =
16a6

15
√
3
A11 +

4a5p

15
√
3T

= 0, (9.22)

hence
A11 = −

p

4aT
. (9.23)

In view of (9.20) we have the �nal solution

z11(x, y) = −
p

4aT
(x2 − 3y2)(x− a). (9.24)

The obtained function satis�es both the equation (9.15), and the zero
conditions at the edge, so it is a solution to the formulated boundary
problem for the triangular-shaped membrane.
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9.2. Di�erence method [53]

This is the most widely used numerical method. In this method,
derivatives are replaced by di�erence quotients and the resulting equa-
tions are called di�erence equations. These equations relate the values
of functions to each other at isolated points, which are chosen to form a
regular grid (rectangular or cuboid).

Figure 9.6: Di�erence method. A model of a bent rod, by E. Ko¹niewski based
on [53]

Example 9.3.
In the �gure 9.6 the physical model of the rod bending in the plane
OXZ (Fig. 9.6a,b). The searched �eld is the de�ections w(x) (z(x) in
the system OXZ, Fig. 9.6c). The mathematical description is expressed
by the formula

d2

dx2

(
E(x)J(x)

d2w

dx2

)
= q(x). (9.25)

The discretization will consist in replacing the di�erential operators
(derivatives) with di�erence operators (i.e. di�erence quotients). In the
interval (0, l) ) we set a �nite number of points, nodes at intervals ∆x
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and assign parameters to each of them (w-de�ection, E-Young's modu-
lus, J-moment of inertia, qi-load), i = 1, 2, . . . , n (Fig. 9.6d). Then we
expand the function into a Taylor series around the point i and consider
its three terms.

w(x) = wi + x
dw

dx

∣∣∣∣
i

+
x2

2

d2w

dx2

∣∣∣∣
i

. (9.26)

This means that in the interval (0, l) we assume an interpolation func-
tion in the form of a second order polynomial. The three parameters
wi−1 , wi , wi+1 uniquely de�ne this polynomial. In a system that starts
at point i we can write

for x = −∆x, wi−1 = wi −∆x dw
dx

∣∣
i
+ ∆x2

2
d2w
dx2

∣∣∣
i
,

for x = ∆x, wi+1 = wi +∆x dw
dx

∣∣
i
+ d2w

dx2

∣∣∣
i
,

(9.27)

where w(−∆x) = wi−1, w(0) = wi, w(∆x) = wi+1.
By adding sides (9.27), ) we get

wi−1 + wi+1 = 2wi +∆x2
d2w

dx2

∣∣∣∣
i

,

i.e.
d2w

dx2

∣∣∣∣
i

≈ wi−1 − 2wi + wi+1

∆x2
=

∆2w

∆x2
, (9.28)

while subtracting sides ((9.27); the �rst from the second), we get the
following

wi+1 − wi−1 = 2∆x
dw

dx

∣∣∣∣
i

, (9.29)

that is
dw

dx

∣∣∣∣
i

≈ −wi−1 + wi+1

2∆x
=

∆w

∆x
. (9.30)

We determine the operator of the third derivative using (9.30) and (9.28)

d3w

dx3

∣∣∣∣
i

=
d

dx

d2w

dx2

∣∣∣∣
i

≈ 1

2∆x

(
d2w

dx2

∣∣∣∣
i+1

− d2w

dx2

∣∣∣∣
i−1

)
=

=
1

2∆x

(
wi − 2wi+1 + wi+2

∆x2
− wi−2 − 2wi−1 + wi

∆x2

)
=

=
1

2∆x3
(−wi−2 + 2wi−1 − 2wi+1 + wi+2) =

∆3w

∆x3
, (9.31)
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while the operator of the fourth derivative is determined by using twice
(9.28)

d4w

dx4

∣∣∣∣
i

=
d2

dx2
d2w

dx2

∣∣∣∣
i

≈ 1

∆x2

(
d2w

dx2

∣∣∣∣
i−1

− 2
d2w

dx2

∣∣∣∣
i

+
d2w

dx2

∣∣∣∣
i+1

)
=

=
1

∆x2

(
wi−2 −2wi−1 + wi

∆x2
−2wi−1 −2wi +wi+1

∆x2
+
wi −2wi+1 +wi+2

∆x2

)
=

=
1

∆x4
(wi−2 − 4wi−1 + 6wi − 4wi+1 + wi+2) =

∆4w

∆x4
. (9.32)

We will now write the equation (9.25) for ith point, i.e.
d2

dx2

(
E(x)J(x)d

2w
dx2

)
= q(x) using di�erential operators

1

∆x2

(
Ei−1Ji−1

d2w

dx2

∣∣∣∣
i−1

− 2EiJi
d2w

dx2

∣∣∣∣
i

+ Ei+1Ji+1
d2w

dx2

∣∣∣∣
i+1

)
=

=
1

∆x2

(
Ei−1Ji−1

wi−2 − 2wi−1 + wi

∆x2
− 2EiJi

wi−1 − 2wi + wi+1

∆x2
+

+Ei+1Ji+1
wi − 2wi+1 + wi+2

∆x2

)
= qi.

By transforming we get

Ei−1Ji−1 (wi−2 − 2wi−1 + wi)− 2EiJi (wi−1 − 2wi − wi+1)+

+Ei+1Ji+1 (wi−2wi+1 + wi+2) = qi∆x
4.

After sorting out, we get

Ei−1Ji−1wi−2 − 2(Ei−1Ji−1 + EiJi)wi−1 + (Ei−1Ji−1 + 4EiJi+

+Ei+1Ji+1)wi − 2(EiJi + Ei+1Ji+1)wi+1 + Ei+1Ji+1wi+2 = qi∆x
4. (9.33)

We compose equations (9.33) for each node in the interval (0, l).
For n = 5 taking sequentially for i = 1, 2, 3, 4, 5, considering
only the nodes located in the interval (we take only those com-
ponents containing Ek, J0, ws whose indices satisfy the condition
1 ≤ k, o, s ≤ n = 5,∆x = l

n−1
) we have

for i = 1:
(4E1J1 + E2J2)w1 − 2(E1J1 + E2J2)w2 + E2J2w3 = q1

(
l
4

)4
,
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for i = 2:
−2(E1J1 + E2J2)w1 + (E1J1 + 4E2J2 + E3J3)w2 − 2(E2J2 + E3J3)w3+

+E3J3w4 = q2
(
l
4

)4
,

for i = 3:
E2J2w1 − 2(E2J2 + E3J3)w2 + (E2J2 + 4E3J3 + E4J4)w3 − 2 (E3J3+

+ E4J4)w4 + E4J4w5 = q3
(
l
4

)4
,

for i = 4:
E3J3w2 − 2(E3J3 + E4J4)w3+

+(E3J3 + 4E4J4 + E5J5)w4 − (E4J4 + E5J5)w5 = q4
(
l
4

)4
,

for i = 5:
E4J4w3 − 2(E4J4 + E5J5)w4 + (E4J4 + 4E5J5)w5 = q5

(
l
4

)4
.

We get a system of equations with a matrix (symmetric � (9.32)):[
4E1J1+E2J2 −2(E1J1+E2J2) E2J2 0 0

−2(E1J1+E2J2) E1J1+4E2J2+E3J3 E2J2+E3J3 E3J3 0
E2J2 E2J2+E3J3 E2J2+4E3J3+E4J4 −2(E3J3+E4J4) E4J4

0 E3J3 −2(E3J3+E4J4) E3J3+4E4J4+E5J5 −2(E4J4+E5J5)
0 0 E4J4 −2(E4J4+E5J5) E4J4+4E5J5

]
(9.34)

with a vector of unknowns [w1, w2, w3, w4, w5]
T and a vector of free ex-

pressions.
After solving the system, we obtain as a discrete approximation
the de�ection function w(x) at the nodes of the vector values
[w1, w2, w3, w4, w5]

T .

Example 9.4. [29]
We will illustrate this using the Laplace equation as an example. We

are looking for a function u(x, y) that satis�es the equation

∂2u

∂x2
+
∂2u

∂y2
= 0 (9.35)

in the �at region D bounded by the line L and satisfying the boundary
condition

u(P ) = f(P ) for P ∈ L, (9.36)

where f is a given function (Dirichlet's problem).
We assume ∆x = ∆y = h > 0 and determine xi, yj coordinates of the

points for which we will calculate the approximate values of the function
u. These are numbers

xi = x0 + ih, yj = y0 + jh, (9.37)
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where x0, y0 are the coordinates of the selected point. We assume the
notation

uij = u(xi, yj). (9.38)

In order to reduce the equation (9.35) to di�erence form, we replace
the derivatives by the appropriate di�erence quotients

∆2u

∆x2
=

ui+1,j − 2ui,j + ui−1,j

h2
, (9.39)

∆2u

∆y2
=

ui,j+1 − 2ui,j + ui,j−1

h2
. (9.40)

After substituting into (9.35) and transforming the quotients, we get the
following

uij =
ui+1,j + ui−1,j + ui,j+1 + ui,j−1

4
. (9.41)

The value of the function u at any node is equal to the arithmetic
mean value of the function u at neighboring nodes. The nodes lying
on the contour L of the region D are assigned numbers determined by
the boundary condition (9.36). Thus, we can write as many equations
(9.41) with the same number of unknowns unm as there are nodes lying
inside the region D. The resulting system is a system of linear equations.
Problems may arise here:

� the nodal points do not lie on the edge of the region, in which case
we do interpolation or extrapolation;

� we have a large number of unknowns in the notation.

We then use the so-called relaxation method, according to which:

1) we create a square mesh with distances between adjacent nodes equal
to h > 0, spanning the entire region under consideration, and, based
on the given condition, we assign the values of the function u to the
edge nodes, while we assign arbitrary numbers to the interior nodes;

2) we draw up an analogous grid again and assign to its nodes the func-
tion values calculated according to the formula (9.41), i.e., the arith-
metic mean function values corresponding to the neighboring nodes
on the previous grid. It is shown that the sequences of function values
u obtained by the relaxation method for the grid nodes converge to
the roots of the mentioned system of equations.
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9.3. Problems

1. Write the function wMN(x, y) = φ0(x, y)+
M∑

m=1

N∑
n=1

Amnφmn forM = 2,

N = 3.
2. Write the system of equations (9.33) for n = 6.
3. The membrane in the shape of an isosceles triangle with height a =

3 m, and base length 2a
√

q
r
m (no � number of student in the list,

table 9.1) is uniformly loaded. The membrane is in a static state,
with its edge located in the z = 0 plane, the vertex of the membrane
triangle is located in the origin of the coordinate system, the axis
OX is the axis of symmetry of the membrane. Find the solution
of the boundary value problem given in this way, i.e., describe the
area D, check the ful�llment of the boundary conditions, check the
correctness of the description of the functional for the assumed form
of the polynomial φmn(x, y), assuming M = 1 and N = 1. Leave the
values of p and T general. In solving the problem, assume:
φmn(x, y) = (qx2 − ry2)(x− a)my2n−2.

Table 9.1: Data for task 3, by E. Ko¹niewski

nr q r nr q r nr q r nr q r
1 2 3 23 4 7 45 5 7 67 8 15
2 2 4 24 4 8 46 5 8 68 8 17
3 2 5 25 4 9 47 5 9 69 9 4
4 2 6 26 4 10 48 6 5 70 9 5
5 2 7 27 4 11 49 6 7 71 9 7
6 2 8 28 4 12 50 6 9 72 9 8
7 2 9 29 4 13 51 6 11 73 9 11
8 4 11 30 4 14 52 7 2 74 9 13
9 4 13 31 4 2 53 7 3 75 9 14
10 5 14 32 4 3 54 7 4 76 9 15
11 6 15 33 4 5 55 7 5 77 9 16
12 7 15 34 4 7 56 7 6 78 10 7
13 3 2 35 4 9 57 7 8 79 10 9
14 3 4 36 4 11 58 7 9 80 10 11
15 3 5 37 4 5 59 7 10 81 10 13
16 3 6 38 4 7 60 7 11 82 10 17
17 3 7 39 4 9 61 8 7 83 10 19
18 3 8 40 4 11 62 8 3 84 11 6
19 3 2 41 5 2 63 8 5 85 11 7
20 3 4 42 5 3 64 8 9 86 11 8
21 3 5 43 5 4 65 8 11 87 11 9
22 3 6 44 5 6 66 8 13 88 11 10



Chapter 10

Demand for ready-mix concrete �
attempt to describe the problem in
the form of a linear model

10.1. Econometric model [48]

Econometrics is the science of methods for studying the quantitative
relationships that exist between economic phenomena. The basic tool of
econometric analysis is an econometric model. A descriptive econometric
model is a description of the stochastic dependence of the phenomenon
under study (response variable) on the factors (phenomena) shaping it
(explanatory variables), expressed in the form of an equation or system
of equations. We denote the response variable by Y , the explanatory
variables by X1, X2, . . . , Xm. There are many factors that in�uence the
formation of the response variable, but it is impossible to take into ac-
count all of them. The explanatory variables include the most important
facts. Their selection is not an easy thing. A descriptive econometric
model representing the dependence of the variable Y on the variables
X1, X2, . . . , Xm can be written in analytical form using the function

Y = f(X1, X2, . . . , Xm, ε), (10.1)

where ε stands for the so-called random deviation.
If the dependence of the response variable Y on the explanatory vari-
ables X1, X2, . . . , Xm is linear, then we are dealing with a descriptive
econometric model of the form

Y = α0 + α1X1 + α2X2 + . . .+ αmXm + ε. (10.2)

After rejecting random deviations ε we get the equation

Ŷ = α0 + α1X1 + α2X2 + . . .+ αmXm, (10.3)

where Ŷ is the expectation value of the response variable Y . In an econo-
metric model there are some unknown quantities that must be estimated,
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these are the parameters of the model. We have two types: structural
parameters and stochastic structure parameters of the model. In the
model (10.2) the �rst ones are α0, α1, α2, . . . , αm, while the stochastic
structure parameters of the model are the parameters of the distribu-
tion of random deviations, such as the expectation value and variance of
random deviations and the autocorrelation coe�cients of deviations.

Testing an econometric model is a multi-step process.
Preliminary step: It is determined what phenomenon will be studied,
and therefore what is the response variable.
First step: Selection of explanatory variables from among a number of
factors.
Second step: Selection of analytical form of the model (function (10.1)).
Third step: Parameter estimation of the model.
Fourth step: Model veri�cation.
Fifth step: Making conclusions based on the model, that is, putting it
to practical use in the form of economic analysis or forecasting.

10.1.1. Selection of explanatory variables

Eliminating almost constant variables. Explanatory variables in
a linear econometric model from a formal point of view should have the
following properties: high variability, strong correlation with the response
variable, weak cross-correlation, strong correlation with variables that
did not enter into the explanatory variables. We select variables using
statistical methods.

Example 10.1.

Table 10.1: Values of variables in the model in 1991 � 2000 [48]

Years Y X1 X2 X3 X4

1991 10 6 8 14 12
1992 10 6 8 14 12
1993 16 10 12 18 12
1994 16 10 12 18 14
1995 12 8 8 18 10
1996 14 10 8 18 12
1997 20 12 14 24 14
1998 20 12 16 24 12
1999 20 12 16 26 12
2000 22 14 18 26 10
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To describe the production of an enterprise (Y ) expressed in millions
of zlotys, four quantities are preliminarily assumed: X1 � employment
[thousand people], X2 � value of machines and equipment [million zloty],
X3 � machine downtime [days], X4 � capital investments [million zloty].
The values of the variables in 1991− 2000 are given in the table 10.1.
Model construction:

1. On the basis of substantive reconnaissance, we compile a set of po-
tential (primary) variables X1, X2, . . . , Xm, that we believe (on �rst
viewing) interact with the response variable (Y ).

2. Statistical data that are realizations of the response variable and po-
tential explanatory variables are collected, i.e., a vector y of observa-
tions of the variable Y and a matrix of observationsX of the variables
X1, X2, . . . , Xm in the form

y =


y1
y2
· · ·
yn

 , X =


x11 x12 . . . x1m
x21 x22 . . . x2m
. . . . . . . . . . . .
xn1 xn2 . . . xnm

 . (10.4)

3. Eliminate potential explanatory variables characterized by too low a
level of variability.

4. Correlation coe�cients between all variables under consideration are
calculated.

5. Reduction of the set of potential explanatory variables is carried out
using the selected statistical procedure.

The precondition for declaring a quantity as an explanatory variable
is high variability, the measure of the level of which is the coe�cient of
variability

νi =
Si

xi
i = 1, 2, . . . ,m, (10.5)

where xi is the arithmetic mean of the variable Xi

xi =
1

n

n∑
l=1

xli i = 1, 2, . . . ,m, (10.6)



142 Demand for ready-mix concrete...

while Si is the standard deviation of the variable Xi

Si =

(
1

n

n∑
l=1

(xli − xi)2
) 1

2

i = 1, 2, . . . ,m. (10.7)

The critical value of the coe�cient of variation ν∗, is chosen, e.g. ν∗ =
0.01. Variables that satisfy the inequality

νi ≤ ν∗ (10.8)

are considered almost constant and are excluded from the set of explana-
tory variables. It is assumed that these variables do not add signi�cant
information in the analysis being conducted.

We check what the variability of the variables in the example (10.1) is,
assuming that the critical value of the coe�cient of variation is ν∗ = 0.15.
The arithmetic averages of the variables X1, X2, X3, X4 are as follows

x1 = 10, x2 = 12, x3 = 20, x4 = 12.

Table 10.2: Calculation of the mean and standard deviation for data from the table
10.1, by E. Ko¹niewski

l x11−x1 x12−x2 x13−x3 x14−x4 (x11−x1)2 (x12−x2)2 (x13−x3)2 (x14−x4)2

1 −4 −4 −6 0 16 16 36 0
2 −4 −4 −6 0 16 16 36 0
3 0 0 −2 0 0 0 4 0
4 0 0 −2 2 0 0 4 4
5 −2 −4 −2 −2 4 16 4 4
6 0 −4 −2 0 0 16 4 0
7 2 2 4 2 4 4 16 4
8 2 4 4 0 4 16 16 0
9 2 4 6 0 4 16 36 0

10 4 6 6 −2 16 36 36 4∑
0 0 0 0 64 136 192 16

With the help of the table 10.2 we determine the standard deviations

S1 =

√
1

10
· 64 = 2.530, S2 =

√
1

10
· 136 = 3.688,

S3 =

√
1

10
· 192 = 4.382, S4 =

√
1

10
· 16 = 1.265
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and then the coe�cients of variation

ν1 =
2.530

10
= 0.253, ν2 =

3.688

12
= 0.307,

ν3 =
4.382

20
= 0.219, ν4 =

1.265

12
= 0.105.

The coe�cient of variation of ν4 is smaller than the assumed critical value
ν∗ = 0.15, so we consider the variable denoted by X4 to be not useful.

Vector and matrix of correlation coe�cients. To the evaluation
of the strength of the linear relationship between the response variable
Y and the potential explanatory variables X1, X2, . . . , Xm correlation
coe�cients ri are calculated

ri =

n∑
l=1

(yl − y) (xli − xi)√
n∑

l=1

(yl − y)2
n∑

l=1

(xli − xi)2
, i = 1, 2, . . . ,m. (10.9)

These coe�cients are represented in the form of a correlation vector

R0 = [r1, r2, . . . , rm]
T . (10.10)

Correlation coe�cients between potential explanatory variables are
calculated according to the formula

rij =

n∑
l=1

(xli − xi) (xlj − xj)√
n∑

l=1

(xli − xi)2
n∑

l=1

(xlj − xj)2
, i, j = 1, 2, . . . ,m. (10.11)

These coe�cients form a correlation matrix

R =


1 r12 . . . r1n
r21 1 . . . r2n

. . . . . .
. . . . . .

rm1 rm2 . . . 1

 . (10.12)

The matrix R is symmetrical, i.e. rij = rji.
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Analysis method of correlation coe�cient matrix.
The point of this method is that we choose those explanatory variables
that are strongly correlated with the response variable and at the same
time weakly correlated with each other. We analyze the vector R0 and
the matrix R. For a given level of signi�cance γ and for n− 2 degrees of
freedom, determines the so-called critical value of the correlation coe�-
cient

r∗ =

(
(l∗)2

(l∗)2 + n− 2

) 1
2

, (10.13)

where: l∗ is the value of the statistic read from Student's t test tables
for a given γ and for n− 2 degrees of freedom. The critical value of the
correlation coe�cient r∗ can also be asked in advance by the researcher.
The procedure is as follows:

1. From the set of potential explanatory variables are eliminated those
for which holds the inequality

|ri| ≤ r∗; (10.14)

these variables are insigni�cantly correlated with the response vari-
able.

2. Among the other explanatory variables, the variable Xh is selected
such that

|rh| = max
i
{|ri|}; (10.15)

this variable carries the largest amount of information about the re-
sponse variable.

3. From the set of potential explanatory variables are eliminated those
for which holds the inequality

|rhi| > r∗; (10.16)

are variables that are too highly correlated with the explanatory vari-
able Xh, and therefore duplicate the information it provides.

The procedure described in 1, 2, 3 continues until the set of potential
explanatory variables is exhausted.

Example 10.2. A construction materials trading company interested in
the sales volume of concrete (Y ) analyzed the sales overview of other ma-
terials as well, to examine their relationship to concrete sales. It initially
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proposed 8 potential explanatory variables determining sales volume in
the past 24 months: extruded polystyrene foam for foundations (X1),
ceramic roof tiles (X2), metal roo�ng tiles (X3), lime (X4), porotherm
ceramic blocks (X5), glaze (X6), clinker bricks (X7), reinforcing steel
(X8).

Using the building materials sales data, a vector of
correlation coe�cients of the response variable with po-
tential explanatory variables was determined as follows
R0 = [−0.59;−0.06; 0.08; 0.013; 0.54;−0.15;−0.10; 0.72]T and the
correlation matrix between the potential explanatory variables

R=



1 −0.09 0.35 −0.17 −0.62 −0.40 −0.16 −0.55
−0.09 1 −0.06 −0.38 0.00 0.15 0.22 0.11
0.35 −0.06 1 0.33 −0.11 −0.20 −0.45 −0.02
−0.17 −0.38 0.33 1 0.20 −0.07 −0.44 0.07
−0.62 0.00 −0.11 0.20 1 0.22 0.17 −0.11
−0.40 0.15 −0.20 −0.07 0.22 1 −0.19 0.47
−0.16 0.22 −0.45 −0.44 0.17 −0.19 1 0.05
−0.55 0.11 −0.02 0.07 −0.11 0.47 0.05 1


.

We will select the explanatory variables for a signi�cance level of γ = 0.10
and for n− 2 = 22 degrees of freedom. From t Student's tables, we read
the value of the theoretical statistic l∗ = 1.717, and then calculate the
critical value of the correlation coe�cient

r∗ =

(
(1.717)2

(1.717)2 + 24− 2

) 1
2

= 0.344.

First, we eliminate all variables that are less correlated with the response
variable than at the level 0.344 (values of ri less than 0.344). These
are the variables X2, X3, X4, X6, X7, for which r2 = −0.06; r3 = 0.08;
r4 = 0.13; r6 = −0.15; r7 = −0.10.
From the remaining primary variables, we choose the variable most
strongly correlated with the response variable. This is X8 (= 0.72) � the
�rst explanatory variable. We then eliminate the remaining explanatory
variables for which |r8i| > 0.344. There is one such variable: X1, after all
|r81| = 0.55 (the last row or last column of the R matrix), although there
is another (X6, |r86| = 0.47), but this one we eliminated earlier. From
such a reduced set, we choose another (worse than the best) explanatory
variable, it is X5. But since it is the only variable already, so we leave it.
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In the end, two explanatory variables X5, X8 (porotherm ceramic blocks
and reinforcing steel) remain. So we have a model

Y = α0 + α1X5 + α2X8 + ε.

The multiple correlation coe�cient is a measure of the strength
of the linear relationship of the response variable Y with the explanatory
variables X1, X2, . . . , Xm and is de�ned as follows:

R =

√
1− det(W )

det(R)
, (10.17)

where det(R) denotes the determinant of the matrix R of the correla-
tion coe�cients of the explanatory variables, combined in pairs, det(W )
denotes the determinant of the matrix

W =

[
1 RT

0

R0 R

]
. (10.18)

In expanded form, the W matrix is written as follows

W =


1 r1 r2 . . . rm
r1 1 r12 . . . r1m
r2 r21 1 . . . r2m

. . . . . . . . .
. . . . . .

rm rm1 rm2 . . . 1

 . (10.19)

The multivariate correlation coe�cientR takes values of 0 ≤ R ≤ 1. It
takes on higher values the stronger the relationship between the response
variable and the explanatory variables.

10.2. Estimating parameters of linear models by the
method of least squares

Estimating the parameters of an econometric model gets down to as-
signing speci�c numerical values to unspeci�ed parameters. A frequently
used method for estimating the parameters of linear econometric models

Y = α0 + α1X1 + α2X2 + . . .+ αmXm + ε (10.20)
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is the method of least squares. It consists in determining such values
of ratings a0, a1, a2, . . . , am, of the parameters α0, α1, α2, . . . , αm,that the
sum of squares of deviations of the observed values of the explained vari-
able from its theoretical values calculated from the model is the smallest,
i.e.

n∑
i=1

e2i → min, (10.21)

where ei (i = 1, 2, . . . , n) is the deviation of the empirical values of the ex-
planatory variable from its theoretical values, also known as the residual
of the model. By ei we mean the di�erence

ei = yi − ŷi (i = 1, 2, . . . , n), (10.22)

with

ŷi = a0 + a1xi1 + a2xi2 + . . .+ amxim, i = 1, 2, . . . , n. (10.23)

The use of the least squares method requires certain assumptions. The
estimated model is: (1) linear model, (2) explanatory variables are
non-random quantities with �xed elements, (3) explanatory variables are
not collinear, (4) the random component has an expected value equal to
zero and a constant �nite variance, (5) there is no autocorrelation of the
random component (random component over time).

10.2.1. Estimation of parameters of a model with one
explanatory variable

The linear econometric model with one explanatory variable is of the
form

Y = β + αX + ε. (10.24)

The evaluation values a and b of the structural parameters α and β ore
obtained from the condition

S(a, b) =
n∑

i=1

(yi − b− axi)2 → min . (10.25)

The function S(a, b) reaches a minimum, at the point (a, b) where the
partial derivatives of this function are zeroed. The necessary condition for
the existence of an extremum is, due to the inequality S(a, b) > 0, at the
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same time a su�cient condition. After equating the partial derivatives
to zero, we obtain a system of equations with unknowns a and b

b · n+ a
n∑

i=1

xi =
n∑
i

yi,

b
n∑

i=1

xi + a
n∑

i=1

x2i =
n∑

i=1

yixi.
(10.26)

Solving the system (10.26), we get the formulas for the evaluation a and
b

a =

n∑
i=1

yixi−nx y

n∑
i=1

x2
i−n(x)2

, (10.27)

b = y − ax, (10.28)

where y and x denote the arithmetic averages of the variables Y and X.
Equivalently, the formula (10.27) can be written in the form

a =

n∑
i=1

(yi − y) (xi − x)
n∑

i=1

(xi − x)2
. (10.29)

The evaluation value a of the α parameter tells how many units the
response variable Y will change if the explanatory variable X changes by
a unit.

In the case where t is a time variable, we get a linear model of devel-
opment trend

Y = β + αt+ ε. (10.30)

If the variable t takes the values t = 1, 2, ..., n, then
n∑

t=1

(
t− t

)2
=

n(n2−1)
12

and then, due to t = n(n+1)
2

, we can determine the assessment a from the
formula

a =

12
n∑

t=1

(yt − y)
(
t− n(n+1)

2

)
n(n2 − 1)

. (10.31)

Then the evaluation b = y−at. The evaluation of the variance of random
deviations of a linear model with one explanatory variable is obtained
from the formula

S2
e =

n∑
i=1

e2i

n− 2
. (10.32)
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The magnitude of Se is the standard deviation of the residuals of the
model, by how much the observed values of the response variable on
average di�er from the theoretical values of this variable determined from
the model. The standard errors S(a) and S(b) of the estimates of the
structural parameters α and β are determined from the formulas

S(a) =
Se√

n∑
i=1

x2i − n (x)
2

(10.33)

or

S(a) =
Se√

n∑
i=1

(xi − x)2
, (10.34)

S(b) = Se

√√√√√√√
n∑

i=1

x2i

n

(
n∑

i=1

x2i − n (x)
2

) (10.35)

or

S(b) = Se

√√√√√√√
n∑

i=1

x2i

n
n∑

i=1

(xi − x)2
. (10.36)

10.2.2. Estimation of parameters of a model with multiple
explanatory variables

To show the least squares method applied to a linear econometric
model with multiple (m) explanatory variables

Y = α0 + α1X1 + α2X2 + . . .+ αmXm + ε, (10.37)

we will introduce matrix notation
yT = [y1, y2, . . . , yn] � the vector of observations of the response variable,

X =


1 x11 x12 . . . x1m
1 x21 x22 . . . x2m

. . . . . . . . .
. . . . . .

1 xn1 xn2 . . . xnm

 � observation matrix of explanatory
variables,
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aT = [a0, a1, a2, . . . , am] � vector of ratings of structural parameters,
eT = [e1, e2, . . . , en] � the residual vector of the model.

The function � the criterion of the method of least squares � is written
as follows

S(a0, a1, a2, . . . , am) = eTe→ min, (10.38)

where
e = y −Xa. (10.39)

The formula for the vector a ratings of the structural parameters of the
model is as follows

e =
(
XTX

)−1
XTy. (10.40)

The variance of random deviations is estimated using the formula

S2
e =

eTe

n−m− 1
=

n∑
i=1

e2i

n−m− 1
. (10.41)

The variance and covariance matrix of the evaluations a0, a1, a2, . . . , am,
of the structural parameters α0, α1, α2, . . . , αm estimated from the for-
mula

D2(a) = S2
e (X

TX)−1. (10.42)

In the matrix (10.42) the elements on the main diagonal are the vari-
ances of V (ai) (i = 0, 1, 2, . . . ,m) estimates of the structural parameters
α0, α1, α2, . . . , αm. The magnitudes

S(ai) =
√
V (ai) (i = 0, 1, 2, . . . ,m) (10.43)

are the standard errors of structural parameter estimates.

10.2.3. Veri�cation of linear models

After estimating the parameters of the model, it should be examined
whether it well describes the relationships under study. If there is a
large discrepancy between the model and the empirical data, it should
be corrected. Veri�cation proceeds by examining three properties:

1) the degree to which the model is consistent with the empirical data,
2) the quality of structural parameter evaluations,
3) the distribution of random deviations.

We will only deal with the �rst two.
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Evaluation of the model's �t to empirical data

The primary measures of this �t are the standard deviation of resid-
uals Se (discussed earlier), the coe�cient of random variation, the coef-
�cient of convergence and the coe�cient of determination.

The coe�cient of random variation We is de�ned as follows:

We =
Se

y
· 100% (10.44)

and informs what percentage of the arithmetic mean of the explanatory
variable of the model is the standard deviation of the residuals. A smaller
value indicates a better �t of the model to the empirical data. It is
possible to assume a critical value of W ∗ (e.g. W ∗ = 10%) and then the
inequality

We ≤ W ∗ (10.45)

shows a good �t of the model to the empirical data.

The convergence coe�cient φ2 is expressed by the formula

φ2 =

n∑
i=1

e2i

n∑
i=1

(yi − y)2
(10.46)

and informs how much of the total variation in the explanatory variable
is not explained by the model. Note that 0 ≤ φ ≤ 1. The �t of the model
to the data is better the closer the coe�cient of convergence is to zero.

The coe�cient of determination R2 is expressed by the formula

R2 =

n∑
i=1

(ŷi − y)2

n∑
i=1

(yi − y)2
(10.47)

and reports what proportion of the total variation in the response variable
is accounted for by the variation in the theoretical values of that variable.
Note that 0 ≤ R2 ≤ 1. Fitting the model to the data is better the closer
the coe�cient of convergence is to unity.
The following equality holds

φ2 +R2 = 1. (10.48)
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The square root of the determination coe�cient R2, i.e. R, is the multiple
correlation coe�cient discussed earlier.

To �nd out whether the �t of the model is large enough, the null
hypothesis of the form H0 : [R = 0] can be veri�ed against the alternative
hypothesis H1 : [R ̸= 0]. The test of this hypothesis is a statistic

F =
R2

1−R2
· n−m− 1

m
, (10.49)

which has a F Fisher � Snedecor distribution with ν1 = m, ν2 = n−m−1
degrees of freedom. From the tables of the test F for a given level of
signi�cance γ and for ν1, ν2 degrees of freedom, the critical value F ∗. If
F ≤ F ∗, then there is no reason to reject the hypothesis H0, that is, the
correlation coe�cient is insigni�cantly di�erent from zero, so the �t is
too weak. On the other hand, if F > F ∗, then hypothesis H0 should be
rejected in favor of hypothesis H1. The multiple correlation coe�cient is
signi�cant, and the degree of �t of the model to the data is high enough.

Testing the signi�cance of structural parameters

Testing the signi�cance of the parameters α0, α1, α2, . . . , αm aims to
test whether the explanatory variables signi�cantly interact with the re-
spone variable. For each i = 1, 2, . . . ,m the null hypothesis H0[αi = 0]
is veri�ed against the alternative hypothesis H1[αi ̸= 0]. The test of this
hypothesis is a statistic

Ii =
|ai|
S(ai)

, (10.50)

where ai is the value of the estimate of the structural parameter αi, S(ai)
the standard error of the estimate of this parameter for i = 1, 2, . . . ,m.
The statistic Ii has a t Student distribution with n −m − 1 degrees of
freedom. From the tables of the t Student test for a speci�ed signi�cance
level γ and for n − m − 1 degrees of freedom, the critical value I∗ is
read. If Ii ≤ I∗, then there is no reason to reject the hypothesis H0,
that is, the structural parameter αi is insigni�cantly di�erent from zero,
so the explanatory variable Xi does not signi�cantly a�ect the response
variable Y . On the other hand, if Ii > I∗, then hypothesis H0 should be
rejected in favor of hypothesis H1. The coe�cient of multiple correlation
is signi�cant, and the degree of �t of the model to the data is su�ciently
high. The structural parameter αi is signi�cantly di�erent from zero,
so the explanatory variable Xi interacts signi�cantly with the response
variable Y . Now we can fully solve the following problem.
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Example 10.3. Study the dependence of the sales volume of concrete
[m3] of the selected concrete company on the volume of building permits
issued (in its area of in�uence), expressed in square meters of useable
area [m2]. The individual data are stored in the tables 10.3 and 10.4.

Table 10.3: Concrete sales ([m3]) in 2000�2006 by selected concrete company,
by E. Ko¹niewski

Years 2000 2001 2002 2003 2004 2005 2006
[m3] 15 573 9 900 12 233 10 470 15 616 24 135 37 590

Given classes of building types, we number the following:
1→ (a)+ (b), 2→ (c)+ (d)+ (h), 3→ (f)+ (g), 4→ (e)+ (i) and insert
into the table 10.5.

Table 10.4: Building permits issued in 2000�2006 in usable area [m2] [2]

Buildings/years
2000 2001 2002 2003 2004 2005 2006

Residential (total)
193 652 165 108 120 100 105 366 162 736 188 075 221 861

a
single-family

100 870 105 004 78 696 78 325 114 789 160 566 128 367

b
with 2 and more
apartments

92 782 60 104 41 404 27 096 47 947 81 141 93 494

Non-residential
(total)

192 355 207 763 141 270 157 724 184 707 120 263 92 638

c
hotels and accommod.
buildings

1 814 4 707 4 180 327 492 1 469 4 883

d
o�ce

29 613 36 641 4 205 143 783 9 347 2 039

e
commercial and service

36 724 28 039 27 336 32 772 52 102 22 155 11 505

f
transport and
communication

3 083 2 508 1 287 1 968 3 815 5 593 3 150

g
industrial and storage

29 176 20 756 33 458 36 802 35 949 25 323 25 294

h
public objects

47 328 41 708 19 620 20 819 14 588 24 177 5 874

i
other non-residential

44 616 73 404 51 185 64 893 76 978 32 199 39 893

So we have a new table 10.5.
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Table 10.5: Construction permits issued in 2000�2006 (aggregation),
by E. Ko¹niewski

Years/classes (a) + (b) (c) + (d) + (h) (f) + (g) (e) + (i)
2000 193 652 78 755 32 260 81 340
2001 165 108 83 056 23 265 101 442
2002 120 100 28 005 34 745 78 521
2003 105 366 21 289 38 770 97 665
2004 162 736 15 863 39 764 129 080
2005 188 075 34 993 30 916 54 354
2006 221 861 12 796 28 444 51 398

We create an output array of data: the response variable (Y ) and the
explanatory variables (X1, X2, X3, X4) � table 10.6.

Table 10.6: Output data array for table 10.5

Y X1 X2 X3 X4

Years (a) + (b) (c) + (d) + (h) (f) + (g) (e) + (i)
2000 15 573 193 652 78 755 32 260 81 340
2001 9 900 165 108 83 056 23 265 101 442
2002 12 233 120 100 28 005 34 745 78 521
2003 10 470 105 366 21 289 38 770 97 665
2004 15 616 162 736 15 863 39 764 129 080
2005 24 135 188 075 34 993 30 916 54 354
2006 37 590 221 861 12 796 28 444 51 398

We create the table 10.7, counting the average y, x1, x2, x3, x4.

Table 10.7: Averages for the table 10.6, by E. Ko¹niewski

Y X1 X2 X3 X4

Years (a) + (b) (c) + (d) + (h) (f) + (g) (e) + (i)
2000 15 573 193 652 78 755 32 260 81 340
2001 9 900 165 108 83 056 23 265 101 442
2002 12 233 120 100 28 005 34 745 78 521
2003 10 470 105 366 21 289 38 770 97 665
2004 15 616 162 736 15 863 39 764 129 080
2005 24 135 188 075 34 993 30 916 54 354
2006 37 590 221 861 12796 28 444 51 398

�rednie 17 931.00 165 271.14 39 251.00 32 594.86 84 828.57

Further calculations are carried out in Excel.
First, we calculate the coe�cients of variation from the formula

(10.5) and respectively obtain ν1 = 0.230554568; ν2 = 0.693956505;
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ν3 = 0.063225748; ν4 = 0.777632324. After taking the critical value of
v∗ = 0.05 for all variables, we have the satis�ed inequality v∗ ≤ vi, for
i = 1, 2, 3, 4. Thus, there are no quasi-constant variables. This test does
not eliminate any explanatory variable.

We go on to analyze the matrices R0 and R. We calculate the vec-
tor of correlation coe�cients R0 between the response variable and the
potential explanatory variables and the correlation coe�cient matrix R
of correlation coe�cients

R0 =


0.77629646
0.42281913
0.06376574
0.69689022

 ,

R =


1 0.16009455 −0.53572469 −0.48585437

0.16009455 1 −0.59428665 0.08473649
−0.53572469 −0.59428665 1 0.44035481
−0.48585437 0.08473649 0.44035481 1

 .
To analyze the matrix of correlation coe�cients, we will use the formula
(10.13). Let's assume a signi�cance level of γ = 0.10. For n − 2 = 5
degrees of freedom, let's �rst read from t Student's tables the value l∗ =
2.015, and then determine (in Excel) the so-called critical value of the
correlation coe�cient

r∗ =

(
(2.015)2

(2.015)2 + 7− 2

) 1
2

= 0.66943059.

Next, from the set of potential explanatory variables, we eliminate those
variables that are less correlated with the response variable than at
0.70974357, i.e. such variables Xi, for which ri ≤ r∗. These are vari-
ables X2, X3, for which r2 = 0.42281913, r3 = 0.06376574. After this
elimination, the set of explanatory variables is reduced to two variables
X1, X4. The relationship between the volume of building permits in
residential (single-family and multi-family) and commercial and other
construction and the volume of concrete production still holds. In the
next steps, we will estimate and test the signi�cance of the dependence
parameters using the least squares method.

Example 10.4. Determine the linear trend of ready-mixed concrete sales
in 2001 � 2006 for the data in example 10.3. For simplicity, we will assume
t = 1, 2, 3, 4, 5, 6.
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10.3. Problems

1. The following observations of the variables X1, X2, X3 are given:

Table 10.8: Observations of variables X1, X2, X3, by E. Ko¹niewski

l 1 2 3 4 5 6
xl1 18 22 25 27 30 34
xl2 4.0 4.1 4.0 4.1 4.1 4.0
xl3 8 3 7 4 9 11

With the critical value of the coe�cient of variation ν∗ = 0.10, assess
the suitability of individual variables to describe the response variable
due to the level of variation in their values.

2. Analyze the dependence of the sales volume of concrete [m3] of the
selected concrete company on the volume of construction permits is-
sued (in its area of in�uence), expressed in square meters of usable
area [m2] according to the following aggregation.
We number the classes of building types as follows:

1 : 1 → (a), 2 → (b), 3 → (c) + (d) + (h), 4 → (g), 5 → (f), 6 → (e) + (i),
2 : 1 → (a), 2 → (b), 3 → (c) + (d), 4 → (g) + (h),5 → (f), 6 → (e) + (i),
3 : 1 → (a) + (b),2 → (c), 3 → (d), 4 → (g) + (h),5 → (f)) + (i), 6 → (e),
4 : 1 → (a) + (b),2 → (c), 3 → (d) + (h), 4 → (f) + (g),5 → (e) + (i),
5 : 1 → (a) + (b),2 → (c) + (d),3 → (h), 4 → (f), 5 → (g) + (e) + (i),
6 : 1 → (a), 2 → (b), 3 → (c) + (d), 4 → (h), 5 → (f), 6 → (g),

7 → (e) + (i),
7 : 1 → (a), 2 → (b), 3 → (c), 4 → (d) + (h),5 → (f) + (g), 6 → (e),

7 → (i),
8 : 1 → (a) + (b),2 → (c), 3 → (d), 4 → (h), 5 → (f) + (e), 6 → (g) + (i),
9 : 1 → (a) + (b),2 → (c) + (d),3 → (h), 4 → (f), 5 → (g), 6 → (e),

7 → (i),
10 :1 → (a), 2 → (b) + (c),3 → (d) + (h) + (f),4 → (e) + (g),5 → (i).

Particular data are stored in tables 10.3 and 10.4.



Chapter 11

Optimization of earthmoving in road
construction � linear programming

11.1. Linear programming

Let's consider the following pair of decision problems:

Problem. (P) It is necessary to plan the realization of the construction
work so that with the existing limitations of the resources of construction
implementation (materials, labor, equipment) to achieve the maximum
e�ect, e.g. the number of m3 of the cubature of buildings, the number of
m2 of the usable area of apartments, the pro�t of the contractor, etc.

Problem. (D) Minimize the use of materials and machine labor, so that
the e�ect of the work done is not less than the assumed value.

Example 11.1. A prefabricated building factory produces two types of
slabs of di�erent sizes. Let us assume here that the limiting factors of
production are only the capacity of the concrete mixer and the vibrator
(the table 11.1 [49]).

Table 11.1: Time required for concreting and vibrating one slab, monthly working
time limit and unit pro�ts for two types of slabs, by E. Ko¹niewski

Slab 1 Slab 2 Time [h]
Concrete mixer [h/1 sl] 0.50 0.25 300
Vibrator [h/1 sl] 0.40 0.50 300
Unit pro�t [PLN/1 sl] 60.00 45.00

Solution. Mathematical model P:
Let the decision variables: x1, x2 � the number of slabs of type 1 and 2,
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determine max f(x1, x2) = 60x1 + 45x2 � total pro�t, with constraints

0.5x1 + 0.25x2 ≤ 300,
0.4x1 + 0.5x2 ≤ 300,

x1 ≥ 0,
x2 ≥ 0.

(11.1)

We solve this problem in Excel as follows:

1. In cells A1 : D4 (or any other � this note applies to the entire solu-
tion), we enter table 11.1.

2. In cells F1 : G2, respectively, the text "x1", "x2" and the numbers 0.0.
In cell F4 enter the text "target function", in cell G4 � the formula
= B4 ∗ F2 + C4 ∗G2 (i.e. 60x1 + 45x2 from (11.1)).

3. In cell B7 we write the formula = B2 ∗ F2 + C2 ∗ G2 (0.5x1+
+0.25x2), in cell B8 we write the formula = B3 ∗ F2 + C3 ∗ G2
(0.4x1 + 0.5x2 from (11.1)). In order to visually emphasize the de-
scription of the problem, we add in cells A7 : A8 the labels of the
bounding conditions and in cells C7 : C8 the values of the left sides
of the bounding conditions (the latter addition is not necessary). This
ends the preparation of the problem for the Solver procedure (make
sure that the Solver add-on is installed, if not, add it). So we call
Formula/Solver and the dialog box , "Solver Parameters" appears.

4. In the �eld "Set Target Cell" we enter our target function, that is,
the address of cell G4.

5. In the �eld "By Changing Cells" we enter the addresses of the cells
containing the values of the variables, i.e. F2 : G2.

6. Press the "Add" button and enter the constraints one by one.
7. In the "Cell Reference", the address of cell B7 (i.e. 0.5x1 + 0.25x2 �

the left side of the inequality (11.1)).
8. We leave as proposed by the system the character ≤,
9. in "Constraint" enter the address of cell C7 or D2,
10. press the "Add" button and then similarly type
11. in the "Cell Reference" the address of cell B8 (i.e. 0.4x1 + 0.5x2-left

side of inequality (11.1)).
12. we leave suggested by the system character ≤,
13. In "Constraint" we enter the address of cell C8 or D3.
14. We press "Add".
15. Then we write in "Cell Reference" the address of cell F2.
16. We replace the character ≤ with character ≥.
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17. We type in "Constraint" 0 (zero).
18. We press "Add".
19. We enter in the "Cell Reference" the address of cell G2.
20. We replace the character ≤ with character ≥.
21. We enter in "Constraint" 0 (zero).
22. We press "OK".
23. We check the correctness of the entered constraints.
24. Press the "Solve" button.
Then in the table 11.2

Table 11.2: Values needed for calculation of standard linear programming,
by E. Ko¹niewski

A B C D E F G
1 Slab 1 Slab 2 Time x1 x2
2 Concrete mixer 0.50 0.25 300 0 0
3 Vibrator 0.40 0.50 300
4 Unit pro�t 60.00 45.00 target function 0
5
6
7 n1 0 300
8 n2 0 300

after the program has run, we get table 11.3.

Table 11.3: View of the Excel sheet after the actions for model, by E. Ko¹niewski

A B C D E F G
1 Slab 1 Slab 2 Time x1 x2

2 Concrete mixer 0.50 0.25 300 500 200
3 Vibrator 0.40 0.50 300
4 Unit pro�t 60.00 45.00 target function 39 000
5
6
7 n1 300 300
8 n2 300 300

The solution was obtained in cells F2 : G2, cells B7 : B8 show that the
time was used to the maximum. In �gure 11.1 the geometric interpreta-
tion of the above solution is given.
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Figure 11.1: Geometric solution of the problem from example 11.1, by E. Ko¹niewski
based on [49]

We will now formulate a dual task.

Example 11.2. Determine, for the task in the example 11.1, a
cost-e�ective production plan that minimizes the cost of manufactur-
ing. Thus, we have a model D. Let's denote the decision variables by
w1, w2 � these are the one-hour values of the concrete mixer and vi-
brator [PLN/h], respectively. Determine the minimum of the function
g(w1, w2) = 300w1 + 300w2 � production cost, under the restrictions

0.5w1 + 0.4w2 ≥ 60,
0.25w1 + 0.5w2 ≥ 45,

w1 ≥ 0,
w2 ≥ 0.

Example 11.1 is the inspiration for the general posing of the problem
described in section 11.2.
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11.2. General problem of linear programming

The matrix and two vectors (column and row) are given

A =


a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .
am1 a1m . . . amn

 , b =


b1
b2
...
bm

 , c =
[
c1 c2 . . . cn

]
.

(11.2)
Based on this data, two issues can be formulated.

• Maximum problem: �nd the column vector

x =


x1
x2
...
xn

 (
can be written x =

[
x1 x2 . . . xn

]T)
(11.3)

such that the linear function

cx = c1x1 + c2x2 + . . .+ cnxn (11.4)

has a maximum when the conditions are ful�lled

x ≥ 0, Ax ≤ b. (11.5)

• Minimum problem: �nd the row vector

w =
[
w1 w2 . . . wm

]
(11.6)

such that the linear function

wb = b1w1 + b2w2 + . . .+ bmwm (11.7)

has a minimum when the conditions are ful�lled

w ≥ 0,wA ≥ c. (11.8)

We call these problems dual to each other.
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11.3. Fundamental theorem of linear programming

Let the matrix and vectors (11.2) with non-negative elements be
given. Let the vectors (11.3) and (11.6) satisfy the conditions (11.5)
and (11.8). If the vectors

x
o =

[
xo1 xo2 . . . xon

]T
, w

o =
[
wo

1 wo
2 . . . wo

m

]
(11.9)

satisfy the conditions (11.5), (11.8) and the equality holds

cx
o = w

o
b, (11.10)

then xo is the vector for which the linear function cx = c1x1+c2x2+ . . .+
+cnxn reaches a maximum on the convex set de�ned by the inequality
(11.5), and w

o is the vector for which the linear function wb = = b1w1+
b2w2 + . . .+ bmwm reaches a minimum on the convex set de�ned by the
inequality (11.8) [46].

Proof. To prove that xo is the optimal value for the maximum problem,
it su�ces to show that for any vector x ful�lling the conditions (11.5)
hold cx ≤ cx

o. Thus, let x satisfy the conditions (11.5). SInce c ≤
w

oA (second condition of (11.8)), we get cx ≤ (woA)x (the product of
two non-negative matrices, i.e., with non-negative values). Applying the
associativity of matrix multiplication, we get cx ≤ w

o(Ax). Because
x satis�es the �rst condition Ax ≤ b, so cx ≤ w

o
b. By assumption,

w
o
b = cx

o, so cx ≤ cx
o, whence it follows that it is the largest value in

the convex set de�ned by the inequality (11.5). Similarly, let w be any
vector satisfying the conditions (11.8). Reasoning similarly, and using
the conditions Axo ≤ b i cxo = w

o
b, we get wb ≥ w(Axo) = (wA)xo ≥

cx
o = w

o
b. Thus wb ≥ w

o
b. Hence, wo

b is the smallest value of the
function wb in the convex set de�ned by the inequality (11.8).

11.4. Transport problem [28,55]

Among the numerous applications of linear programming, the trans-
port problem deserves special attention. The problem involves planning
the movement of homogeneous material from m suppliers to n customers
so as to minimize the expenses incurred in transportation, assuming that
they are proportional to the number of units transported. This simpli�ca-
tion is acceptable when planning mass transportation. Often the criterion
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taken is the minimization of costs or expenses expressed as the product
of tons and kilometers. Let's denote for i = 1, . . . ,m, j = 1, . . . , n:
ai � number of units of material at ith supplier,
bj � number of units of material needed by jth customer,
cij � the connection distance between ith supplier and jth recipient [km]
or the cost of transporting a unit of material along this route [PLN],
xij � the number of units of material transported from ith supplier to
jth recipient (decision variables).
The data can be stored in matrix form in a table:

Table 11.4: Data for a transport problem, by E. Ko¹niewski

c11 c12 . . . c1n a1

R
E
SE

R
V
E
S

c21 c22 . . . c2n a2
...

... . . .
...

...
cm1 cm2 . . . cmn am
b1 b2 . . . bn

DEMANDS

The mathematical model in terms of linear programming is as follows:

Determine the minimum of the target function z =
m∑
i=1

n∑
j=1

cijxij under the

restrictions

n∑
j=1

xij ≤ ai for i = 1, 2, . . . ,m, (11.11)

m∑
i=1

xij = bi for j = 1, 2, . . . , n, (11.12)

and boundary conditions

xij ≥ 0, i = 1, . . . ,m, j = 1, . . . , n. (11.13)

A transport task is called balanced, if the following condition is met

m∑
i=1

ai =
n∑

j=1

bj. (11.14)

An unbalanced task, i.e. one in which demand (demands) does not equal
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supply (reserves, resources), can be reduced to a balanced task, which
will allow you to solve it with a typical computer program. To reduce it
to a balanced form

� in the case of stocks over demand, we assume a �ctitious customer

with demand bn+1 =
m∑
i=1

ai −
n∑

j=1

bj,

� in the opposite case, we assume a �ctitious supplier with inventory

am+1 =
n∑

j=1

bj −
m∑
i=1

ai and de�ne transportation costs as zero or give

them values resulting from material de�cit or surplus, respectively.

If the transportation task is balanced, the model is as follows:

Determine the minimum z =
m∑
i=1

n∑
j=1

cijxij, given the constraints

n∑
j=1

xij = ai (11.15)

(The entire reserve is exported from each supplier, i = 1, ...,m),

m∑
i=1

xij = bj (11.16)

(demand of each customer will be satis�ed, j = 1, ..., n) and boundary
conditions

xij ≥ 0, i = 1, . . . ,m, j = 1, . . . , n. (11.17)

The transportation task is a special case of linear programming in stan-
dard form with mn variables and m+ n constraints. Hence, the simplex
algorithm can be used to solve transportation problems, which, however,
in this case is not an e�cient method (if only because a large number of
variables appear). The essence of the simplex algorithm is to examine
the base solutions successively for optimality. If a solution is not optimal,
we look for a new base solution better than the previous one. Transport
problems, due to a certain symmetry, can be solved by more concise
methods than the simplex algorithm. Every balanced transportation
task has a �nite optimal solution in which there are at most m + n − 1
non-zero variables.



11.4. Transport problem 165

It is worth noting that the solutions to the transportation task have
the following properties.

Theorem 11.1. Every balanced transportation task has a �nite optimal
solution and it is integer if all elements ai, bj are integer.

Solving the transportation task has an interesting connection with
graph theory. Before we formulate the relevant theorems, we will intro-
duce three terms related to linear programming: admissible solution and
base solution and cycle.

• An admissible solution of a linear programming task is called any
solution of the constraint equations and inequalities satisfying the
non-negativity condition, i.e., any point of the convex polyhedron
associated with the linear problem.
• The base solution of a linear programming task is called any solution
of the constraint equations assuming that the decision variables in
n−m (when n > m) are equal to zero.
• A cycle is called any rectangle in an table of graphs (Fig. 11.2).

Theorem 11.2. An admissible solution to a transportation task is a
base solution if and only if the corresponding graph is a connected and
cycle-free graph.

Theorem 11.3. For the solution graph of the transport task to be a con-
nected and cycle-free graph, it is necessary and su�cient that it contains
exactly m+ n− 1 vertices.

Coherent graph is one in which any two vertices (circles in the �g-
ure 11.2) can be connected by an alternating sequence of vertices and
branches (branches are only horizontal and vertical).
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Figure 11.2: Graphs in the transport task matrix: (a) with cycles � is not a solution
(8 > 3 + 5− 1); (b) without cycles � is a solution (3 + 5− 1 = 7), by E. Ko¹niewski

In �gure 11.2 are shown the graphs in the solution matrix of the trans-
portation task. The graph without cycles is the base solution (3+5−1=7).

Example 11.3. Minimizing cut-and-�ll haul costs of earth on construc-
tions of section of highway by earthmoving method [56].

In the construction of the road, huge amounts of earth are moved, as
illustrated in the road pro�le drawing (Fig. 11.3). The plan shows the
location of the borrow pit and the haul costs are given by 1 m3/station.
The latter are a function of the pro�le (drawbar pull) and therefore
depend on the location and direction of transport. It is assumed that
unused land can be removed at no cost. In order to formulate the
problem, we will take as starting (transport) points the borrow pits and
stations where the earth is available for disposal, and as destination
points those sections that require �ll. Unit costs are obtained by
calculating the unit cost of transportation from each starting point to
each destination point. Approximate transportation costs for land lying
between two stations are calculated as if the land being transported was
at the lower station. For example, the transportation cost from station
2 to station 5 is 2.0 + 1.7 + 1.5 = 5.2($0.052/m3); from station 5 to
station 3 is 2.5+2.3 = 4.8($0.048/m3); from borrow pit B to station 3 is
12 + 2.3 = 14.3; from borrow pit B to station 6 is 12 + 1.5 + 2.8 = 16.3.
Let xij be the number of cubic meters of earth to be transported from
station i to station j, and let cij denote the unit cost. We will consider
only a portion of the road, from station 3 to station 7. This section
contains one borrow pit labeled B, so, for example, xBj denotes the
amount of earth taken in borrow pit B that will be transported to
station j.
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The target function has the form

z = 1.7x34 + 3.2x35 + 6.0x36 + 14.3xB3+

+ 12.0xB4 + 13.5xB5 + 16.3xB6 + 6.8x63+

+ 4.5x64 + 2.0x65 + 8.3x73 + 6.0x74 + 3.5x75 + 1.5x76.

Figure 11.3: Cut and �ll for highway [56], by E. Ko¹niewski

With restrictions

x33 + x34 + x35 + x36 ≤ 30,
xB3 + xB4 + xB5 + xB6 ≤ 200,
x63 + x64 + x65 + x66 ≤ 10,
x73 + x74 + x75 + x76 ≤ 100,

(available earth quantity)

x33 + xB3 + x63 + x73 ≤ 30,
x34 + xB4 + x64 + x74 ≤ 120,
x35 + xB5 + x65 + x75 ≤ 140,
x36 + xB6 + x66 + x76 ≤ 50,

(required earth quantity)

xij ≥ 0 for all i, j.
The model is clearer in writing when we renumber the indexes of the

variables: the �rst index according to the scheme (3, B, 6, 7)→ (1, 2, 3, 4);
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the second index: (3, 4, 5, 6)→ (1, 2, 3, 4) This problem can be solved by
the standard method, in which case you need to decompose a matrix of
large size. It is much simpler to solve the problem using a special method.

11.5. Optimization of transportation of earth masses
using various means of transport

We will formulate the task as follows [1]. Given the data
ai � volume of i-th earth reserve, i = 1, . . . ,m,
bj � volume of j-th section of embankment, j = 1, . . . , n,
k � type of transportation means, k = 1, . . . , l,
ckij � unit cost of transporting a unit of goods from ith reserve to jth
section of the embankment kth means of transportation,

it is necessary to �nd the quantities of earth xkij transported from
the ith reserve to the jth section of the embankment kth means of
transport that minimize the function m · n · k variables

z =
m∑
i=1

n∑
j=1

l∑
k=1

ckijx
k
ij, (11.18)

under the conditions

n∑
j=1

l∑
k=1

xkij = ai, i = 1, 2, . . . ,m, (11.19)

m∑
i=1

l∑
k=1

xkij = bj, j = 1, 2, . . . , n, (11.20)

xkij ≥ 0, i = 1, 2, . . . ,m, j = 1, 2, . . . , n, k = 1, 2, . . . , l. (11.21)

Example 11.4. The technical-manpower design of the embankment pro-
vides for the construction of a linear embankment with the extraction of
soil from point soil reserves. The contractor's company has the following
data (table 11.5) [1]:
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Table 11.5: Data needed for the linear embankment, by E. Ko¹niewski

b1 = 47 000 m3 b2 = 70 500 m3 b3 = 58 750 m3
3∑

j=1
bj = 476 250 m3

transport distances in meters
a1 = 67 500 m3 1820 2490 2746
a2 = 96 400 m3 2750 2430 2895
a3 = 62 300 m3 2540 2150 1240

3∑
i=1

ai = 476 250 m3
3∑

i=1
ai >

3∑
j=1

bj

For transporting the earth, the available transportation means are as
follows:
Tractors with trailers 3 t (means of transportation k = 1),
trailer scrapers 6 m3 (means of transportation k = 2),
dump trucks 3.5 t (means of transportation k = 3).

The cost of transporting 1 m3 of earth by individual means at
distances from the table 11.5 is a matrix stored in the table 11.6.

Table 11.6: Unit transport costs for individual distances of embankment sections,
by E. Ko¹niewski

b1 b2 b3

E
ar
th

re
se
rv
es

a1

c111 = 12.32
c211 = 8.87
c311 = 13.60

c112 = 16.34
c212 = 36.19
c312 = 13.60

c113 = 19.05
c213 = 61.56
c313 = 16.20

a2

c121 = 12.32
c221 = 16.67
c321 = 13.60

c122 = 19.05
c222 = 49.86
c322 = 16.20

c123 = 10.05
c223 = 50.91
c323 = 16.20

a3

c131 = 21.76
c231 = 71.32
c331 = 18.80

c132 = 16.67
c232 = 16.67
c332 = 13.60

c133 = 12.32
c233 = 20.58
c333 = 13.60

Due to the inequality
3∑

i=1

ai >
3∑

j=1

bj we introduce additional �ctional

variables: y1, y2, y3 (volumes of earth transported from reserves a1, a2, a3)
and write the conditions (11.19) � (11.21).
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The conditions (11.19) are of the form

3∑
j=1

3∑
k=1

xk1j + y1 = a1(= 67 500),

3∑
j=1

3∑
k=1

xk2j + y2 = a2(= 96 400),

3∑
j=1

3∑
k=1

xk3j + y3 = a3(= 62 300).

The conditions (11.20) have the form

3∑
i=1

3∑
k=1

xki1 = b1(= 47 000),

3∑
i=1

3∑
k=1

xki2 = b2(= 70 500),

3∑
i=1

3∑
k=1

xki3 = b3(= 58 750).

The target function is following

z =
3∑

i=1

3∑
j=1

3∑
k=1

ckijx
k
ij = 12.32x111 + 16.34x112 + 19.05x113 + . . . .

For the calculation, you need to transform the variables and formulate
the conditions for the linear planning problem.

Solving the task, we get the results (table 11.7).
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Table 11.7: Solving the problem of transportation of earth masses, by E. Ko¹niewski

Embankment sections Unused
b1 = 47 000 b2 = 70 500 b3 = 58 750 reserve volume

E
ar
th

re
se
rv
es a1 = 67 500

x1
11 = 0

x2
11 = 47 000

x3
11 = 0

x1
12 = 0

x2
12 = 0

x3
12 = 8 200

x1
13 = 0

x2
13 = 0

x3
13 = 0

y1 = 12 300

a2 = 96 400
x1
21 = 0

x2
21 = 0

x3
21 = 0

x1
22 = 0

x2
22 = 0

x3
22 = 0

x1
23 = 58 750

x2
23 = 0

x3
23 = 0

y2 = 37 650

a3 = 62 300
x1
31 = 0

x2
31 = 0

x3
31 = 0

x1
32 = 62 300

x2
32 = 0

x3
32 = 0

x1
33 = 0

x2
33 = 0

x3
33 = 0

y3 = 0

11.6. Problems

1. Write the transport problem in terms of standard linear program-
ming with mn variables and m+n constraints (appropriate matrices,
vectors, and conditions).

2. Illustrate the solution of the dual problem from the example 11.1.
3. Design and solve the task of cost minimization with the earthmoving

method of road construction:
a) from 3 to 17, b) from 4 to 20,
c) from 6 to 21, d) from station 8 to station 22.
Draw the corresponding graphs.

4. Write down a transport problem for di�erent modes of transport in
the form of standard linear programming.

5. Formulate a transportation task in classical terms for di�erent trans-
portation means. Is it possible to do so?

6. Draw several variant graphs of solutions to the transport problem for
m = 7, n = 6. How many potential solutions theoretically exist?





Chapter 12

Mathematical methods of
multi-criteria benchmarking analysis
on the example of design solutions of
selected roof coverings

12.1. Mathematical methods

Mathematical methods of multi-criteria comparative analysis here
means the principle that the comparison algorithm is based on the con-
struction of a scalar, whose numerical value is a synthetic scoring in-
dicator. The construction of the scalar requires that the values of the
criteria (nominated or unnominated) be given numerical values that are
unnominated. Thus, in the algorithm of mathematical methods, the
so-called coding is used, which involves reducing the values of nominated
features to unnominated ones. Features can be "increasing" (stimulants)
or "decreasing" (destimulants); depending on whether we want to max-
imize a given quantity (pro�t, e�ciency, quality) or minimize it (cost,
time, burden).

12.2. Method assumptions

We consider the set W of speci�ed and acceptable solution variants

W = {Wi : i = 1, 2, . . . , n}. (12.1)

We assume a set of criteria K,

K = {Kj : j = 1, 2, . . . ,m}, (12.2)

for which we determine the set of measures

X = {xij : i = 1, 2, . . . , n; j = 1, 2, . . . ,m}. (12.3)
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So we get data matrix

X =


x11 x12 . . . x1m
x21 x22 . . . x2m
. . . . . . . . . . . .
xn1 xn2 . . . xnm

 . (12.4)

The rows of the matrix represent the partial measures of individual vari-
ants, while the columns - the partial measures of all variants according
to the speci�ed partial criterion. The purpose of multi-criteria analysis
is to �nd such a variant (or variants), which, according to the adopted
criteria, has the most favorable arrangement of partial measures. These
measures in practice are usually nominated quantities (if Kj means cost,
the measures will be expressed in [zloty], if Kj means time, the measures
will be expressed in [days]). Therefore, in order to carry out further
considerations involving the comparison of numbers, it makes sense to
replace the output data with their codes. By code, we will mean replac-
ing the value of a partial measure with an unmandated numeric value
from a speci�ed interval, most often from the interval [0, 1].

12.3. Coding types

12.3.1. Standardization [58]

The essence of this coding is to replace the value of the partial measure
xij by zij based on the mean value and standard deviation for the criterion
Kj. For stimulant, we have the following

zij =
xij − xj
sj

, (12.5)

and for destimulant

zij = (−1) · xij − xj
sj

, (12.6)

where

xj =

n∑
i=1

xij

n
(12.7)
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is the average value of the measures of the analyzed variants according
to criterion j,

sj =

√√√√ n∑
i=1

(xij − xj)2

n
(12.8)

is the standard deviation of the measures of the analyzed variants ac-
cording to the criterion j, and i = 1, 2, . . . , n; j = 1, 2, . . . ,m.

12.3.2. Normalization

The essence of this coding is to replace the value of the partial measure
xij by zij based on the maximum value for the criterionKj. For stimulant,
we have the following

zij =
xij
xjmax

, (12.9)

and for destimulant

zij =

(
xij
xjmin

)−1

, (12.10)

where xjmin is the minimum value, and xjmax is the maximum value
of the measure according to the j-th criterion, for i = 1, 2, . . . , n; j =
1, 2, . . . ,m.

12.3.3. Coding by Neumann � Morgenstern [58]

The essence of this coding is to replace the value of the partial measure
xij by zij expressed by the ratio of the di�erence of this measure and the
measure of the worst of all variant measures according to the criterion
Kj to the di�erence of the best and worst measure according to this
criterion. For stimulants we have the following

zij =
xij − xjmin

xjmax − xjmin

, (12.11)

and for destimulants

zij =
xjmax − xij
xjmax − xjmin

, (12.12)

for i = 1, 2, . . . , n; j = 1, 2, . . . ,m.
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12.3.4. Coding by Pattern method

The essence of this encoding is to replace the value of the partial
measure xij by zij expressed as the quotient of the given measure and
the sum of the measures of all variants according to the criterion Kj. For
stimulants we have

zij =
xij
n∑

i=1

xij

(12.13)

and for destimulants

zij =
1− x′ij
n− 1

, (12.14)

where x′ij =
xij

n∑
i=1

xij

, for i = 1, 2, . . . , n; j = 1, 2, . . . ,m.

The formula (12.14) represents a linear transformation of the complement
to unity, which simultaneously preserves the normalization to unity, i.e.
n∑

i=1

zij = 1. Indeed, the last equality is proved by the following calculus

n∑
i=1

zij =
n∑

i=1

1− x′ij
n− 1

=

n∑
i=1

1− xij
n∑

i=1
xij


n− 1

=

n−
n∑

i=1
xij

n∑
i=1

xij

n− 1
=
n− 1

n− 1
= 1.

It is worth noting that in the literature for distimulants, often instead of

the formula (12.14) proposed is the nonlinear transformation zij =
x′
ij

n∑
i=1

x′
ij

,

where x′ij =
1
xij
. Since the inverses of small numbers are large numbers,

such a solution may be burdened with high instability.

12.4. Algorithm for applying mathematical
methods [58]

Step 1: selection of features - criteria that will determine the solution is
made.
Step 2: is determined, with expert input, the weights νj of each criterion

(j = 1, 2, . . . ,m), whereby
m∑
j=1

νj = 1.
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Step 3: numerical measures of variants of solutions are determined, that
is, a data matrix is created; for non-measurable features, a scale of eval-
uations is introduced and, with the help of experts (judges), variants are
evaluated. Statistically, the trustworthiness (compatibility) of the judges
is evaluated.
Step 4: numerical measures of variances according to each partial crite-
rion are subjected to coding by one of the methods described earlier.
Step 5: an evaluation of the variant solutions is carried out by calculating
synthetic indicators. The most favorable solution is characterized by the
lowest score if the coding of measure values used minimization, or the
highest if the coding consisted of maximization.

12.5. Synthetic evaluation formulas [58]

If the formula for direct comparison of the analyzed variants fails,
another parameter of comparison is taken for example, the corrected
sum index

Ji =
m∑
j=1

νjzij, (12.15)

where νj is the criterion weight, i = 1, 2, . . . , n; j = 1, 2, . . . ,m.

12.6. Hasse diagrams

These are drawings of partially ordered sets. Let us �rst con-
sider as an example the set of all subsets of a �nite set {a, b, c} :
{{a, b, c}, {a, b}, {a, c}, {b, c}, {a}, {b}, {c}, ∅} with the inclusion relation
⊆.
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Figure 12.1: Illustration of the partial order dictated by inclusion, by E. Ko¹niewski

We will say that the element {b, c} "covers" {c} and "covers" {b}. Further
{a, b, c} "covers" {a, b}, {a, c} and {b, c}, while it does not "cover" {a},
{b} or {c}. The partial order in the set S is the relation ⊆:
� (re�) re�exive, i.e. s ⊆ s for each s of the set S,

� (ants) antisymmetric, i.e., s ⊆ t and t ⊆ s⇒ s = t,

� (trans) transitive, i.e. s ⊆ t and t ⊆ u⇒ s ⊆ u.

Set S, in which such a relation ⊆is de�ned, is called partially ordered.
We then introduce the relation ⊂ such that x ⊂ y if and only if x ⊆ y
and x ̸= y.
We say that an element t "covers" an element s when s ⊂ t and in S
there is no element u such that s ⊂ u ⊂ t.
Hasse diagram of partially ordered set (S,⊆) is drawing of directed graph,
whose vertices are elements of the set S and in which an edge runs from
a vertex t to a vertex s if and only if t , "covers" s.
The relation ⊆ � more generally also denoted by s ≤ t, which indicates
direction � we interpret:

s ≤ t⇔ t "is better than" s.
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Elements corresponding to points near the very top of the Hasse diagram
are considered the best.
Hasse diagrams, like trees with a distinguished root, are usually drawn
with edges pointing downward and (usually) without arrows.

12.7. Ordering set rules

The �rst ordering set rule. Ordering has a direct character. The
term "better" is understood as de�ned: X = {xi} (i ∈ {1, . . . , n}) is
evaluated from the point of view of m criteria Ks (s ∈ {1, . . . ,m}), for
which the best values are their maximum values, then xi is "better than"
xj if and only if there exists such r (r ∈ {1, . . . ,m})

Kr(xi) > Kr(xj)

and for the others Kp, p ̸= r,

Kp(xi) ≥ Kp(xj).

The second ordering set rule. Choice of elements is carried out taking
into account the sum (average) of the criteria, based on the relationship

xi "is better than" xj ↔
m∑
r=1

Kr(xi) ≥
m∑
r=1

Kr(xj).

The third ordering set rule. According to this rule, the selection
of better elements is carried out taking into account the weighted sum
(weighted average) of the adopted criteria. The individual criteria Kr

(r = 1, 2, . . . ,m) should be assigned di�erent numerical weights νr (r =
= 1, 2, . . . ,m) . The selection of "better" variants (elements) is carried
out on the basis of the relationship

xi "is better than" xj ↔
m∑
r=1

νrKr(xi) ≥
m∑
r=1

µrKr(xj).

The fourth ordering set rule (ordering according to the desired
parameters). For a pair of elements i, j we determine for how many
criteria isKr(xi) ≥ Kr(xj) and denote this number by l(i, j) (xi "is better
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than" xj), except that in at least one r′ we demand Kr′(xi) > Kr′(xj),
then for the remaining g(i, j) criteria we have Ks(xi) < Ks(xj) (xi "is
worse than" xj). Obviously, we have l(i, j) + g(i, j) = m. Finally, we
consider an element xi as "better than" xj if and only if l(i, j) > g(i, j).
In particular, we can apply this rule when we want to omit in the analysis
(at a given moment) certain criteria.

12.8. Criteria for evaluation of features of selected
roo�ng covers

• Total costs (materials, labor, equipment) [PLN] � criterion K1,
• Weight of coverage [kN/m2] � criterion K2,
• Durability of coverage [years] � criterion K3,
• Aesthetics of coverage (evaluation 1-6) � criterion K4,
• Simplicity of exploitation ( evaluation 1-6) � criterion K5.

12.8.1. Total costs (materials, labor and equipment)

Costs for materials, labor and equipment, as well as total costs, were
developed using Norma Pro based on cost estimations.

Table 12.1: Summary of costs of construction of selected roo�ng covers [PLN],
by E. Ko¹niewski

Variant 1
Roof tile
Ceramic

Granat 13V

Variant 2
Roof tile
concrete
Verona

Variant 3
Roof tile
metal
Finnea

Variant 4
Roof tile metal
Monterrey
Standard

Variant 5
shingles
bitumen

Variant 6
shingles
wooden

MLE 52 428.26 63 620.02 41 711.10 33 788.91 64 511.38 74 029.33
Materials 35 592.22 36 314.19 24 605.99 14 454.80 25 510.02 46 971.78
Labor 15 615.45 25 050.82 16 684.79 18 753.06 36 480.89 25 321.10
Equipment 1 220.59 2 255.01 420.32 581.05 2 520.47 1 736.45

12.8.2. Weight of coverage

By weight of roof covering we mean only the weight of the material
used for it. Weights of formwork, battening, etc. are not included.
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Table 12.2: Summary of the weight of the roo�ng [kN/m2], by E. Ko¹niewski

Variant 1 Variant 2 Variant 3 Variant 4 Variant 5 Variant 6
Roo�ng weight

[kN/m2]
0.474 0.479 0.053 0.048 0.095 0.459

The lowest weight coverage has variant 4 � roof tile metal Monterrey
Standard, while the heaviest coverage is Verona � variant 2.

12.8.3. Coverage durability

Durability is a di�cult word to de�ne. In construction, we want the
materials used to be strong, reliable, durable and resistant to external
factors. The term with which we often replace the word durability is,
among other things, the product (material) warranty. The values of this
criterion are determined on the basis of warranties from the catalogs of
manufacturers of selected roo�ng materials.

Table 12.3: Summary of roo�ng warranties [years], by E. Ko¹niewski

Variant 1 Variant 2 Variant 3 Variant 4 Variant 5 Variant 6
Durability [years] 20 30 40 30 15 40

Two coverings � Finnera modular metal roo�ng tile (3rd variant) and
wooden shingles (6th variant) � have the highest warranties, while bitu-
men shingles (5th variant) have the lowest warranties.

12.8.4. Coverage aesthetics

Aesthetics is related to the sense of beauty and depends on a per-
son's individual judgment. Therefore, its value was prepared by experts
through a questionnaire. The authors of the publication, in order to
verify the reliability of the experts (judges), subjected a speci�c aspect
to statistical analysis, namely: what is the degree of correlation between
k sets of evaluations (expert ratings) on n objects (roof evaluation cri-
teria: K1, K2, K3, K4, K5). A measure of this interdependence is the
W -Kendall compatibility coe�cient, which takes values from "0" (no con-
cordance) to "1" (complete concordance). It should be noted that the
highW score we interpret as the fact that the judges agree on the criteria
they used to evaluate the given objects. At the same time, it should be
noted that a high value of coe�cient W does not at all mean that the
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evaluation of speci�c objects is correct. It may be that the judges, using
a false criterion (from the point of view of the external criterion), came
to consensual opinions.
Testing the W Kendall coe�cient for evaluations of criterion K4 (aes-
thetics of coverage) is done according to the following procedure. The
results of the questionnaires of ten experts (judges) for the six variants
are compiled in a table (Table 12.4). To determine the ranks in each row
of the table 12.4 we setup the results in descending order from left to
right, thus creating table 12.5, calculate the ranks and insert into table
12.6.

Table 12.4: Summary of the results of the questionnaire for criterion K4 � aesthetics
of coverage, by E. Ko¹niewski

AESTHETICS E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 Average
Variant 1 5 4 4 5 5 3 4 3 5 4 4.2

Variant 2 6 4 5 6 4 6 5 5 4 4 4.9

Variant 3 4 5 4 4 6 4 4 5 6 5 4.7

Variant 4 4 5 5 4 4 5 4 5 5 5 4.6

Variant 5 2 3 3 3 1 4 4 1 4 4 2.9

Variant 6 1 2 2 2 2 2 6 1 2 3 2.3

Table 12.5: Summary of questionnaire results for criterion K4 � aesthetics of cov-
erage, arranged in descending order, by E. Ko¹niewski

AESTHETICS
Variant 1 5 5 5 5 4 4 4 4 3 3
Variant 2 6 6 6 5 5 5 4 4 4 4
Variant 3 6 6 5 5 5 4 4 4 4 4
Variant 4 5 5 5 5 5 5 4 4 4 4
Variant 5 4 4 4 4 3 3 3 2 1 1
Variant 6 6 3 2 2 2 2 2 2 1 1

We will discuss in detail the determination of the ranks based on the
�rst row of the table 12.4: evaluation 5 is in the four positions 1, 2, 3, 4;
we calculate their average 1+2+3+4

4
= 2.5 and insert it into the table in

place of evaluations 5. Evaluation 4 is in positions 5, 6, 7, 8; we calculate
the average 5+6+7+8

4
= 6.5 and insert this number in place of evaluations
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4. Evaluation 3 is at positions 9, 10; we calculate the average 9+10
2

= 9.5
and insert this number in the table instead of evaluations 3. This gives
us the �rst row of the table 12.6. We will repeat the determination of
ranks based on the second row of the table 12.4: the ratings 6 are at
three positions 1, 2, 3; we calculate their average 1+2+3

3
= 2 and insert it

into the table 12.6 in place of the ratings 6; evaluation 5 is on three items
4, 5, 6; we calculate the average of these positions 4, 5, 6; we calculate the
average of these items 4+5+6

3
= 5 and insert it into the table 12.6 in place

of ratings 5; evaluation 4 is on items 7, 8, 9, 10; we calculate the average
7+8+9+10

4
= 8.5 and insert it into the table 12.6 in place of grades 4.

Table 12.6: Summary of the results of the questionnaire for criterion K4 � aesthetics
of coverage, by E. Ko¹niewski

AESTHETICS E1 E2 E3 E4 E5 E6 E7 E8 E9 E10
Variant 1 2.5 6.5 6.5 2.5 2.5 9.5 6.5 9.5 2.5 6.5
Variant 2 2 8.5 5 2 8.5 2 5 5 8.5 8.5
Variant 3 8 4 8 8 1.5 8 8 4 1.5 4
Variant 4 8.5 3.5 3.5 8.5 8.5 3.5 8.5 3.5 3.5 3.5
Variant 5 8 6 6 6 9.5 2.5 2.5 9.5 2.5 2.5
Variant 6 9.5 5.5 5.5 5.5 5.5 5.5 1 9.5 5.5 2

Table 12.7: Table of ranks for criterion K4 � aesthetics of coverage (Ri = k · EX),
by E. Ko¹niewski
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Variant 1 2.5 6.5 6.5 2.5 2.5 9.5 6.5 9.5 2.5 6.5 5.5 55 492.84
Variant 2 2 8.5 5 2 8.5 2 5 5 8.5 8.5 5.5 55 492.84
Variant 3 8 4 8 8 1.5 8 8 4 1.5 4 5.5 55 492.84
Variant 4 8.5 3.5 3.5 8.5 8.5 3.5 8.5 3.5 3.5 3.5 5.5 55 492.84
Variant 5 8 6 6 6 9.5 2.5 2.5 9.5 2.5 2.5 5.5 55 492.84
Variant 6 9.5 5.5 5.5 5.5 5.5 5.5 1 9.5 5.5 2 5.5 55 492.84

R
=
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_
R

i
=

33
0

S
=

2
87

2.
24
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When the evaluation results are repeated, we get the so-called tied ranks.
For these ranks, we calculate the so-called corrections. First, in the
columns of the table 12.7 we �nd repeated ranks � in E1 there are
two: 8, 8; in E2, E3 and E4 there are none; in E5 there are two 8.5
and 8.5; in E6 and E7 there are none; in E8 there are three times
9.5; 9.5; 9.5; in E10 there are none. Denoting by t the number of
rank repetitions, in columns E1, E5, E9 we have t = 2, in column E8
t = 3, in the other columns E2, E3, E4, E6, E7, E10 t = 0. Calcu-
lating the corrections t3 − t, we get the values 6 (23 − 2 = 6) and 24
(33 − 3 = 24) and 0 (03 − 0 = 0), respectively, which we enter in the
second column of the table 12.8, we add up (just rewrite here) and write
in the third column of table 12.8, and after dividing by 12 we write in
the fourth column of the table 12.8.

Table 12.8: Calculation of corrections for criterion K4 � aesthetics of coverage,
by E. Ko¹niewski

t3 − t SUM TEX =
∑

(t3−t)
12

TE1 6 6 0.5
TE2 0 0 0
TE3 0 0 0
TE4 0 0 0
TE5 6 6 0.5
TE6 0 0 0
TE7 0 0 0
TE8 24 24 2
TE9 6 6 0.5
TE10 0 0 0∑

TEX = 3.50

The W Kendall coe�cient for k = 10; n = 6 we calculate from the
formula

W =
S

1
12
· n2 · (k3 − k)− n ·

k∑
i=1

Ti

(12.16)

based on the results in the tables 12.7 and 12.8. We get W = 0.98. After
taking into account the relationship χ2 = k(n − 1)W this is a general
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method of checking the reliability of judges.
In the case when 3 ≤ k ≤ 20 and 3 ≤ n ≤ 7, the relevance of the
W factor is checked in a special table. Using it involves comparing Skr

(S critical) number from the table for k judges and n rated objects with
the calculated S value from the rank table.
Skr = 376.7 � the value from the table 12.9.
Because of the satis�ed inequality Skr = 376.7 < S = 2872.24 there are
no reasons to reject the judges' concordance hypothesis.

Table 12.9: Critical values for 3 ≤ k ≤ 20 and 3 ≤ n ≤ 7 (Siegiel S., Nonparametric
Statistics for the Behavioral Sciences, McGraw-Hill, NY 1956, 286p).

α = 0.05 n
k 3 4 5 6 7
3 64.4 103.9 157.3
4 49.5 84.4 143.3 217.0
5 62.6 112.3 182.4 276.2
6 75.7 136.1 221.4 335.2
8 48.1 101.7 183.7 299.0 453.1
9 54.0 − − − −
10 60.0 127.8 231.2 376.7 571.0
12 71.9 − − − −
14 83.8 − − − −
15 89.8 192.9 349.8 570.5 864.9
16 95.8 − − − −
18 107.7 − − − −
20 119.7 258.0 468.5 764.4 1158.7

12.8.5. Simplicity of exploitation

The use of a roof involves conservation and various repairs of damaged
roof fragments. Everyone has an individual opinion on the operation of
a given roo�ng, so as with criterion 4 (K4 � aesthetics of the roo�ng) its
value was determined by experts.
Testing W Kendall coe�cient for evaluations of criterion K5 � simplicity
of exploitation.



186 Mathematical methods of multi-criteria benchmarking analysis...

Table 12.10: Summary of questionnaire results for criterion K5 � simplicity of
exploitation, by E. Ko¹niewski

EXPLOITATION E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 �rednia
Variant 1 6 5 5 4 5 4 6 3 5 6 4.9
Variant 2 6 5 5 5 4 5 6 3 3 5 4.7
Variant 3 5 4 4 5 5 5 4 4 5 4 4.5
Variant 4 5 4 4 5 5 5 4 4 5 4 4.5
Variant 5 3 3 3 3 3 4 3 3 4 5 3.4
Variant 6 1 2 3 2 3 3 5 3 2 4 2.8

Table 12.11: Rank table for criterion K5 � simplicity of exploitation,
by E. Ko¹niewski
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Variant 1 2 5.5 5.5 8.5 5.5 8.5 2 10 5.5 2 5.5 55 484
Variant 2 1.5 5 5 5 8 5 1.5 9.5 9.5 5 5.5 55 484
Variant 3 3 8 8 3 3 3 8 8 3 8 5.5 55 484
Variant 4 3 8 8 3 3 3 8 8 3 8 5.5 55 484
Variant 5 7 7 7 7 7 2.5 7 7 2.5 1 5.5 55 484
Variant 6 10 8 4.5 8 4.5 4.5 1 4.5 8 2 5.5 55 484
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Determination of the coe�cient W : for k = 10; n = 6 (based on cal-
culations, analysis and (12.16) and the table 12.12) we �nd the value of
W = 0.99. In the case when 3 ≤ k ≤ and 3 ≤ n ≤ 7, the signi�cance
of the coe�cient W is checked in a special table 12.9. Using it involves
comparing the number Skr (S critical) from the table for k judges and n
rated objects with the calculated S value from the rank table.
Skr = 376.70 � value from the table.
Since Skr = 376.70 < S = 2904, so there are no reasons to reject the
judges' concordance hypothesis.
When the evaluation results are repeated, we get the so-called tied ranks,
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for which we calculate the so-called corrections:

Table 12.12: Calculation of corrections for criterion K5 � simplicity of exploitation,
by E. Ko¹niewski

t3 − t SUM TEX =
∑

(t3−t)
12

TE1 6 6 0.5
TE2 24 24 2
TE3 6 6 0.5
TE4 6 6 0.5
TE5 6 6 0.5
TE6 6 6 0.5
TE7 6 6 0.5
TE8 6 6 0.5
TE9 6 6 0.5
TE10 6 12 1∑

Ti = 7

12.9. Proposals of weights for synthetic evaluation

Weights, like evaluations of criteria, can be adopted using judges'
evaluations and perform compliance analysis, but can be adopted arbi-
trarily. But also the weighting of individual criteria can be adopted by
the investor, but also by the contractor or other decision-maker. In this
example, we adopt the weights of individual criteria by the decision of
the investor.

Table 12.13: Criteria for the weights proposed by the investor, by E. Ko¹niewski

Weights
K1 � Total costs 0.30
K2 � Weight of coverage 0.10
K3 � Durability of coverage 0.25
K4 � Aesthetics of coverage 0.15
K5 � Simplicity of exploitation 0.20
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Table 12.14: Inputs for synthetic evaluations, by E. Ko¹niewski

K1 K2 K3 K4 K5
Total Weight Durability Aesthetics Exploitation
costs [kN/m2] [yaers] (points 1-6) simplicity
[PLN] (points 1-6)

V1: Ceram. Granat 13 V 52 428.26 0.474 20 4.2 4.9
V2: Concrete Verona 63 620.02 0.479 30 4.9 4.7
V3: Met. Finnera 41 711.10 0.053 40 4.7 4.5
V4: Met. Montenerey 33 788.91 0.048 30 4.6 4.5
V5: Bitumen shingles 64 511.38 0.095 15 2.9 3.4
V6: Wooden shingles 74 029.33 0.459 40 2.3 2.8
Sum 330 089.00 1.61 175.00 23.60 24.80

12.10. Multi-criteria analysis of selected variants

We return to the analysis of the basic table 12.14. We will apply Pat-
tern coding (12.13) to both stimulants (K3, K4, K5) and destimulants
(K1, K2). As a result of this operation, we get table 12.15.

Table 12.15: Applied Pattern coding for all criteria, by E. Ko¹niewski

K1 K2 K3 K4 K5
Total Weight Durability Aesthetics Exploitation
costs [kN/m2] [yaers] (points 1-6) simplicity
[PLN] (points 1-6)

V1: Ceram. Granat 13 V 0.158831 0.294776 0.114286 0.177966 0.197581
V2: Concrete Verona 0.192736 0.297886 0.171429 0.207627 0.189516
V3: Met. Finnera 0.126363 0.032960 0.228571 0.199153 0.181452
V4: Met. Montenerey 0.102363 0.029851 0.171429 0.194915 0.181452
V5: Bitumen shingles 0.195436 0.059080 0.085714 0.122881 0.137097
V6: Wooden shingles 0.224271 0.285448 0.228571 0.097458 0.112903

After applying the Pattern recoding ((12.14) for n = 6) to the destimu-
lants (K1, K2), we get the �nal coded table 12.16.
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Table 12.16: Applied Pattern recoding for destimulants (K1,K2), by E. Ko¹niewski

K1 K2 K3 K4 K5
Total Weight Durability Aesthetics Exploitation
costs [kN/m2] [yaers] (points 1-6) simplicity
[PLN] (points 1-6)

V1: Ceram. Granat 13 V 0.168234 0.141045 0.114286 0.177966 0.197581
V2: Concrete Verona 0.161453 0.140423 0.171429 0.207627 0.189516
V3: Met. Finnera 0.174727 0.193408 0.228571 0.199153 0.181452
V4: Met. Montenerey 0.179527 0.194030 0.171429 0.194915 0.181452
V5: Bitumen shingles 0.160913 0.188184 0.085714 0.122881 0.137097
V6: Wooden shingles 0.155146 0.142910 0.228571 0.097458 0.112903

The values of the codes shown in the table 12.16 do not allow a con-
structive indication of the diagram using the �rst rule (comparing the
corresponding values of two rows, each with each). Such results of the
analysis provide an incentive to use the third rule of comparison (the one
with weights) or, otherwise, the corrected summation indicator.

Table 12.17: Results of the third rule of comparison (with weights),
by E. Ko¹niewski

m∑
r=1

νrKr(xi)

V1: Ceram. Granat 13 V 0.159357110
V2: Concrete Verona 0.174382567
V3: Met. Finnera 0.195065066
V4: Met. Montenerey 0.181645957
V5: Bitumen shingles 0.134372358
V6: Wooden shingles 0.155176942

The results of comparison according to the third comparison rule lead to
an ordering V5 ≤ V6 ≤ V1 ≤ V2 ≤ V4 ≤ V3. Hence, the best option is
variant 3. We can apply the second comparison rule, where no weights
are used, or equivalently assume that all weights νr are identical, i.e.
νr =

1
m

FOR r = 1, 2, . . . ,m. Then we get the table 12.18 and ordering
of V5 ≤ V6 ≤ V1 ≤ V2 ≤ V4 ≤ V3.
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Table 12.18: Results of the second comparison rule (without weights),
by E. Ko¹niewski

m∑
r=1

Kr(xi)

V1: Ceram. Granat 13 V 0.799111101
V2: Concrete Verona 0.870447513
V3: Met. Finnera 0.977310905
V4: Met. Montenerey 0.921352683
V5: Bitumen shingles 0.694789231
V6: Wooden shingles 0.736988566

As can be seen, the result of comparison without weights does not di�er
and is the same as the result of comparison with weights.

Another issue is the obtained values in the tables 12.17 and 12.18.
What is the di�erence between the two? We can evaluate it, for example,
by rounding (approximations with precision) to two places or one place
after the decimal.

Table 12.19: Results of the second comparison rule with assumed accuracy (with
weights), by E. Ko¹niewski

m∑
r=1

νrKr(xij)
m∑
r=1

νrKr(xij)
m∑
r=1

νrKr(xij)

accuracy to accuracy to accuracy to
1 decimal 2 decimal 3 decimal

place places places
V1: Ceram. Granat 13 V 0.2 0.16 0.159

V2: Concrete Verona 0.2 0.17 0.174

V3: Met. Finnera 0.2 0.20 0.195

V4: Met. Montenerey 0.2 0.18 0.182

V5: Bitumen shingles 0.1 0.13 0.134

V6: Wooden shingles 0.2 0.16 0.155

The result of the comparison according to the third comparison rule is
illustrated in �gure12.2.
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accuracy to one accuracy to two accuracy to three
decimal decimal decimal
place places places

Figure 12.2: Hasse diagrams constructed for di�erent accuracies according to the
third rule of comparison, by E. Ko¹niewski
Table 12.20: The results of the second rule of comparison with assumed accuracy
(without weights), by E. Ko¹niewski

m∑
r=1

Kr(xij)
m∑

r=1
Kr(xij)

m∑
r=1

Kr(xij)

accuracy to accuracy to accuracy to
1 decimal 2 decimal 3 decimal

place places places
V1: Ceram. Granat 13 V 0.8 0.80 0.799
V2: Concrete Verona 0.9 0.87 0.870
V3: Met. Finnera 1.0 0.98 0.977
V4: Met. Montenerey 0.9 0.92 0.921
V5: Bitumen shingles 0.7 0.69 0.695
V6: Wooden shingles 0.7 0.74 0.737

The result of the comparison according to the second ordering rule is
presented in the �gure 12.3.

accuracy to one accuracy to two accuracy to three
decimal decimal decimal
place places places

Figure 12.3: Hasse diagrams constructed for di�erent accuracies according to the
second ordering rule , by E. Ko¹niewski
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The posted graphs (Fig. 12.2, 12.3) diagram of coded values indicate
a good representation obtained with calculation accuracy to the third
decimal place. But the results with accuracy to the second place indicate
careful use of the ranking. It is worth checking the di�erence between the
di�erent values of the synthetic evaluations (12.15). The �nal decision
should already be made in the context of the analysis of the real data
(Table 12.14).

12.11. Summary

As a result of the analysis, it was concluded that the best roof covering
from the point of view of the discussed criteria is roo�ng tile Finnea
(variant 3), while the worst covering in this evaluation is wooden spruce
shingles (variant 6) or bitumen shingles (variant 5). The total cost of
Finnea tile roo�ng was estimated at 41 711.10PLN. This is not the
lowest cost among the analyzed coverings, but quite low. The durability
of the selected covering is the longest. In terms of aesthetics, this covering
was ranked the highest.

12.12. Problems

1. Make a benchmarking analysis of the roo�ng presented in Chapter 12
using coding:
a) Neumann � Morgenstern,
b) normalization.
Assume the values and weights speci�ed in Chapter 12.

2. In the 1st task, make a benchmark analysis of 12 roo�ng, adopt the
experts' own assessments and weight values.

3. Make a comparative analysis of single-family houses made with dif-
ferent technologies and materials with regard to cost.
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