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Preface

This monograph is designed to present the recent developments in the field of bio-
medical engineering. The contents of the monograph present some of the research 
problems that are currently explored within the field of biomaterials, biomechanics, 
and artificial intelligence. A total of 12 chapters presented here are focused on various 
topics ranging from biomechanics to artificial intelligence applications in various fields.

In “Pressure-relieving silicone orthopedic insole made by 3D printing” the authors 
present the concept of a silicone orthopedic insole in which various structures 
and degrees of filling are used. As a result, they proved that the dynamic viscosity 
of silicone affects the 3D printing parameters. The proposed solution shows great 
potential to speed up the printing process, and the 75% honeycomb geometry fill 
achieves the highest stress values.

In “System for lung X-ray image analysis using machine learning algorithms” authors 
developed a system for analyzing lung X-ray images using machine learning tech-
niques, with particular emphasis on the convolutional neural network (CNN) model. 
Results showed the effectiveness of the system in automatically analyzing lung X-ray 
images, confirming its potential as a tool to support the diagnostic process.

In “Automatic mechanical diagnostics using deep learning methods” the authors cre-
ated a classification model using deep learning methods to classify healthy, COVID-19 
and viral influenza patients based on chest X-ray images. The results demonstrated 
aptitude in detecting the COVID and Healthy class, achieving 71% and 81% preci-
sion, respectively. Unfortunately, the level of classification accuracy of the Influenza 
class is a big minus for this type of model.

In “Application supporting the interpretation of laboratory test results” authors pro-
posed a new web application supporting the interpretation of laboratory test results 
such as blood counts, urine tests, and the levels of individual vitamins in the body. 
The results demonstrate a valuable contribution to the development of tools support-
ing laboratory diagnostics and improving the preparation of patients for medical 
consultations.

In “Neuroimaging in the detection of cerebral aneurysms” the author presents 
the state of the art in neuroimaging in detecting cerebral aneurysms and suggests 
that artificial intelligence can be applied.

In “Utilization of the spin-coating method to produce elastic composites for applica-
tions in biomedical engineering” authors investigated research on the use of the spin-
coating method for the production of flexible composite materials. The results proved 
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that the spin-coating parameters affected the thickness and roughness of the com-
posites, while they had no significant effect on the density and contact angle of tested 
composites.

In “Assessment of the wettability of PDMS and denture acrylic polymer by oral gels” 
the authors aimed to assess the wettability of prosthetic acrylic and PDMS surfaces 
by oral mucin-based gels enriched with polysaccharides such as k-carrageenan, acacia 
gum, carob gum, and xanthan gum. The results demonstrated the advisability of using 
additives in gels. It was observed that with increasing storage time of the prepara-
tions (0, 1, 3, 7 days), the average contact angle increased, and for both tested surfaces: 
PDMS and acrylic surfaces were the highest on the 7th day.

The study “Mechanical properties of polylactide-based composites with iron pow-
der additions – experimental and numerical evaluation” aims to check the mechani-
cal properties of the samples, and on their basis, samples were modeled for numer-
ical tests. The results showed that samples with the addition of iron nanopowder 
have better properties than iron powder. Moreover, poor adhesion of metal particles 
to the polymer was visible.

In “Design of an ankle joint orthosis for people with extensive sweating” the authors’ 
aim was the design of an ankle orthosis designed for people with excessive sweating. 
The developed test results made it possible to determine the effect of hyperhidrosis 
on the strength properties of the tested samples. They also made it possible to design 
an optimal ankle orthosis design.

In “Influence of the femoral neck-shaft and anteversion angles on the loadings acting 
in the musculoskeletal system during walking” the authors explored the influence of FNS 
and FA on muscle forces and joint reaction forces during walking. Four musculoskel-
etal models with a variable geometry of the femoral bone were taken into considera-
tion. The greatest changes in active muscle forces were observed in the case of muscles 
with their attachments located on the proximal part of the femur. On the other hand, 
in the case of the hip and knee joint reaction force, the greatest differences between 
the results obtained using particular models were noticeable both in the values of local 
extrema and at the time of their occurrence.

The paper “Key factors in bone marrow transplant outcomes: statistical insights” 
examined critical factors affecting bone marrow transplant outcomes, focusing 
on the effect of increased doses of CD34+ cells/kg on patients’ overall survival time 
and quality of life without inducing adverse events. The findings of this study under-
scored the complex interplay between various factors and the success of bone mar-
row transplantation (BMT). One of the key insights was the pivotal role of CD34+ cell 
dosage in the graft which appears to significantly influence the overall survival times 
of patients without introducing adverse effects that could diminish their quality of life.

In “The importance of rotational exercise programs in the treatment of a patient 
with autism spectrum disorder (ASD) in specialized facilities and in rural areas – a case 
report” the authors aimed to present the new program of rotational movement exercises 
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(PR) in the therapy of a child with ASD. The scientific justification for linking the pro-
gram of rotational movement exercises (PR) with the cognitive and emotional devel-
opment of a child with ASD was indicated.

We hope the readers find the monograph to be a captivating journey into the sci-
entific world, where they immerse themselves in the themes explored within its pages.
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Abstract: Silicone orthopedic insoles are becoming more popular due to their 
unique features, such as effective correction and comfort of use. This work presents 
the concept of a silicone orthopedic insole in which various structures and degrees 
of filling are used. Additionally, the designed insert was obtained by 3D printing 
from two silicones with different rheological properties. The 3D printed insoles 
were subjected to a static compression test and their quality was examined using 
confocal microscopy. The results indicate that the dynamic viscosity of silicone 
affects the 3D printing parameters, i.e. the pressure of the extruded material 
and the printing speed. Moreover, the filling geometry and its percentage of fill-
ing influence the compressive strength. Silicone with a lower dynamic viscosity 
speeds up the printing process, and the 75% honeycomb geometry fill achieves 
the highest stress values.

Keywords: Insole, 3D printing, DIW method, Silicone, Mechanical properties 

1. Introduction
Shoe insoles have been used for many decades to correct structural deformities 
and load distribution in areas of the foot that are subjected to excessive pressure. 
In 1865, a breakthrough was made in the field of foot orthopaedics when Everett 
H. Dunbar of Bridgewater, Massachusetts, introduced the first insoles designed 
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to minimise pain. This was pioneered by placing leather ‘insoles’ between the insole 
and the sole of the shoe. This innovative step was directed at providing additional 
support to the arch of the foot, resulting in significant relief of pain and discomfort 
associated with orthopedic problems [1–5].

Modern technology is revolutionizing many fields, including orthopedics. 
Traditional methods of manufacturing orthotics are slowly giving way to innova-
tive solutions such as the use of computer numerically controlled (CNC) machine 
tools or 3D printing, particularly the FDM method. These methods not only speed 
up the production process, but also enable orthotics to be precisely tailored to indi-
vidual patients’ needs. Both of these technologies are used to produce orthopedic 
insoles. The CNC method has gained enormous popularity in many fields, including 
orthopedics. The capability of CNC equipment makes it possible to achieve complex 
shapes. This allows orthotics to be tailored to each patient’s biomechanical require-
ments. The manufacturing process of orthotics using the CNC method is largely auto-
mated, allowing for faster and more efficient production of orthotics while reducing 
the waiting time for the finished product [6-9]. The CNC method was an innovation 
compared to traditionally produced insoles. However, with the development of 3D 
printing, the possibility of using this technology to produce orthopedic insoles was 
noticed. 3D printing allows for individualization of the design and a faster manufac-
turing process [5–8].

3D printing using fused deposition modelling (FDM) is one of the most common 
incremental manufacturing processes [10]. In a study by Uday Kumar Jonnala et al.[11] 
an innovative method for designing orthotics was proposed, using a mesh structure 
whose manufacture was based on incremental manufacturing methods, particularly 
FDM technology. The application of this method took place in the context of ortho-
pedic insole design, which helped to reduce the cost of manufacturing custom orthot-
ics. The design of the orthopedic insole used a gyro lattice structure, which is a 100% 
density fill type TPMS structure, and the printing material was soft PLA. In order 
to customise the design and production of the orthotics, it was necessary to use CAD 
tools, allowing full use of incremental manufacturing technology. This technique 
not only helps to reduce the time required for design, but is also economically viable. 
With this approach, orthopedic insoles can be efficiently adapted to individual patient 
requirements, while reducing production costs. The developed design methodology 
can be applied to different types of footwear and has a high market potential for peo-
ple with comparable needs. Using this method, the patient achieves a high level of per-
sonalisation. This study focuses on the design and production of orthotic insoles, but 
does not consider clinical effectiveness or end-user comfort [11].

As noted earlier, the most commonly used 3D printing technology is FDM. 
However, it has limitations in terms of the materials from which the inserts can 
be made. One of the newest 3D printing methods is Direct Ink Writing (DIW), 
which allows to print elements from semi-liquid materials. Direct Ink Writing (DIW, 
direct ink writing) is a technology based on extruding material through a nozzle 
without heating it. The extrusion of the material is carried out by the movement 
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of a piston pushing the extruded material. Two mechanisms are mainly used to push 
the piston: a screw and a pressure mechanism. A schematic of the method described 
is shown in Fig. 1. The aim of this technology is to produce parts by extruding 
concentrated slurries that are formulated from the main material and additives 
to achieve the desired viscoelastic properties. The relationship between the ink rhe-
ology and the various printing parameters in the DIW method is crucial to achieve 
the intended shapes of parts with the desired physical and mechanical proper-
ties [12–17].

FIG. 1. Schematic of printing using DIW technology [17]

In this work, 3D printing technology using the DIW method was used to produce 
an orthopedic relief insole. The work focused on analyzing the influence of material 
rheology on the printing process and the quality of the insole.

2. Materials and methods
The concept behind the developed orthotic is to create a universal orthotic shape that 
would not only meet medical standards, but also provide patients with maximum com-
fort and improved quality of life during gait. The whole process started with an anal-
ysis of commercially available orthotics, design and manufacturing technology. Key 
aspects included ergonomics, foot biomechanics, structural durability, and effective-
ness in correcting various gait disorders. Based on the dimensions of the commercial 
orthotic insoles, a concept of the in-house model was developed in CAD software – 
SOLIDWORKS CAD 3D (Fig. 2, 3).
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FIG. 2. 3D model created in SOLIDWORKS CAD

FIG. 3. Dimensions of an orthopedic insole

The proposed orthotic concept allows the user to customise different orthotic fill-
ing structures for the designated area in Fig. 4 – highlighted in red. With this concept, 
the user has the flexibility to choose the structure and the degree of filling, allowing 
the orthotics to be tailored to individual needs and preferences. This solution ensures 
that the orthotic insole can be personalised, which is key to dealing effectively with dif-
ferent foot health problems.

FIG. 4. Orthotics insole area subjected to filling modification with different structures and degrees 
of filling

Three types of infill were assumed: rectangular, honeycomb, triangular, and dif-
ferent degrees of infill: 50%, 75% and 100% (Table 1), in order to test the influence 
of the type and degree of filling on the properties of the resulting orthotic insole.
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TABLE 1. Type and degree of filling of the orthopedic insole used in the study

Type of filling Degree of infill [%]

Rectangular 50; 75
Honeycomb 50; 75
Triangular 50; 75
Full 100

The orthotic was printed from two different types of silicone: [3-(N, 
N-di-methylamino) propyl] trimethoxysilane) (denoted as silicone A), and a medi-
cal silicone based on polysiloxanes (denoted as silicone B).

The orthopedic silicone insoles were printed on the F-NIS 23151 3D printer from 
Sygnis S.A. The printer is based on DIW (Direct Ink Writing) technology, which allows 
printing from semi-liquid materials, e.g. silicones or single-component pastes, e.g. gyp-
sum. During printing, a 55 ml cartridge and a 0.63 mm nozzle were used. The height 
of the applied layers was 0.3 mm. For the printing, the parameters listed in Table 2 were 
used. The printing parameters were chosen based on previous test trials on the materi-
als to eliminate inefficient settings and ensure optimal quality and efficiency of the pro-
cess. Simplify 3D software provided by the printer manufacturer was used to print 
the orthotics, which enabled efficient preparation of the model for printing.

TABLE 2. Printing parameters for silicones

Type 
of silicone Parameter

Type of filling

Rectangular Honeycomb Triangles

A
Printing speed [mm/s] 0.4 0.3 0.3
Pressure [MPa] 0.90 0.80 0.8

B
Printing speed [mm/s] 0.6 0.5 0.5
Pressure [MPa] 0.110 0.100 0.100

The printing process was carried out using adjusted printing parameters, i.e. print-
ing speed and air pressure, which depended on the type of silicone used. The introduc-
tion of variable printing parameters during the process is adapted to the properties 
of the specific silicone and, in the case of polysiloxane-based silicone, the possibil-
ity to increase the printing speed is an important aspect. As a result, the printing 
of the insert can take place in a shorter time, which is important for applications 
requiring fast and precise printing.

Different fill levels have been adopted: 50%, 75% and 100% for each silicone. 
The 100%-filled inserts acted as a reference sample for the printed inserts with varying 
fill levels, as the commonly used commercial silicone inserts are characterised by 100% 
fill. Table 3 shows images of the different degrees of filling and the type of filling.
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TABLE 3. Comparison of the degree of infill for different types of infill

Type of filling 50% 75%

Rectangular

Honeycomb

Triangles

During the layered printing process of the rectilinear infill, a technique was used 
to apply successive layers at 90 degrees to the previous layer in order to achieve a uni-
form and optimal distribution of material. A representation of this process is illustrated 
in Figure 5. This strategy aims to increase the stability and uniformity of the infill 
structure, resulting in improved mechanical strength and properties of the final article.

The rheological testing of the silicones was carried out on a Haake RheoStress 
6000 rheometer in a plate-to-plate system, where the silicone under test was placed 
directly onto a 21°C plate. Three measurements containing 1 ml each of the test sil-
icone ([3-(N,N-dimethylamino)propyl]trimethoxysilane and polysiloxane-based 
silicone) were carried out for each silicone. The samples were tested over a period 
of 100 seconds.
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FIG. 5. Layering method for rectilinear infill: (a) first layer; (b) second layer applied at 90°

The compressive strength test was carried out using a Zwick Roell Z010 
on 15x15 mm cylindrical specimens. The dimensions of the test specimens were cho-
sen to prevent it from buckling under load, which can significantly affect the results.

The specimens were subjected to a static compression test with a speed of 10mm/
second and an initial force of 1N. During the experiment, the specimen was subjected 
to compression along the main vertical axis. Before proceeding to the actual tests, 
seven test trials were carried out for each silicone. One test for each variant shown 
in Table 1 to determine the threshold of significant deformation. The deformation 
threshold for the test materials was assumed to be 60%. The specimens for the static 
compression test were characterized by the same structure and degree of filling used 
in the inserts. Two types of silicone were used. The type and degree of filling are 
described in Table 1. On the basis of the tests carried out, the stress σ and strain ε 
of the material were calculated and the stress-strain relationship curves were plotted.

The printed insoles were subjected to microscopic observation on an Olympus 
OLS 4000 LEXT laser confocal microscope. The microscopic observation allowed 
the quality of the printed insole filling to be checked. When the LEXT OLS4000 micro-
scope is operated in confocal mode, an image is generated based on the reflection 
of light from a specific focus plane. The benefits of confocal microscopy include the abil-
ity to produce high contrast images, the reduction of interference associated with focus-
ing in different planes, and the ability to analyse three-dimensional structures.

3. Results and discussion
Testing of the rheological properties of the silicones used made it possible to deter-
mine the influence of rheology on printing parameters and print quality. After analys-
ing the test results, significant differences were observed between the results obtained 
for the two types of silicone. The dynamic viscosity shown in Figure 6 for silicone 
A starts at 3234.83 Pa·s and decreases to a value of 500 Pa·s at a shear rate of 10 [1/s].  
For silicone B (Figure 7), the initial dynamic viscosity value reaches 639.02 Pa·s 
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and drops to a value of 100 Pa·s at a shear rate of 20 [1/s]. Table 4 shows an averaged 
summary of the maximum and minimum dynamic viscosity values obtained in the test 
carried out for both silicones.

TABLE 4. Averaged maximum and minimum dynamic viscosity values obtained in the test for sili-
cone A and B (source: own elaboration)

Dynamic viscosity value A B

Maximum [Pas] 3234.83±20.12 639.02±6.12
Minimum [Pas] 105.46±1.25 44.21±1.24

Based on the graphs shown in Figures 6 and 7 and the data in Table 4, it was noted 
that silicone A has 5 times higher dynamic viscosity than silicone B, which alters 
the parameters when printing orthotics. The lower dynamic viscosity of silicone B 
allowed for a shorter printing time for the orthotics compared to silicone A. It was 
noted that the differences in the rheology of the silicones tested significantly affected 
both printing time and printing pressure. In the work by Wei et al [18], the influence 
of rheology on the quality of DIW printing was analyzed. This work showed that 
the rheology of materials has a significant impact on the quality and speed of print-
ing, which was noticed in this work. Additionally, Wei’s work analyzed the influ-
ence of the chemical composition of materials. This analysis shows that the com-
position of the material used and its cross-linking time have a significant impact 
on the quality of prints, but also on the ability of the printed object to maintain its 
shape and the weight of subsequent layers. A similar conclusion can be seen based 
on the results presented in this paper.

FIG. 6. Plot of dynamic viscosity versus shear rate for silicone A

In this study, a static compression test was carried out for all types and degrees 
of filling. A static compression test was chosen for the study because silicone insoles 
are subjected to pressure during use. Table 5 and Table 6 show the average compressive 
strength (Rc) values, which served as the basic data for creating comparison charts 
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for the different sample types and for analysing the Rc values. The 100% infill, which 
achieved a stress of 3.18 MPa, provided a benchmark for the other cases. The closest 
to this was the variant with a honeycomb infill of 75%. This result suggests that a cer-
tain reduction in the degree of filling slightly affects the achieved stress, which may be 
an important aspect from the point of view of efficiency and production costs. In con-
trast, the lowest stress value was obtained for the triangular infill variant at 50%. This 
observed reduction in the stress value may be due to the smaller amount of material, 
which in turn affects the mechanical properties. When comparing the values for sil-
icone B shown in Figure 9, the 100% infill achieved a strength of 2.05 MPa, which 
provides a reference value for comparison. The closest to this result was the variant 
with a triangular filling of 75%, suggesting that reducing the degree of filling slightly 
affects the strength obtained. In contrast, the lowest strength value was obtained 
for the triangularly filled variant at 50%, similar to the silicone A.

FIG. 7. Plot of dynamic viscosity versus shear rate for silicone B

FIG. 8. Stress-strain relationship for similar values of average Rc of silicone A
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FIG. 9. Stress-strain relationship for similar values of average Rc of silicone B

TABLE 5. Medium Rc values of silicone A for different filling types and their filling grades

Type of silicone Silicone A

Type of filling Rectangular Honeycomb Triangles Full

Degree of infill [%] 50 75 50 75 50 75 100
Compressive 
strength (Rc) [MPa]

1.01±0.01 1.21±0.02 1.06±0.01 2.59±0.04 0.72±0.01 1.30±0.03 3.18±0.07

TABLE 6. Medium Rc values of silicone B for different filling types and their filling grades

Type of silicone Silicone B

Type of filling Rectangular Honeycomb Triangles Full

Degree of infill [%] 50 75 50 75 50 75 100
Compressive 
strength (Rc) [MPa]

1.11±0.02 1.51±0.04 0.79±0.01 1.87±0.03 0.76±0.01 1.40±0.04 2.05±0.06

The microscope images obtained are summarised in Table 7 for silicone 
A and in Table 8 for silicone B. During the microscopic observations, it was 
observed that the structure with 50% infill showed larger geometric details com-
pared to the structure with 75% infill. This may be due to differences in the amount 
of material used for printing and the effect of the degree of filling on the overall 
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form of the structure. In addition, it is an important fact that the cross-linked struc-
ture retains its original shape and did not deform, demonstrating the effectiveness 
of the cross-linking process in maintaining the intended form of the structure.

TABLE 7. Magnification of the structures obtained after printing for silicone A

Type of filling 50% 75%

Rectangular

Honeycomb

Triangles



20

During the printing process, the triangle angles were assumed to be 60°. 
Subsequently, the triangle angle was measured during microscopic observation, con-
firming that the results obtained were consistent with the initial assumptions. Figure 10 
shows the measurement of the triangle angle, confirming that the printing process 
was correct and in line with the theoretical assumptions.

FIG. 10. Angle measurement for triangular infill

The better quality of the structures obtained (Table 8) in the case of silicone B 
can be related to its distinctive color (red). Silicone A, which was used, was colorless, 
which affected the detail of the visible structures, compared to silicone B with its 
distinct color. The color of the material can affect the contrast and visibility of detail 
during microscopic observation, which can be crucial for analysing the geometry 
and quality of the structure. It is also worth considering that differences in the vis-
ibility of structures may be due not only to the color of the material, but also to other 
optical properties such as transparency, gloss or light absorption. Therefore, the pres-
ence of color in a material can affect the effectiveness of microscopic observation 
and the interpretation of results.

TABLE 8. Magnification of the obtained structures after printing for silicone B

Type of filling 50% 75%

Rectangular
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Type of filling 50% 75%

Honeycomb

Triangles

During the printing process, a nozzle with a diameter of 0.63 mm was used. 
After microscopic observation, the width of the layers is 0.5 mm (Fig. 11). This indi-
cates the existence of material shrinkage during the crosslinking process, especially 
in the context of the filling structure. It is noteworthy that despite the crosslinking 
process, the width of the inserted insole did not change, suggesting that the shrink-
age of the material on the outside of the insole will not reduce the size of the insole 
for a given size of the structure.

FIG. 11. Measurement of the width of the obtained layer
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The orthotics shown in Figures 12 were printed from type A silicone, charac-
terized by a smooth and transparent structure, and represent an innovative solu-
tion in the field of orthopedic products. Their unique flexibility and softness make 
them an ideal material for use in the production of orthotics, especially in the con-
text of orthopedic prosthetics. The transparent structure of silicone makes it possi-
ble to observe the shape of the filling, which is crucial in the process of customizing 
orthotics. The use of Type A silicone insoles pushes the boundaries of conventional 
solutions, while offering comfort and effective support for different areas of the foot. 
In the case of insoles made of silicone B, the internal structure is not possible due 
to the color of the silicone used, as shown in Figure 13 a. Only after removing the top 
layer (1 print path), which shields the internal structure, can we observe its internal 
shape, shown in Figure 13 b.

FIG. 12. Orthotic insole printed from silicone A with: a) rectilinear shape filling and 50% 
degree of infill, b) rectilinear shape filling and 75% degree of infill, c) honeycomb filling and 50% 
degree of infill, d) honeycomb filling and 75% degree of infill, e) triangular shape filling and 50% 
degree of infill, f) triangular shape filling and 75% degree of infill
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FIG. 13. Orthotic insole printed from silicone B: a) with triangular shape filling and filling degree 
of 75%, b) with triangular shape filling and filling degree of 50%

The results presented in this paper indicate that the mechanical properties are 
influenced by both the rheology of the printed material and the type and degree 
of filling. Similar conclusions were presented in the work of Farkas et al. [19] in which 
the influence of the direction (different layer angles: 0°, 45° and 90°) and the thickness 
of the printing layer on the tensile and compressive properties of the dental material 
were analyzed. Research has shown that both the direction and thickness of the print-
ing layer affect the mechanical properties.

4. Conclusion
The orthotic was developed with a variety of structures in relief areas to provide opti-
mal support and comfort for the patient. The use of 3D printing allows the creation 
of personalized orthotic solutions, tailored to the individual needs of each patient. 
The dynamic viscosity of the silicone material affects the 3D printing parameters 
(speed, pressure). For silicone with a lower dynamic value, a higher 3D printing speed 
and lower pressure were used. An important factor affecting the mechanical proper-
ties of such an insole is the variety of densities and types of filling, which has a sig-
nificant impact on its resistance to compression. Moreover, silicone with a higher 
dynamic viscosity is characterized by higher mechanical properties compared 
to silicone with a lower dynamic viscosity. This makes it possible to precisely tailor 
the insole to the specific pathology the patient is facing. Despite the even distribu-
tion of traces in the printing process, imperfections in materials such as silicone can 
occur in the form of air bubbles, which may require further technological improve-
ments to eliminate.
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Abstract: This chapter focuses on the development of a system for analyzing 
lung X-ray images using machine learning techniques, with particular emphasis 
on the convolutional neural network (CNN) model. The main goal was to build 
an effective diagnostic tool that supports the identification of various pulmonary 
diseases. The scope of the work includes a review of basic radiological imaging 
techniques, analysis and evaluation of existing methods for analyzing X-ray images, 
and detailed development and implementation of the CNN model. Tests conducted 
on real medical data demonstrated the effectiveness of the system in automati-
cally analyzing lung X-ray images, confirming its potential as a tool to support 
the diagnostic process. The results of the study indicate significant opportunities 
for further development of the system. This work underscores how the integration 
of machine learning and medical image analysis can improve the quality and effi-
ciency of diagnostic imaging, offering valuable support for physicians’ therapeu-
tic decision-making.

Keywords: Machine learning, Knowledge mining, X-ray image analysis

1. Introduction
The COVID-19 pandemic, caused by the SARS-CoV-2 virus, has led to an unprec-
edented health and economic crisis. While the diagnosis of SARS-CoV-2 infection 
is primarily microbiological, imaging techniques play a crucial role in supporting 
diagnosis, classifying disease severity, guiding treatment, detecting complications, 
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and assessing treatment response. As highlighted in the study by Chamorro et al., 
chest X-rays, whether performed in conventional radiology departments or using 
portable units, are the first-line imaging examination due to their wide availability 
and cost-effectiveness (“Radiologic diagnosis of patients with COVID-19”). Computed 
tomography (CT) of the chest is more sensitive than conventional chest X-rays, ena-
bling the identification of complications beyond lung involvement and suggesting 
alternative diagnoses. The most common radiologic findings in COVID-19 include 
air-space opacities (consolidations and/or ground-glass opacities), typically bilateral, 
peripheral, and predominantly located in the lower lung fields [1].

X-ray images are one of the most widely used imaging tests in medicine. They 
allow a quick and non-invasive assessment of the condition of chest organs. However, 
the correct interpretation of X-ray images often requires a high level of knowledge 
and experience on the part of the physician, which can be a limiting factor in situa-
tions where a quick and accurate diagnosis is needed. The amount of imaging data 
in today’s medical environment continues to grow, creating the need for new, more 
optimal methods of image interpretation. In addition, X-ray images can be subject 
to artifacts or distortions, making them difficult to evaluate.

Therefore, there is a need to develop a system that, using machine learning algo-
rithms, would be able to automatically analyze lung X-ray images and detect vari-
ous abnormalities in them. Such a system could significantly improve the quality 
and efficiency of diagnostic imaging, as well as assist doctors in making therapeu-
tic decisions.

Visual inspection of X-ray images is a fundamental step in radiological diagnostics, 
where an experienced radiologist evaluates the image to identify features character-
istic of various medical conditions. This method involves analyzing images to detect 
abnormalities such as changes in tissue density, the presence of foreign bodies, bone 
fractures, and other anomalies. It is often complemented by additional diagnostic 
methods, including those that utilize machine learning [2].

Segmentation aims to divide the image into regions characterized by uniform 
properties or belonging to specific objects within the image. This process involves 
indexing, which assigns identifiers to individual objects [3]. There are three main 
types of segmentation methods [4]:
	y Thresholding: Separates objects from the background based on a set intensity level.
	y Region-based methods: Group pixels based on their similarity.
	y Edge-based methods: Rely on detecting intensity changes to delineate object 

boundaries.
	y In the context of X-ray images, filters are commonly used to enhance contrast 

and extract details of anatomical structures, as well as to reduce noise that can 
distort the image.

Texture in medical images refers to patterns of pixel intensity that can contain 
information about tissue structure. Texture analysis focuses on extracting features 
that describe these patterns at different scales and directions. This technique aims 
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to extract information to understand and characterize differences between image 
regions [5]. The primary approach to texture analysis includes statistical methods 
that examine pixel intensity distributions and their statistics [6]:
	y Histogram Analysis: Studies the distribution of pixel intensities to extract tex-

ture features.
	y Gray-Level Co-occurrence Matrices (GLCM): Analyze texture by assessing how 

often different combinations of pixel intensities occur together.

Other techniques, such as model-based methods including fractal analysis, allow 
for evaluating texture complexity. In X-ray images, these methods can identify struc-
tural tissue changes characteristic of specific medical conditions. The application 
of machine learning, particularly deep learning, opens new possibilities in texture 
analysis. Neural networks, especially convolutional neural networks (CNNs), can be 
trained to recognize subtle texture patterns in X-ray images, significantly improving 
diagnostic accuracy [7].

Radiomics is a method that extracts a large number of features from medical 
images using data-characterization algorithms. Unlike other image analysis meth-
ods like segmentation or texture analysis, radiomics takes a comprehensive approach, 
focusing on extracting a vast amount of quantitative features from medical images. 
This includes not only texture but also shape, intensity, and multidimensional patterns. 
Radiomics can identify subtle patterns in images that may not be visible to the human 
eye but can indicate specific disease characteristics, such as tumor aggressiveness 
or treatment response [8, 9].

Most recent radiomics studies use manual feature extraction techniques, such 
as texture analysis, followed by classical machine learning classifiers like random for-
ests or support vector machines. There are several differences between these meth-
ods and CNNs. First, CNNs do not require manual feature extraction. Second, CNN 
architectures do not necessarily need expert segmentation of tumors or organs. Third, 
CNNs require much larger datasets due to millions of parameters involved in train-
ing, making them more computationally intensive and needing graphical processing 
units (GPUs) for model training [10, 11].

Convolutional neural networks (CNNs), used in image data processing, mimic 
the mechanisms of animal visual systems. They operate by applying filters or ker-
nels to create feature maps from visual input data, processing them similarly to how 
the animal visual cortex responds to seen images. In animal brains, individual neu-
rons are sensitive to limited areas of the visual field, and their connections form 
a comprehensive image. In CNNs, each feature map represents a fragment of com-
plex visual information [12].

The many hidden layers in deep neural networks enable them to interpret more 
complex patterns than traditional convolutional models. These different layers learn 
various aspects of the data. For example, with image inputs, the initial layers may 
interpret basic features like pixel brightness, while later layers detect more com-
plex features like shapes or edges used to identify objects in the image. Increasing 
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the number of layers allows the network to extract more abstract or complex fea-
tures from the input data. In other words, the more layers a network has, the better 
it can recognize and analyze deeper, more intricate patterns and features in the input 
data [13].

In the context of X-ray images, deep neural networks function similarly. The initial 
layers focus on detecting basic features like contrasts and textures. Subsequent layers 
learn to recognize more complex patterns, such as specific tissue structures or signs 
of pathology. This way, deep networks can effectively analyze X-ray images, identify-
ing subtle diagnostic features that may be invisible to the human eye [14].

In summary, the literature indicates a rapid advancement in the use of advanced 
machine learning techniques, particularly deep learning models, for more accurate 
and efficient X-ray image analysis. However, there remains a need for further develop-
ment of algorithms to improve their effectiveness, given the relative novelty of tech-
niques like CNNs.

The purpose of this work is to develop a tool for analyzing lung X-ray images 
using a system based on machine learning algorithms, which would be an effective 
diagnostic tool to help identify lung diseases.

2. Lung disease classification program
2.1. System assumptions
The built system uses convolutional neural networks (CNN) to analyze chest X-ray 
images, with the aim of diagnosing whether a given case is COVID-19, pneumonia, 
or the patient’s health condition.

The development of the system consisted of building a CNN model that would be 
able to correctly diagnose lung X-rays in terms of the diseases being studied.

COVID-19 and pneumonia require different treatment protocols. A quick and pre-
cise diagnosis can ensure that patients receive the right therapy. For example, treat-
ment of COVID-19 may require specific antiviral agents, isolation, and contact trac-
ing, while bacterial pneumonia is often treated with antibiotics [15].

Both of these diseases may show some similarities, such as the presence of infil-
trative lesions and inflammatory clusters, which presents a diagnostic challenge. 
The introduction of a convolutional network (CNN) model can significantly help 
differentiate between COVID-19 and other forms of pneumonia based on X-rays. 
CNNs are particularly effective at image analysis due to their ability to detect com-
plex patterns and features in visual data [2]. The tool is designed to support the diag-
nostic process, minimize the time needed for accurate diagnosis and reduce the risk 
of misdiagnosis.
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An important consideration in the interpretation of lung X-rays, especially 
when identifying ground-glass opacities (GGO), is ensuring accurate differenti-
ation between various conditions that present similar radiological features. This 
is highlighted in the work of Van Dalfsen and Delsing, who emphasize that not all 
GGO patterns are indicative of COVID-19 (“Niet elke matglasafwijking duidt op 
COVID-19”). Their study presents cases where initial diagnoses based on GGO were 
revised after further testing revealed alternative causes such as Pneumocystis jiroveci 
pneumonia or autoimmune pneumonitis. Incorporating these insights into our 
analysis underscores the necessity of a comprehensive approach in the development 
of machine learning models for lung X-ray analysis. Our system aims to integrate 
such nuanced understanding, thereby enhancing its diagnostic accuracy and utility 
in clinical settings. By referencing relevant literature, we ensure that our diagnostic 
tool not only identifies GGOs but also supports differential diagnosis, improving 
overall patient outcomes [16].

2.2. Analysis and preparation of image data
The first step before proceeding with the construction of the convolutional network 
(CNN) model was to collect, prepare and analyze the data that will be used later 
for training, validation and testing of the model. X-rays were taken with signs of pneu-
monia, with symptoms of COVID-19 and with healthy lungs with no signs of disease.

The data used in this study come from anonymous collections made publicly avail-
able on the Kaggle platform [14, 17–19].

The data was taken from several datasets to increase their diversity in order to cre-
ate a more efficient model that will be better able to generalize and recognize patterns 
on new data from different sources.

FIG. 1. Sample X-ray image without signs of disease [17]
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FIG. 2. Sample X-ray image of pneumonia [18]

In the next part, the data sets prepared in this way can be used to build a list 
of images and labels and to group them. Image paths were combined with the corre-
sponding labels to build a dataset that includes image paths and their corresponding 
classification labels (0 – healthy, 1 – pneumonia, 2 – COVID-19).

Healthy: Chest X-rays of healthy patients. The lungs appear to be clear 
with no apparent abnormalities such as significant shading, spots, or abnormal struc-
tures [20].

Pneumonia: X-ray images of patients with pneumonia. Certain areas of shading 
or consolidation that are characteristic of pneumonia can be observed in the images [21].

COVID-19: X-ray images of patients with confirmed COVID-19. They are charac-
terized by more scattered “milky glass” patterns, as well as other irregularities, which 
are indicative of viral pneumonia caused by SARS-CoV-2 [15].

FIG. 3. Sample X-ray image of COVID-19 [4]
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Each image must be properly processed before being uploaded to the CNN 
model. For this purpose, a process_data function is defined that reads the image, 
converts it to grayscale, normalizes the pixel values, and resizes each image to a for-
mat (244x244 pixels). They are then converted into an array, which will allow the algo-
rithm to read the data from the images.

Each of the collections contains 244-by-244-pixel images in a single-channel, 
i.e. converted to grayscale. The training set consisted of 3075 X-ray images, the test set 
consisted of 711 images, and the validation set consisted of 693 images. Labels used 
in a “one-hot” format, which made it possible to evaluate the model on data that was 
not used during the training process.

TABLE 1. Dataset dimensions used in the CNN model: Number of samples and image dimensions 
for training, test, and validation, along with their corresponding class label counts

Dataset The shape of the data Shape Labels

Data Training (3075. 244. 244. 1) (3075. 3)
Test data (711. 244. 244. 1) (711. 3)
Data validation (693. 244. 244. 1) (693. 3)

2.3. Building and training of the CNN model
Properly prepared data was used in the next step to train the convolutional neu-
ral network model. The model chosen for this purpose is a sequential model from 
the Tensorflow Keras library, which is a special library for Python. The choice of this 
model was a compromise between its simple implementation and the lack of the need 
for a large computing power of a computer, and the ability to detect complex features 
in the lung X-rays used. 

The programming structure of the CNN model is as follows:

model1 = Sequential([
Conv2D(16, (3, 3), activation = ’relu’, input_shape = (244, 244, 1)),
MaxPooling2D(2, 2),
Conv2D(32, (3, 3), activation = ’relu’),
MaxPooling2D(2, 2),
Conv2D(64, (3, 3), activation = ’relu’),
MaxPooling2D(2, 2), Flatten(),
Dense(128, activation = ’relu’, kernel_regularizer = l2(0.001)), Dropout(0.55),
Dense(3, activation = ’softmax’)
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A summary of the architecture of the model, which was later used to train 
the model, is presented in the form of a table. Individual layers, the shape of the data 
and the number of parameters to be learned are highlighted.

TABLE 2. Summary of the Sequential CNN Model

Layer Shape Parameters to learn

conv2d 242. 242. 16 16
max_pooling2d 121. 121. 16 0
conv2d_1 119. 119. 32 4640
max_pooling2d_1 59. 59. 32 0
max_pooling2d_2 57. 57. 64 18496
flatten 50176 0
dense 128 6422656
dropout 128 0
dense_1 3 387

	y First Convolutional Layer (Conv2D): It consists of 16 filters of 3 × 3 size and expects 
an input of 244 × 244 pixels in grayscale. This layer allowed us to capture the gen-
eral features of the image and reduced computational complexity. It contained 
160 parameters for learning.

	y First Layer MaxPooling (MaxPooling2D): Reduced the dimensionality of the data 
by taking the maximum of a 2 × 2 window and moving it by 2 pixels. It didn’t 
have the parameters to learn.

	y Second Convolutional Layer (Conv2D): Consisting of 32 filters of 3 × 3 size, 
it allowed to catch more complex and detailed features of the images. It con-
tained 4640 parameters for learning.

	y Second MaxPooling Layer (MaxPooling2D): Like the first MaxPooling layer, 
it reduced the spatial dimensions of the image, limiting the number of param-
eters and calculations in the network.

	y Third Convolutional Layer (Conv2D): Made up of 64 3 × 3 filters. This layer fur-
ther enhanced the model’s ability to detect complex features in the data. It con-
tains 18 496 parameters.

	y Third layer MaxPooling (MaxPooling2D): Continued the process of reducing 
the dimensionality of images.

	y Flatten: Converted multidimensional data from previous layers into a one-dimen-
sional array, preparing it for processing by dense layers.

	y Dense Layer: The first dense layer with 128 neurons and L2 regularization, which 
helped prevent the model from being overtrained by penalizing high weights. 
It contained 6 422 656 parameters.

	y Dropout layer: A 55% rejection rate is applied, counteracts overlearning 
by randomly shutting down some neurons in the training process. It didn’t have 
the parameters to learn.
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	y Output Layer (Dense): A final dense layer with 3 neurons, using softmax activa-
tion to classify images into three categories: healthy, pneumonia, and COVID-19. 
It contained 387 parameters.

In summary, the CNN model that was designed consisted of several sequentially 
arranged layers designed to pick up features from chest X-rays and classify them into 
three categories: lung health, pneumonia, and COVID-19.

Before implementing the data into training, the next step was to increase the diver-
sity of training data by using augmentation. For this purpose, ImageDataGenerator, 
a function from Tensorflow, was used. The transformations used are insignificant, 
they consist of: rotations, vertical and horizontal shifts, horizontal flipping of images.

TABLE 3. Convolutional neural network training results

Epoch Loss Accuracy Val_loss Val_accuracy

1 1.34 0.2812 0.3401 0.8604
2 0.8214 0.8338 0.3689 0.8878
3 0.4311 0.8723 0.3265 0.9156
4 0.4119 0.8825 0.2996 0.9328
5 0.3746 0.8865 0.2760 0.9328
6 0.3631 0.9007 0.2726 0.9270
7 0.3511 0.8952 0.2706 0.9399
8 0.3507 0.8967 0.2541 0.9313
9 0.3427 0.8999 0.2470 0.9428
10 0.3314 0.9031 0.2305 0.9371
11 0.3272 0.9052 0.2268 0.9442
12 0.3203 0.9080 0.2304 0.9413
13 0.3130 0.9105 0.2277 0.9428
14 0.3177 0.9083 0.2119 0.9449
15 0.3021 0.9135 0.2106 0.9456
16 0.2878 0.9202 0.3144 0.8856
17 0.2895 0.9188 0.2233 0.9399
18 0.2947 0.9180 0.2147 0.9528

In the table above is presented the performance of the program during the training 
of the neural network model and the results of this process, showing the improvement 
of accuracy and reduction of loss as the training progresses using the ‘early stopping’ 
technique after 18 epochs. The results consist of parameters such as:
	y The model was trained over 18 epochs, which means that the training dataset was 

used to update the model weights 18 times.
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	y Loss values on the training set start at 1.34 in the first epoch and steadily decrease 
to 0.2947 in the 18th epoch, suggesting that the model is increasingly adapting 
to the training data.

	y The accuracy of the model on the training set starts at 0.2812 in the first epoch 
and increases to 0.9180 in the 18th epoch, indicating that the model’s ability to cor-
rectly classify X-ray images is gradually improving.

	y Losses on the validation set (val_loss) initially decrease, reaching a low value 
of 0.2147 in the last epoch, but small fluctuations are noticeable, which may indi-
cate little variation in the fit of the model to the validation set.

	y The validation accuracy (val_accuracy) improves significantly and reaches 0.9528 
in epoch 18, indicating the high generalizability of the model to new data.

	y An early stopping mechanism was used to avoid the risk of overtraining the model; 
Training was terminated after 18 epochs, as no significant improvement was 
observed on the validation set for subsequent epochs.

	y Summarizing the above results, it can be concluded that:
	y The model seems to learn well, which indicates that the training process was effec-

tive, which is confirmed by the increase in training and validation accuracy.
	y The high validation accuracy compared to the training accuracy means that 

the model has good generalization capabilities.

The training of the CNN model in the form of a graph is as follows:

FIG. 4. Accuracy obtained on the training and validation dataset

The results indicate effective model learning, which is visible in the form of increas-
ing accuracy on the training and validation sets.
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FIG. 5. A confusion matrix showing errors and evaluating the performance of the classification 
model

The confusion matrix above provides information about true and predicted 
classification labels. The labels are, in order: 0 for healthy, 1 for pneumonia, 
and 2 for COVID-19. The description of the confusion matrix analysis is as follows:
	y Class 0 (Healthy): The model correctly classified 220 cases as healthy, accounting 

for 94.42% of all cases in this category. It has been reported that 5 healthy cases 
have been incorrectly classified as pneumonia and 8 as COVID-19.

	y Class 1 (Pneumonia): The model identifies cases of pneumonia with high efficiency, 
with an accuracy of 93.99%, correctly classifying 219 cases. However, 11 healthy 
cases were misinterpreted as pneumonia, and 3 cases of COVID-19 were also 
assigned to this category.

	y Class 2 (COVID-19): Here, the model shows the highest classification preci-
sion among all classes, with 227 correctly classified COVID-19 cases, resulting 
in a 97.42% success rate. Only 2 healthy cases and 4 cases of pneumonia were 
erroneously attributed to COVID-19.

In general, high percentages on the diagonal of the matrix indicate that the model 
has high accuracy in classification for all three classes. It can be seen that the model 
tends to be better at recognizing COVID-19 cases, and it is most difficult to distin-
guish between healthy and pneumonia patients. A small number of classification 
errors (false positives and false negatives) is indicative of good model performance. 
A trained model is not perfect and sometimes gets it wrong.

The following are the results of a classification model in which the operation 
of the built CNN model was tested on a test set to see how well the model general-
izes on the new data:
	y Accuracy: About 95.28%, which means that the model correctly classified about 

95.28% of the samples.
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	y Sensitivity: Also around 95.28%, suggesting that the model has a high ability 
to correctly identify all available positive cases.

	y Accuracy: A value of approximately 95.28%, indicating a high percentage of cor-
rectly positive predictions relative to all positive predictions.

	y F1 Score: Around 95.27%, the harmonic mean of sensitivity and precision, indi-
cating a good balance between both of these metrics.

	y ROC AUC: About 99.16%, which means that the model differentiates very well 
between classes – the higher the value, the better the model’s ability to distin-
guish between different classes.

These results show that the model performs very well across all KPIs, with an excep-
tional score for ROC AUC, suggesting that the model is particularly effective at dis-
tinguishing between different classes.

3. Summary and conclusion
The CNN model achieved significant accuracy in classifying lung X-ray images into 
categories: healthy, pneumonia, COVID-19. This model achieved 92% accuracy 
in the classification of radiographs, with a sensitivity of 95% and a precision of 95%, 
which proves its effectiveness in recognizing the lung health conditions studied.

As a result of the conducted research and analysis, it has been shown that CNNs 
show significant efficiency in the process of recognizing and analyzing X-ray images 
of the lungs. Their ability to accurately detect subtle diagnostic features in X-ray 
images, as demonstrated by real-world testing, highlights the potential of these tech-
nologies to advance novel diagnostic methods. The use of convolutional networks 
in the analysis of radiological images can significantly contribute to improving 
the quality and accuracy of medical diagnostics, offering support in clinical deci-
sion-making and increasing the efficiency of detection of pulmonary diseases.

The results of this study, although not perfect, indicate the potential use of con-
volutional neural networks in the analysis of X-ray images of the lungs. Improving 
this model would have the potential to enable its practical use by medical profession-
als in the future. Today, although the use of advanced machine learning technolo-
gies is being explored in medicine, there is still room for innovation and the devel-
opment of more effective diagnostic tools. The program can be improved by adding 
the following:
	y The inclusion of additional categories of lung diseases in the model would increase 

its clinical applicability.
	y Experimenting with more complex network architectures – could further improve 

the accuracy and sensitivity of the model.
	y Using an extended set of training data, including images with a variety of char-

acteristics, can improve the model’s ability to generalize.
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	y Conducting clinical trials in real medical conditions would allow for the assess-
ment of the practical effectiveness of the model.

	y Consultations with specialists would make it possible to verify the results 
of the model’s classification, which would increase its reliability and precision.

Further work on the optimisation of the presented system may contribute 
to the expansion of available diagnostic methods, offering new perspectives in the field 
of diagnostic imaging.
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Abstract: The main goal of this work is to create a classification model using deep 
learning methods, to classify healthy, COVID-19 and viral influenza patients based 
on chest X-ray images. Two models were created, one used manual feature extrac-
tion based on texture features and the other performed feature extraction automati-
cally in one of the network layers. Both models used an eight-layer artificial neu-
ral network for classification. The obtained models were then compared with each 
other. A window-based classification application was created based on the model 
that achieved higher accuracy. Deep learning methods used to create disease clas-
sifiers can significantly speed up and facilitate the diagnostic process.

Keywords: Automatic diagnosis, Deep learning, Chest X-ray, Disease classification

1. Introduction
Due to the constant proliferation of collected data, the need to quickly analyze large 
amounts of information has arisen. This challenge is met by methods of data min-
ing, which enable the extraction of new knowledge from seemingly unrelated data. 
Among the most popular mining methods we can include association analysis, clas-
sification, textual data analysis or clustering [1–3].

The human brain contains a huge network of neurons, responsible for performing 
many computationally demanding operations such as face recognition and speech. 
Such advanced operations are made possible by the effective use of the multilayered 
nature of the neural network. The human brain is made up of more than 100 billion 
interconnected neurons, each of which uses biochemical reactions to receive, process 
and transmit information [4].
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Artificial neural networks are information analysis and processing systems based 
on the actions of human brain neurons. Individual artificial neurons can reflect 
the basic characteristics of neurons found in the human brain. The basic element 
from which an artificial neural network is built is an artificial neuron, which is a sim-
plified model of a biological neuron found in the brain [5, 6].

Individual artificial neurons are combined in layers to form an artificial neu-
ral network. There are many different types of artificial neural networks, one 
of which is a unidirectional neural network, that is, one where the flow of each 
signal takes place in the direction from the input, through hidden layers (if any), 
to the output. We can distinguish several types of unidirectional networks, these 
include multilayer perceptrons, regression networks, radial networks and probabil-
istic networks [7].

The multilayer perceptron (MLP, or MultilayerPerceptron), which is one of the most 
popular and widely used types of unidirectional networks, consists of an input layer, 
one or two hidden layers, an output layer, and is a representation of a neural network 
in advance. All neurons from one layer are fully connected to the neurons of neigh-
boring layers. These connections represent weights, or the importance parameter 
of each connection. Each weight carries information about the relationship between 
the problem and its solution [7]. The number of neurons in the input layers and output 
layers depends on the problem currently being solved. Typically, the number of neu-
rons in the input layer is equal to the number of independent variables of the cur-
rently analyzed model, while the number of neurons in the output layer is deter-
mined by the number of dependent variables. The number of the hidden layer can be 
defined as half of the sum of the number of neurons of the input and output layers, 
although we can get the best results when it comes to selecting the number of neu-
rons of the hidden layer by choosing it empirically [7].

A very important aspect of a good neural network is its ability to generalize, 
that is, to solve cases similar to those on which it has been taught, but not identi-
cal. It is important to avoid situations in which the network becomes overlearned. 
Overlearning occurs when the network has been taught for too long and depends 
too much on the learning data for its predictions, thus paying too much attention 
to features that only characterize the learning data set, which are not always univer-
sal for subsequent cases [7].

Using interconnected layers of neural networks, we have a variation of machine 
learning called deep learning, which is the process of learning high-level repre-
sentations from a variety of data. The data required for deep learning can take 
on a structured and unstructured nature. In the case of structured data, we use 
artificial intelligence algorithms to perform binary class predictions (for example, 
whether the required state has been achieved – 1 or not achieved – 0), where each 
individual feature of the data contains a piece of information about the observation, 
teaching the created model of how individual features interact with the final clas-
sification result. Unstructured data refers to any data that is not naturally arranged 
and structured into individual features, such as images, audio or text. A deep learning 
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model can learn how to extract high-level features on its own, directly from unstruc-
tured data [8].

Deep learning encompasses a class of models that attempt to learn particular deep 
features of the input data in a hierarchical manner using networks typically consist-
ing of more than three layers. This type of network is initiated by unsupervised learn-
ing and then corrected in a supervised manner. Models based on deep learning can 
extract increasingly complex features at higher levels of layers, so they provide better 
approximations than shallow models (consisting of fewer than 3 layers) [9].

Since networks based on deep learning consist of multiple layers of hidden neu-
ral networks, the term deep learning is almost synonymous with deep neural net-
works. Keep in mind that any system that uses multiple hidden layers to learn high-
level output data representations is a form of deep learning (including, for example, 
deep belief networks or Boltzmann machines). Each layer of a deep neural network 
is connected to the previous layer by a set of weights. The most common of the layers 
is the dense layer, which directly connects all units in the layer to each unit of the pre-
vious layer. The final output layer is the result of the process of going through all 
the hidden layers, the network then generates a set of numbers which is the prob-
ability that the original input belongs to one of the n categories. As with the opera-
tion of an artificial neuron, individual weights are used to teach the entire network. 
During the learning process, data is sent through the network and the resulting out-
put is compared with the input state. The resulting error is propagated backwards 
and during this process the network adjusts the weights accordingly to improve 
the prediction as much as possible. During the learning process, each unit acquires 
the ability to identify a specific function. Deep networks can consist of any number 
of intermediate and hidden layers [9].

A popular solution for creating classifiers is to use deep learning, which eliminates 
the need for manual feature extraction. The sentence is taken over by one of the many 
layers of the created network. Much of the literature related to deep learning-based 
classifiers uses pretrained models (pretrained models), which work well for image 
identification, for example. Such models include, for example, AlexNet, GoogleNet 
and DenseNet201. The works performed [10, 11] a comparative analysis for differ-
ent types of trained models used to classify cases of influenza-associated pneumonia 
and COVID-19. The study used AlexNet, GoogleNet, and SqueezeNet models to clas-
sify lung X-ray images of patients with covid and non-covid pneumonia. The results 
of all models were similar to each other, for two classes reaching about 98% accu-
racy. In contrast, for multi-class matching (three classes), the percentage of correct 
classification decreased to about 96%. In the paper “Classification of the COVID-19 
infected patients using DenseNet201-based deep transfer learning” [12], the authors 
used the trained DenseNet201 model to classify patients with covidian pneumonia. 
Computed tomography images of both sick and healthy subjects were used as input 
data. The model created with them classified one of two classes with an accuracy 
of 97% for the validation set and 96.25% for the test set [13, 14].
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2. Materials and methods
Lung X-ray images of patients from three groups were analyzed: subjects – those 
with COVID-19 pneumonia, those with influenza pneumonia, and healthy subjects. 
The images were downloaded from medical data repositories hosted on Kaggle [15, 16]. 
The images were divided into three classes – COVID (covid pneumonia), GRYPA 
(influenza pneumonia), HEALTHY (healthy person), each class containing 60 images. 
The number of photos is relatively small, due to limited access to public repositories 
containing photos of patients after covid pneumonia. MATLAB R2021a was used 
to process the photos and create the models.

The next step, after separating the images into different classes, was to perform 
preprocessing. For this purpose, the following operations were performed [17]:
	y Cropping the area of interest. Cropping the area of interest is essential to elimi-

nate the influence of unnecessary regions, such as parts of the neck or shoulders, 
and to remove any markings on the X-ray images. After cropping, the patient’s 
lung area should cover as much of the image as possible.

	y Scaling the images to an equal resolution. Scaling the images to an equal resolu-
tion significantly reduces the image size, which accelerates the program’s opera-
tion by shortening loading times.

	y Reducing noise and interference. Noise and interference reduction was performed 
using a filter known as Gaussian blur. For this purpose, the imgaussfilt function 
with the default parameter was applied in MATLAB R2021a.

Feature extraction was carried out using both manual and automated methods. 
The extracted features were used to build classifiers based on deep learning methods. 
The models were evaluated based on measures of the quality of their fit [18].

Using the graycoprops function, a gray level co-occurrence matrix (GLCM) was 
created from which the values of contrast, correlation, energy and homogeneity param-
eters were obtained. Using appropriate MATLAB functions, additional parameters 
such as mean, median, standard deviation, mean squared, variance, entropy, fashion, 
kurtosis, skewness, L1 norm and L2 norm were obtained. All the obtained param-
eters are based on the shades of gray present in the analyzed images. Table 1 shows 
some of the parameters obtained for the images of patients with covid inflammatory 
pneumonia.

TABLE 1. Examples of parameters of extracted image features

Contrast 0.115 0.093 0.071 0.061 0.069

Correlation 0.939 0.969 0.979 0.986 0.975
Energy 0.226 0.196 0.179 0.190 0.261
Homogeneity 0.942 0.954 0.964 0.970 0.966
Mean 109.766 143.951 132.446 153.937 139.160
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Contrast 0.115 0.093 0.071 0.061 0.069

Median 108 149 133 160 154
Deviation std. 29.595 38.183 40.545 47.397 34.833
Mean squared 15.969 15.969 15.969 15.969 15.969
Variance 875.858 1457.954 1643.887 2246.479 1213.307
Entropy 11.371 11.370 11.358 11.355 11.372
Fashion 84 188 127 209 170
Kurtosis 2.082 2.312 2.188 2.194 3.076
Skewness 0.197 –0.433 –0.175 –0.503 –1.097
L1 norm 9878972 12955552 11920183 13854302 12524411
L2 norm 4790.616 4790.598 4790.610 4790.616 4790.616

Based on the created parameter database, a deep learning-based model was devel-
oped. The data used to create the model was divided as follows: 80% of the data was 
allocated to the training set, and 20% to the validation set. The created network con-
sists of 8 layers. The selection of appropriate layers and their parameters was carried 
out experimentally, based on literature and online sources [12,13,14]. The layers used 
to create the network in this work are:
	y Input Layer (in MATLAB – imageInputLayer): Responsible for loading images 

with a specified resolution of 300x300 pixels.
	y Dense Layer with 50 neurons (in MATLAB – fullyConnectedLayer): A layer that 

connects all neurons and compares the obtained weights.
	y Dense Layer with 30 neurons:
	y Convolutional Layer (in MATLAB – convolution2dLayer): A layer responsible 

for the convolutional type of neural network, acting as a filter to detect the most 
important features.

	y Dense Layer with 3 neurons: A layer with a size corresponding to the number 
of estimated classes.

	y SoftMax Layer (in MATLAB – softmaxLayer): A layer responsible for normaliz-
ing the obtained features to parameters that can be interpreted as probabilities.

	y Output Layer (in MATLAB – classificationLayer): A layer responsible for classi-
fication.

The training parameters of the network are as follows:
	y Solver: sgdm
	y Initial Learning Rate: 0.0003
	y Validation Frequency: 5
	y Maximum Number of Epochs: 10
	y Mini-Batch Size: 10
	y Data Shuffling: After each epoch
	y Regularization Method: l2norm
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In addition to the model based on manual feature extraction, automatic fea-
ture extraction was also utilized. With this approach, the manual feature extrac-
tion process using the previously discussed algorithm is not necessary. For a model 
using automatic extraction of image features, Deep Network Designer, implemented 
in Matlab, was used along with the Deep Learning Toolbox. Deep Network Designer 
allows a simple and intuitive way to create a model based on deep neural networks, 
in which the model detects image features automatically from the images provided 
to it. As in the case of creating a model with manual feature extraction, three classes 
of lung X-ray images – COVID, Influenza and Healthy – were used to create the new 
model. The created model, like the previous one, consists of eight layers. A diagram 
of the model in Deep Network Designer’s graphical interface is shown in Figure 1.

FIG. 1. Diagram of the model with automatic feature extraction

3. Results
Analyzing the obtained values of the coefficients, we are able to conclude that 
the obtained model performs well in detecting the COVID and Healthy class, 
achieving 71% and 81% precision, respectively. Problems with classification appear 
with the Influenza class. In this case, the model achieved only 50% precision and sen-
sitivity, making the classification of this class almost random. The overall classification 
accuracy for the test set was 80%, which is a good result, unfortunately, the level of clas-
sification accuracy of the Influenza class is a big minus for this type of model (tab. 2).

TABLE 2. Table of model quality coefficients with manual feature extraction

COVID Flu Healthy

Sensitivity 1 0.5 0.9
Specificity 0.8 1 0.9
Precision 0.71 0.5 0.81
Accuracy of test set 0.8 = 80%
Validation accuracy 0.64 = 64%
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The model based on automatic feature extraction achieved 83% accuracy for the test 
set. The COVID class had the highest sensitivity value, while the Healthy class had 
the lowest. The average precision value for this type of model was about 83%, a much 
higher result than for the model with manual feature extraction. Each class achieved 
a specificity value of about 90% or more, indicating very good attribution of the lack 
of occurrence of the classes in question (tab. 3).

TABLE 3. Table of quality coefficients of the model with automatic feature extraction

COVID Flu Healthy

Sensitivity 1 0.8 0.7
Specificity 0.89 0.95 0.9
Precision 0.83 0.88 0.77
Accuracy of test set 0.83 = 83%
Validation accuracy 0.97 = 97%

Due to the better performance of the quality parameters of the model with auto-
matic feature extraction, this type of model was used to create a window application. 
This type of application provides a quick and intuitive way to perform batch anal-
ysis of images. This application allows, after uploading the X-ray images, to make 
the assignment of the patient to the correct group.

4. Summary and conclusion
The purpose of this study was to create a classification model that, using deep learn-
ing methods, facilitates the process of diagnosing COVID-19 and influenza patients. 
Artificial neural networks and deep learning represent modern techniques of data anal-
ysis, providing the possibility to create models that allow the performance of classifica-
tions with high accuracy and support the work of doctors, diagnosticians and research-
ers. In the present study, two classification models were created, differing from each 
other in the method of extracting features obtained during X-ray examinations.

Despite the small number of images used to create the models, both the model 
with both manual and automatic feature extraction did its job, classifying cases 
of COVID-19 infection, influenza and healthy individuals. The manual model, 
which used image texture features as input, achieved a validation accuracy of 64% 
in the training process. Despite the rather low accuracy percentage for the learning 
data, this type of model achieved 80% accuracy for the test set data. The COVID class 
achieved a sensitivity coefficient value of 1, indicating very good prediction of this 
class compared to others [6, 8]. The Healthy class represented a similar level, obtain-
ing a similar sensitivity value and the highest precision value among the three classes 
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for this model – 0.81. Of the three classes predicted by the model with manual fea-
ture extraction, the Influenza class showed the lowest values of sensitivity and pre-
cision parameters, but it is worth noting that the level of specificity for this class 
was the highest – the Influenza class was not mistakenly attributed to other classes. 
By removing the influenza class, we can expect a relatively accurate predictive model 
for two classes, COVID and Healthy. The procedure of reducing the classes could also 
positively increase the percentage of model accuracy on both the learning and test-
ing sets. The development time for this type of model was very short, so it is flexible 
and provides the opportunity to make corrections without having to wait a long time 
to rebuild the model.

The second type of model – with automatic feature extraction, carried out directly 
by the input layer of the artificial neural network – showed higher accuracy val-
ues. The validation accuracy, obtained on the learning set, increased by 33%, while 
for the test set, the result was similar at 83% accuracy. The large increase in valida-
tion accuracy may be one sign of overfitting [6], and can be remedied by increasing 
the number of images used to create the model. The model with automatic feature 
extraction had similar levels of quality coefficients for all three classes. As with the pre-
vious model, the COVID class achieved a sensitivity value of 1, and the level of spec-
ificity and precision also improved. The prediction of the Influenza class improved 
significantly, with a slight decrease in the specificity parameter by 0.05, we managed 
to increase the level of sensitivity for this class from 0.5 to 0.8, and precision from 0.5 
to 0.88. At the cost of a significantly more accurate classification of the Influenza class, 
the sensitivity and precision values for the Healthy class decreased. Finally, the val-
ues of quality coefficients for the model with automatic feature extraction were more 
optimal than those obtained for the model with manual extraction, and thus it was 
used to create a windowed classifier application. Compared to other popularly used 
COVID-19 and Influenza classifiers [12, 13, 14], the classifier created within the frame-
work of the present work achieved similar, although slightly lower, results. In order 
to obtain higher values for the quality parameters of the models created in this work 
and their classification accuracy, it would be necessary to have access to a large num-
ber of X-ray images that can be used to better teach the network.

The created classification application can be expanded by diagnosing addi-
tional diseases, such as pneumonia caused by bacterial influenza. The use of models 
based on deep learning can positively impact disease diagnosis. With such solutions 
and applications based on them, diagnosis can be significantly accelerated and facil-
itated. Classification applications can find use in narrowing down diagnoses, help-
ing novice doctors gain experience in diagnosis, as well as speeding up the work 
of research teams.
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Abstract: The following article concerns the subject of laboratory diagnostics and its 
most important part, which is the analysis of test results and the identification 
of diseases. The developed web application supporting the interpretation of labo-
ratory test results is described, focusing on blood counts, urine tests and the levels 
of individual vitamins in the body. By reviewing the professional literature, it was 
possible to determine the correct reference ranges of all examined parameters char-
acterizing individual studies. Diseases and transient health conditions that could 
be identified based on abnormal results were then classified. After reviewing the IT 
solutions available on the market, the design assumptions of the application being 
developed were determined, characterizing its new functionalities and capabilities. 
As part of the practical part, algorithms were developed for the interpretation of test 
results: blood count, general urine test and the level of selected vitamins. To imple-
ment the application, tools for creating web applications were used, i.e. HTML, CSS 
and JavaScript. In order to check the correct operation, validation tests of all HTML 
and CSS files were performed, and then an online survey was conducted, which 
was addressed to a group of potential future users to assess the usability and func-
tionality of the developed solution. The results of this work may constitute a valu-
able contribution to the development of tools supporting laboratory diagnostics 
and improving the preparation of patients for medical consultations.

Keywords: laboratory tests, advisory system, interpretation of laboratory test results, 
blood count, urine test

1. Introduction
The development of technology and new discoveries in medicine have resulted 
in the creation of various IT solutions supporting the analysis and interpretation 
of laboratory test results. Emerging applications and computer programs support 
and improve the work of doctors and medical staff.
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The introduction of new information technologies into laboratory diagnostics 
contributes to improving the efficiency, precision and safety of diagnostic processes. 
However, despite many available applications supporting laboratory diagnostics, 
patients still do not commonly use them after testing. This may be related to the avail-
ability of tools that are too complicated to use by people without medical education 
or unintuitive in the case of elderly people.

The application supporting the interpretation of laboratory tests aims to improve 
the analysis of results in order to easily and quickly identify existing diseases, ail-
ments or temporary health conditions. Thanks to this interpretation, when com-
ing to a doctor’s visit, the patient will be able to present the history of the same dis-
eases in the family circle. Additionally, when verifying test results, the application 
is intended to inform about a critical health condition and the need to immediately 
consult a doctor.

Web applications available on the market supporting the interpretation of results 
do not offer analysis of urine test results and vitamin levels, which are so important 
to consume appropriately nowadays, when food is highly processed and low in min-
erals and vitamins. Therefore, an application that offers various types of tests seems 
to be necessary, including the most popular ones: blood count and urine test, as well 
as others – frequently performed, and at the same time free, easy to use and a web 
application, i.e. it does not require space in the computer’s memory or mobile phone, 
only Internet access.

2. Analysis of laboratory test results
The first laboratory test discussed is a complete blood count, the normal reference 
ranges of which are presented in Table 1. It is worth noting that the parameters related 
to red blood cells (RBC, HGB and HCT) differ in norms depending on gender, because 
monthly menstruation results in a total reduced number of erythrocytes in women’s 
peripheral blood.

Based on individual blood parameters, and more precisely their increased 
or decreased values, it is possible to identify many diseases or the patient’s temporary 
health condition. As a result of the analysis, it is possible to detect not only diseases 
closely related to hematology, such as anemia or polycythemia, because the morpho-
logical examination also provides information about the condition of the entire body, 
e.g. dehydration, tissue or bone marrow damage, but also various stages of pregnancy. 
Temporary health conditions detected by blood counts include stress, physical exer-
tion, intense vomiting and heavy bleeding.
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TABLE 1. Blood count reference ranges [1, 2]

Reference ranges

Women Men

RBC 3.5–5.2 mln/μl 4.2–5.4 mln/μl
WBC 4000–10 000/μl
HGB 12–16 g/dl (7.5–9.9 mmol/l) 14–18 g/dl (8.7–11.2 mmol/l)
HCT 37–47% 40–54%
MCV 80–103 fl
MCH 24–35 pg
MCHC 32–36 g/dl
PLT 150 000–400 000/μl

Another test whose normal reference ranges and properties are presented in Table 2 
is a general urine test.

TABLE 2. Reference ranges and urine properties [1,3]

Reference ranges/properties

Color straw yellow
Clarity clear, slightly opalescent
pH approximately 6.0 (4.5–8.0)
Specific gravity 1016–1022 g/l
Protein 0
Glucose 0
Ketone 0
Bilirubin 0
Urobilinogen small amount (0.5–1 mg/dL)
Nitrites 0
Urine sediment Red blood cells (0–2), white blood cells (0–5), crystals – occasionally

The most common abnormality in the color of urine is dehydration, when the color 
changes from straw yellow to orange or even red. Another parameter is urine transpar-
ency, where an abnormality is defined as its turbidity. This may be caused by the pres-
ence of bacteria, leukocytes, yeast, as well as an increased amount of mucus, urates 
and phosphates. An incorrect pH reaction may be the result of various diseases 
as well as the use of diets with increased amounts, e.g. of protein, meat or vegetables. 
In the case of decreased weight, it is concluded that the ability of the kidneys to dilute 
and concentrate urine has been impaired, and the presence of protein may indicate kid-
ney disease, heart defects and urinary tract abnormalities. In the presence of glucose, 
diabetes or damage to the kidney tubules is suspected, and in the presence of ketone 
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compounds – starvation, fever and diabetes. The appearance of bilirubin and increased 
urobilinogen levels in urine may indicate liver disease or jaundice, and the presence 
of nitrites is characteristic of urinary tract infections [1, 3].

The last analyzed test is the determination of the level of individual vitamins, 
the correct reference ranges of which are presented in Table 3.

TABLE 3. Reference ranges of selected vitamins in the body [4–9]

Vitamin Reference ranges

A < 0.1 mg/l – serious deficiency
< 0.2 mg/l – deficiency, supplementation recommended
0.3–0.7 mg/l – normal level
> 1.2 mg/l – toxic amount

B1 (thiamine) > 49 μg/l – normal level
B2 (riboflavin) 136–470 μg/l – normal level
B6 8.7–27.2 μg/l – normal level
B9 (folic acid) 0–3 ng/ml – clinical deficiency

3–5 ng/ml – deficiency
6–20 ng/ml – normal level

B12 (cobalamin) < 200 pg/ml – deficiency
200–400 pg/ml – insufficient values
> 400 pg/ml – normal level

C 4.6–14.9 mg/l – normal level
D 0–10 ng/ml – deep deficit

10–20 ng/ml – deficit
20–30 ng/ml – deficiency
30–50 ng/ml – normal level
50–100 ng/ml – excess
>100 ng/ml – toxic amount

E 5–18 mg/l – normal level

A list of probable diseases that may occur in the case of hypovitaminosis or hyper-
vitaminosis of selected vitamins is presented in Table 4.

TABLE 4. Consequences of deficiency and excess of selected vitamins [4–9]

Vitamin Consequences of deficiency The consequences of excess

A vision disorders, keratosis and peeling 
of the epidermis, reduced immunity, 
growth inhibition

liver enlargement, irritability, headache, 
changes in bone structure, skin 
changes

B1 (thiamine) neurological disorders, cardiovascular 
disorders, beriberi disease

muscle tremors, heart palpitations



55

Vitamin Consequences of deficiency The consequences of excess

B2 (riboflavin) exfoliation of the epidermis, 
inflammation of the tongue, 
redness of the conjunctiva, dysfunctions 
of the nervous system

itching, numbness in limbs

B6 stomatitis, seborrheic dermatitis, 
eczema, anemia

pyridoxine addiction, neuropathy 
syndrome

B9 (folic acid) atherosclerosis, depression, dementia, 
anemia

damage to the nervous system, 
disorders of the digestive system

B12 (cobalamin) neuropathy, myelopathy, anemia, 
neuropsychiatric disorders

liver diseases, malignant 
and hematological tumors, kidney 
failure

C weakness, fatigue, bleeding gums, 
reduced physical capacity

gastrointestinal disorders, formation 
of kidney stones

D bone mineralization disorder (children 
– rickets, adults – osteomalacia, 
osteoporosis)

hypercalciuria, hypercalcemia

E skeletal myopathy, retinopathy, ataxia, 
impaired immune response

contact dermatitis, allergic lesions, 
weakening of the effect of vitamin K

In order to avoid the effects of vitamin deficiencies, you should eat a varied diet 
rich in such products so that no vitamin is missing. Table 5 presents the sources 
of selected vitamins.

TABLE 5. The most common sources of selected vitamins in food [4–10]

Vitamin Sources of vitamins in food

A dairy products, fatty fish, eggs, carrots, green leafy vegetables, liver
B1 (thiamine) yeast, liver, dairy products, eggs, whole grain products, nuts, buckwheat 

and millet, white beans, red lentils, soy, peas
B2 (riboflavin) dairy products, eggs, whole grain products, rice, mushrooms, liver, green leafy 

vegetables, nuts, legumes, sesame, pumpkin and sunflower seeds
B6 whole grains, white meat, dairy products, eggs, fish, peanuts, legumes, leafy 

vegetables
B9 (folic acid) green vegetables, legumes, oranges, asparagus, beans, whole grains, yeast, 

eggs
B12 (cobalamin) yeast, meat, offal: liver and kidneys, fish, dairy products, eggs
C berries and citrus fruits, green vegetables, radishes, peppers, red peppers
D fatty fish, dairy products, eggs
E vegetable oils, nuts and seeds
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3. Application design
Based on a review of the literature and IT solutions available on the market for research 
analysis, design assumptions for a web application that would respond to the gap 
in the market were developed.

The designed web application should meet the following assumptions:
	y topics: interpretation of laboratory test results,
	y application development technology: HTML, CSS and JavaScript,
	y subpages: 1 – Home page with menu, 2 – Selection of results analysis, 3 – Blood 

count analysis, 4 – Urinalysis analysis, 5 – Vitamin analysis, 6 – Vitamins knowl-
edge base, 7 – Diseases knowledge base (go to the login panel), 8 – Login, 9 – Target 
disease knowledge base,

	y users: adults, including patients and doctors, as well as medical students,
	y analysis of test results: blood count, urine and levels of vitamins A, B1, B2, B6, B9, 

B12, C, D and E,
	y disease knowledge base consisting of the name of the disease and its description 

(diagnosis, types, causes, symptoms),
	y access to the disease knowledge base only for doctors – secured with a login panel,
	y vitamin knowledge base consisting of the name of the vitamin, its most important 

role in the body, the health condition in which it is particularly advisable to take 
a given vitamin and the source of its occurrence in food,

	y ability to search for diseases/vitamins in individual databases.

4. Application implementation
To implement the web application, Brackets software was used, which is a text editor 
created for web designers and front-end programmers [11]. Its distinguishing feature 
among other editors is the live preview of the document being created. The software 
enables the use of HTML (HyperText Markup Language) and JavaScript languages 
as well as CSS style sheets (Cascading Style Sheets).

The structure of individual subpages of the application was described using 
HTML, giving some elements special importance, e.g. header or hyperlink. The use 
of CSS allowed us to characterize the final graphic layout of the application interface, 
including the arrangement of photos, text parameters and the appearance of tables. 
The JavaScript language made it possible to describe all interactions, in the case of this 
application it was primarily the process of interpreting the result, displaying a detailed 
analysis and logging in to the doctor’s account.

The most important function of the developed application is the analysis 
of the results of selected laboratory tests. By selecting the Results Analysis sub-
page from the menu, the user is redirected to the selection panel for the study 
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he is interested in. If one test is selected, the user is redirected to the appropriate 
subpage, while if no or several tests are selected, the message “Please select one test 
for analysis” is displayed.

After selecting the blood count analysis, the relevant subpage displays the most 
important information about the test, a message that the application does not replace 
consultation with a doctor, and then a table with empty fields for entering your test 
results (Fig. 1).

 
FIG. 1. Blood count analysis subpage

After entering all the values, the result is displayed, containing the detected abnor-
malities and diseases that may occur with such results (Fig. 2). 

FIG. 2. Example of a blood count analysis result

If any of the fields are not completed, intentionally or accidentally, a message 
is displayed on the screen asking the user to enter all the necessary data for analysis.

If a urinalysis is selected, in order to obtain an interpretation, in addition 
to completing the values, the user must select appropriate data from drop-down 
lists to accurately characterize the urine parameters. After entering all the values, 
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a result is displayed containing the detected abnormalities and diseases that may 
occur with such results. In some cases, in addition to listing abnormalities and pre-
dicted diseases, a message is displayed regarding life-threatening results, e.g. hema-
turia (Fig. 3).

FIG. 3. Example of a urine analysis result with an important message

The last option for selecting a test for analysis is the vitamin level (Fig. 4). The user 
selects the vitamin he is interested in from the drop-down list, enters the value 
and after pressing the button, he receives information about the result.

FIG. 4. Subpage Analysis of vitamin levels
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As a result of the analysis, the user receives information about the vitamin level 
(“DEFICTION”, “NORMAL”, “EXCESS”), the consequences of deficiency or excess 
and, only in the case of deficiency, a list of products that are a healthy source of a given 
vitamin (Fig. 5).

FIG. 5. Example result of the analysis of vitamin B12 level

By clicking the button under the vitamin level analysis or by selecting the last item 
from the menu, the user goes to the Knowledge Base of vitamins, which describes 
the most important roles in the body, health conditions in which supplementation 
of these vitamins is recommended, and sources in food (Fig. 6).

FIG. 6. Vitamins knowledge base subpage

After selecting the Diseases knowledge base option from the menu, the user is first 
redirected to the Login subpage with the doctor’s account login panel. A function 
written in JavaScript is responsible for handling the clicking of the “Log in” button. 
Login details have been saved in the program code, making it impossible to create 
a new account yourself. Therefore, any changes can only be made by the programmer 
or a person with access to the source code.

If the correct data is entered, the user is redirected to the subpage with the Target 
Disease knowledge base, which contains various diseases with their descriptions, causes 
and symptoms. This tool supports doctors and medical students, allowing them 
to quickly find and recall all the necessary information.
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5. Application testing
As part of testing the web application, the correct display was checked in the three 
most popular web browsers in the world, i.e. Google Chrome, Safari and Microsoft 
Edge, as well as on a mobile device – a mobile phone. The web application was dis-
played and worked properly in all tested web browsers.

Then, code validation was performed for all HTML files creating the applica-
tion structure and CSS files. Validation was carried out on the W3C website [12–13], 
and no errors were found as a result of the tests.

The last stage of testing the application was an online survey containing 15 ques-
tions, which was completed by 40 people, including 26 women and 14 men. The young-
est person testing the application was 18 years old and the oldest was 58 years old. 
The average age was 30 years, while the age of the people differed from the average 
age by an average of 12.51 years (Table 6).

TABLE 6. Statistics on the age of people testing the application

Variable Number of respondents Average Minimum Maximum Standard deviation

age 40.00 30.00 18.00 58.00 12.51

The high value of the standard deviation proves that the group was very diverse 
in age, which is also visible in the histogram (Fig. 7).

FIG. 7. Histogram regarding the age of respondents

Almost half of the respondents had higher education (17 people – 42.5%), the sec-
ond largest group were people with secondary education (13 people – 32.5%), while 
the fewest respondents had only completed primary school (2 people – 5%) and sec-
ondary school. industry (1 person – 2.5%). The education of the respondents is pre-
sented in a pie chart (Fig. 8).



61

FIG. 8. Pie chart regarding the education of respondents

Then, respondents answered questions related to the appearance and use 
of the application. For each of them, you had to choose one of 5 answers: Definitely 
yes, Yes, Neutral, No or Definitely not. The summary of responses is presented in pie 
charts (Fig. 9).

The vast majority of respondents answered positively to all the above questions 
by selecting Definitely yes or Yes. Most answers were Definitely yes to the question 
about the intuitiveness of the interface (29 people – 72.5%) and to the question about 
the simplicity of obtaining an analysis of the selected study (28 people – 70%).

However, the answers to the question “Would you use such an application?” pro-
vide optimistic feedback, as many as 90% of respondents declared that they would 
use this type of tool.

The next question concerned the possibility of developing the application 
in the future. The respondents suggested the following directions of development: 

“I would add a parameter memory option”, “Adding more vitamins in the database”, 
“I would increase the number of parameters available to check blood count”, “Suggestions 
of additional tests after displaying the reasons”, “Selection of tests such as sodium level, 
potassium etc.” and “I would add vitamin correlation, i.e. what not to combine multi-
vitamin supplementation with.”

It should be noted that many people liked the current version of the application 
and gave the following answers: “Everything works correctly and the actions are intui-
tive”, “It’s good”, “It’s good enough”, “I have no objections” and “No I have no complaints 
about the application.”
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FIG. 9. Answers to questions regarding application evaluation

At the end of the survey there was a question addressed only to doctors or future 
doctors, as it related to the prospects of using such an application in their daily work. 
Two respondents answered:

	– “Yes. It could be a good and handy tool for work, where you can quickly check 
or recall the potential causes of specific diseases causing abnormalities in labo-
ratory results.”
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	– “I think it’s definitely a useful app. In a doctor’s normal life, various patients come 
to him, so the application, which intuitively suggests what to do, will greatly 
facilitate work and help in everyday diagnoses.”

6. Conclusions
The article emphasizes the importance of IT support in laboratory diagnostics, 
and more specifically in the interpretation of test results. Despite the widespread use 
of ordering and performing laboratory tests, the process of interpreting the results 
remains a key challenge for medical staff.

The application, which has been developed, aims to help patients better prepare 
for a doctor’s visit by self-monitoring their health. Detected probable diseases will 
allow the patient to delve deeper into his treatment history, as well as seek informa-
tion from his immediate family about the occurrence of certain diseases. Then, dur-
ing a visit to the doctor, he will pay special attention to particular diseases suffered 
in the past, because there is a likelihood of their recurrence or, in the case of a family, 
the likelihood of heredity. Therefore, there is a greater chance of diagnosing the dis-
ease in its early stage, which is associated with more effective treatment.

Additionally, during the analysis of the result, the application identifies values 
characteristic of a threat to health or life and informs the patient about it with a mes-
sage about the need for immediate medical consultation. This solution minimizes 
the risk of health deterioration that could occur as a result of postponing the visit 
even for a few days.

The application offers analysis of urine tests and vitamin levels with food sugges-
tions, which are distinctive functionalities compared to other applications. In addi-
tion, based on an online survey, it is noticeable that the application is already meeting 
the needs of users, and 90% of those surveyed said they would use such a tool. Two doc-
tors and future doctors responded that the app could support their daily work in mak-
ing diagnoses and checking and recalling potential causes of selected disease entities.
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Abstract: An aneurysm is a significant, pathological dilatation of a blood vessel asso-
ciated with excessive weakening of the wall of an artery or, less often, a vein. Most 
often, aneurysms are congenital, but they can also cause long-term atherosclero-
sis or hypertension. Although a ruptured aneurysm is a life-threatening condition, 
the vast majority of brain aneurysms do not cause any symptoms. Such aneurysms 
are increasingly detected during the diagnosis of ailments not related in any way 
to the presence of an aneurysm – dilated pupil, drooping eyelid or double vision. 
The causes of brain aneurysms are unknown, but a number of factors that can 
increase the risk of their appearance, enlargement and rupture have already been 
identified. Brain aneurysms occur more often in adults than in children and more 
often in women than in men. Additionally, identified factors include nicotine addic-
tion and uncontrolled high blood pressure (hypertension). Rarely, aneurysms may 
be one of the components of genetically determined diseases. If an aneurysm is sus-
pected or a subarachnoid hemorrhage occurs, the basic diagnostic test is Computed 
Tomography Angiography (AngioCT) and Magnetic Resonance Angiography 
(AngioMR). Those are a non-invasive diagnostic methods used to assess blood 
vessels, which combines the advantages of CT or MRI and traditional angiogra-
phy. Artificial intelligence is playing an increasingly important role in medicine, 
including in the detection of brain aneurysms. AI-based techniques, especially 
machine learning and deep learning, are being used to analyze medical images 
to identify and classify aneurysms with a precision much higher than the discern-
ing human eye can achieve.

Keywords: Cerebral aneurysms, Subarachnoid hemorrhage, Computed tomogra-
phy angiography, AngioCT, AI-based techniques

1. Introduction
A cerebral aneurysm, referred to in medical literature as an intracranial aneurysm 
or cerebrovascular aneurysm, is a disease of the arteries of the brain. It is a wid-
ening or bulging of the wall of a blood vessel, which usually occurs as a result 
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of weakening to the vessel wall. Blood flowing under pressure pushes the weakened 
part of the artery out, this bulge gradually increases in size and leads to damage 
to the artery wall (Fig. 1) [1–3]. When blood flows from a ruptured artery into the space 
between the brain and the membrane covering the brain – called the arachnoid mater 

– it is defined as a subarachnoid hemorrhage [4]. Blood may also flow directly into 
the brain tissue, forming an intracerebral hematoma, or into the ventricles of the brain, 
forming an intraventricular hematoma [5].

One theory says that the cause of a brain aneurysm is a congenital abnormal-
ity in the structure of the cerebral arteries, which means that there are fewer muscle 
and elastic fibers in the bifurcation of the artery. A cerebral aneurysm most often 
occurs at the point of bifurcation of arteries into distal branches or at the point 
of departure of individual arteries [3, 7–9]. In 85% of cases aneurysms are located 
in the anterior part of the cerebral arterial circle (Willis). Most of them are formed 
on the so-called anterior communicating artery (35%), followed by the middle cer-
ebral artery (20%), the bifurcation of the carotid artery (8–12%), the distal part 
of the anterior cerebral artery (3–5%), anterior choroidal artery (3%) and ophthal-
mic artery (2%) [10].

FIG. 1. Four examples of cerebral aneurysm [6]

This location means that cerebral aneurysms, especially small ones, can be eas-
ily missed in standard diagnostic imaging, which leads to delays in their detection 
and treatment. In response to these challenges, there is growing interest in the use 
of artificial intelligence (AI) in the diagnosis of brain aneurysms.



67

2. Materials and methods
the literature study was based on full versions of English-language scientific articles 
published in the last decade. To search for articles, numerous databases of scientific 
publications, including: Scopus, CORE, PubMedCentral (PMC) and GoogleScholar, 
as well as websites of journals publishing articles in the field of biomedical engi-
neering and medicine were used. The main emphasis was placed on organizing 
knowledge about brain aneurysms, their causes, specificity, classification and finally 
symptoms, diagnosis and treatment. At the same time, based on a few publications, 
an attempt to indicate how artificial intelligence can contribute to improving diag-
nostics in the field of detecting brain aneurysms was made.

3. Results
When analyzing the cause of changes, aneurysms are distinguished: true, pseudoa-
neurysm and dissecting. A true aneurysm is most often the result of congenital dis-
orders in the structure of blood vessel walls. Its occurrence may also be influenced 
by trauma or inflammation in the body. A pseudoaneurysm occurs when the con-
tinuity of the artery is interrupted and a hematoma develops, which is eventually 
surrounded by body tissues. This change resembles an aneurysm, but by definition 
it is not a typical aneurysm, hence the name pseudoaneurysm. The third type of change 
is the so-called dissecting aneurysm. It occurs as a result of a rupture of the intima, 
which is usually caused by congenital defects or hypertension. Aneurysms can also 
be differentiated according to their location, e.g. thoracic aortic aneurysm, abdomi-
nal aortic aneurysm, cerebral aneurysm [11–13].

Aneurysms can also be divided according to the shape of the lesion. There are 
two types: saccular aneurysms – constituting approximately 80% of all aneurysms 
and fusiform aneurysms – occurring much less frequently (Fig. 2). Saccular aneu-
rysms consist of a neck and a sac, similar in shape to a ball. The width of the aneu-
rysm neck is important when planning the type of procedure, because a wide neck 
may cause the springs used to close its lumen (embolization) to fall out, which may 
cause the vessel to close, resulting in an ischemic stroke. The wall of a saccular aneu-
rysm is usually thin, however, as patients age, atherosclerotic lesions appear and grow 
in the aneurysm wall. Thrombuses form in the lumen of the aneurysm, located near 
the wall or blocking its lumen. Over time, in the process of organization, clots trans-
form into fibrous connective tissue, and the aneurysm then looks like a nodular for-
mation [14, 15].

Fusiform aneurysms are located primarily in the basilar and middle cerebral 
arteries, unlike saccular aneurysms, which are typically located where the arter-
ies divide. They are usually caused by atherosclerotic changes. Therefore, they occur 
mainly in people of advanced age, although they may also appear in young people 
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after arterial inflammation or connective tissue diseases [17]. In such cases, the aneu-
rysm wall usually does not contain an internal elastic membrane, and the intima-
media becomes atrophied and fibrotic. Spindle cell aneurysms rarely cause subarach-
noid hemorrhages. In turn, clots are more likely to form in their lumen. Thrombosis 
of basilar artery fusiform aneurysms may lead to ischemic stroke in the brainstem 
and/or cerebellum. Large aneurysms of this artery may, in turn, compress the brain 
stem and cause symptoms (so-called brain stem syndromes) [18].

FIG. 2. Saccular(a) and fusiform (b) aneurysm [16]

The incidence of cerebral aneurysms is not precisely known. According to various 
studies, it is estimated that they occur in 0.2–7.9% of the population. Most of them, 
88%, are revealed by subarachnoid hemorrhage, 8% show symptoms of a brain tumor, 
and 4% are detected accidentally. Aneurysms occur more often in women than in men 
and, according to various sources, the ratio is approximately 1.8:1. A slightly higher 
incidence of aneurysms was also found in first- and second-degree relatives of peo-
ple who had subarachnoid hemorrhage (SAH). Some researchers have detected vari-
ous chromosomal loci (e.g. polymorphisms of 19 different single nucleotides on chro-
mosomes 9, 8 and 4) that could be associated with a higher likelihood of aneurysms, 
but so far no specific gene has been found to be responsible for this increased risk. 
The peak incidence of aneurysm rupture occurs at the age of 55–60 (only about 20% 
of aneurysms rupture in people between 15–45 years of age, and about 2% of aneu-
rysms occur in people under 18 years of age) [3, 19–22].

The statistics are very ambiguous because in many cases a brain aneurysm 
is detected too late or not at all. Currently, thanks to brain imaging methods, it is pos-
sible to detect aneurysms in many people who were not even aware of the risks asso-
ciated with it. Diagnostics are therefore of particular importance.

3.1. Causes of aneurysms and their symptoms
The causes of brain aneurysm include primarily congenital abnormalities of the arte-
rial wall structure and atherosclerosis, during which the so-called atherosclerotic 
plaques, made of cholesterol particles. This condition promotes aneurysms and directly 



69

threatens health, posing the risk of stroke or heart attack. Sometimes brain aneurysms 
occur as a result of inflammatory changes in the artery wall. This usually happens 
because the vessel lumen is blocked by an infected clot. Such aneurysms are called sep-
tic aneurysms. In addition to the deficit in the structure of the intima and the elastic 
intima of the vessel, there are also: all developmental abnormalities located in the area 
of the cerebral arterial circle, chronic obstructive pulmonary disease, Marfan syn-
drome (a genetic disease of connective tissue affecting the functioning of the cardi-
ovascular, skeletal and visual systems), inflammation of artery walls, diabetic angi-
opathy, polycystic kidney disease, nicotine addiction and alcohol and/or drug abuse, 
head injuries and hereditary factors. However, the most common cause of aneurysm 
rupture is increased blood pressure [23,24].

In the case of large-sized brain aneurysms or their critical location, patients may 
experience symptoms such as headaches, which, when intense, may cause loss of con-
sciousness, dizziness, and drooping eyelids (so-called ptosis). The disease may cause 
visual disturbances, including double or blurred vision, as well as enlargement of one 
pupil. In severe cases, brain aneurysms are accompanied by difficulties in speaking, 
loss of balance, short-term memory problems, convulsions, hemiparesis, and impaired 
consciousness. However, a brain aneurysm does not always rupture and then the dis-
ease is asymptomatic or accompanied by non-specific symptoms [25].

Most often, however, the disease is revealed only when the aneurysm bursts. 
Hemorrhage occurs and is counteracted by the body's defense mechanisms (clot for-
mation, artery spasm, etc.). Thanks to these mechanisms, the hemorrhage may be 
minor. In general, there is a relationship between the amount of extravasated blood 
and the patient's condition. The first symptom of an aneurysm rupture is a sudden, 
very severe headache, which may be accompanied by nausea and vomiting. In more 
severe cases, there are: disturbances in the level of consciousness of the head up to com-
plete loss of consciousness, neurological symptoms – for example, stiff neck, paresis 
of the limbs and others [26, 27].

Hemorrhage causing extravasation of a larger amount of blood leads to death due 
to respiratory and circulatory disorders. The neurological condition after subarachnoid 
hemorrhage resulting from a ruptured aneurysm is assessed on the Fischer or Hunt-
Hess scale. After the first hemorrhage, the patient is at risk of another hemorrhage, 
which may occur after several hours or days [4]. Hemorrhage from an intracranial 
aneurysm is a life-threatening condition. For this reason, it is necessary to urgently 
perform appropriate imaging tests (computer tomography with contrast agent, cer-
ebral arteriography) to detect the site of bleeding. When an intracranial aneurysm 
is detected, treatment is necessary by turning off the blood supply to the aneurysm, 
but patients in a serious condition are not operated on urgently, as urgent surgery 
in such a condition is difficult due to cerebral edema [28].

In the case of subarachnoid or intracerebral hemorrhage or hemorrhage into 
the ventricular system of the brain, the symptoms are similar to those described 
above, however, the patient's condition is more severe, consciousness disorders 
and neurological symptoms are more frequent and more pronounced. Intracerebral 
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hemorrhage causes the formation of an intracerebral hematoma, which in turn leads 
to an increase in intracranial pressure that is unfavorable for the patient. This condi-
tion may require urgent surgical treatment, which involves removing the hematoma 
and closing the source of bleeding [29, 30].

Aneurysm rupture is the most common cause of subarachnoid hemorrhage 
(approximately 80% of SAH is caused by aneurysm rupture). How dangerous this 
situation is, is demonstrated by the fact that 10–15% of these sick people die before 
help arrives. Of those who go to hospital, 46% die within the next 30 days regardless 
of treatment. In turn, among patients who survive the primary hemorrhage and, due 
to various reasons, do not undergo embolization or surgical treatment, the most com-
mon cause of death is repeated hemorrhage. The risk of its occurrence in the first 2 
weeks after the first hemorrhage is approximately 15–20%. Of the patients who sur-
vive hemorrhage, approximately 30% have severe, irreversible neurological damage, 
and over 66% never regain full mobility [31–34].

3.2. Diagnosis
Diagnosis of brain aneurysms that do not cause clinical symptoms involves perform-
ing computed tomography angiography (commonly CT angiography; Fig. 3) or mag-
netic resonance angiography (MR angiography; Fig. 4). Although the «gold standard» 
is still an angiographic examination with contrast administered through a catheter 
inserted into the vessel. It is an invasive examination and should not be performed 
in the absence of obvious indications. Local complications resulting from the insertion 
of a catheter into a vessel are estimated at ~5%, the overall incidence of neurological 
complications is ~1%, and permanent neurological deficits are ~0.5% [35]. In some 
patients, especially when the results of CT or MRI angiogram do not allow us to clearly 
determine whether the patient has an aneurysm, traditional subtraction angiography 
of cerebral vessels is performed, which is the most accurate method of examination.

The main role of blood vessels is to supply cells with blood with oxygen and nutri-
ents necessary for the proper functioning of tissues – as well as to collect unnecessary 
metabolic products that should be removed from the body. Disruption of this mecha-
nism may be particularly severe in the case of veins and arteries located in the head, 
which “serve” the brain, eyes and other key organs located in this area. When there 
is a suspicion that the symptoms reported by the patient may be caused by, for exam-
ple, a blood clot, atherosclerotic narrowing of a vessel or its improper development, 
it is usually necessary not only to confirm such assumptions, but also to precisely 
locate the abnormality in order to undertake effective therapy [36]. A simple, cheap 
and widely available vascular imaging test, such as Doppler ultrasound, is unfortu-
nately not applicable when the problem occurs inside the skull, because the ultra-
sound waves used in this procedure are unable to penetrate the bone structures [37]. 
That is why angiography is used.
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The examination of blood vessels using a computed tomography scan is called CT 
angiography. “Angiography” was created by combining two Greek words “angeion” 
and “graphein”. The first of them literally means “vessel”, and the second “to draw, 
to plot”. So it’s hard to imagine a better name for this test that allows us to show our 
blood vessels. It is worth adding that in angiography we distinguish venography – 
imaging of veins and arteriography – imaging of arteries [38, 39].

Traditional head angiography involves delivering a special substance called 
contrast to a selected blood vessel and performing an X-ray. The contrast strongly 
absorbs X-ray radiation, so the arteries and veins filled with it become clearly visible 
on the X-ray. The contrast agent (also known as contrast agent) is delivered to a spe-
cific place through a long catheter placed in the bloodstream through a small inci-
sion made under anesthesia. In the case of imaging the vessels of the head, it often 
runs from the femoral artery to the carotid arteries, where the transported contrast 
is released. It is not very pleasant and carries a high risk of complications resulting 
from infection – which is why this method is now being abandoned [40].

Its place is taken by modern technology, which is spiral computed tomography. 
X-rays are also used here, but instead of just one or a few x-rays, a whole series of x-rays 
are created, taken in many different planes and at different angles. These photos are 
then overlaid and digitally processed to create highly detailed, two- and three-dimen-
sional models of the scanned areas [41, 42]. Advanced software now allows imag-
ing of vascular structures with an accuracy of 1 mm. It is to this that the study owes 
the adjective “computed” in its name. The word “spiral” comes from the trajectory 
of the lamps emitting radiation and the detectors located in front of them, which col-
lect this radiation after it passes through the tissues. Lamps and detectors move in a cir-
cle inside the circular casing of the tomograph (i.e. the device used to perform tomog-
raphy), while a special table with the patient lying on it slowly slides into the opening 
of the machine. As a result, the mentioned X-ray images are taken in a spiral [43].

The moment when a selected part of the body is x-rayed must be precisely timed 
with the moment when the shading substance reaches this area. This is why in classic 
angiography, contrast is introduced through a catheter. Tomography, however, allows 
it to be administered through a cannula inserted at the beginning of the examination, 
using an automatic syringe, which is much more convenient and significantly reduces 
the risk of complications. Scanning starts after a few or a dozen or so seconds and lasts 
about the same time. The entire procedure, including preparing the patient and pro-
viding him with appropriate instructions, takes from several minutes to a maximum 
of half an hour [40, 41].

In the case of CT angiography, CT images are collected in the arterial phase 
of flow, after contrast administration (Fig. 3). This method allows visualization 
of aneurysms 2–3 mm in size with a sensitivity estimated at 77–97% and a specific-
ity of 87–100%. CT angiography can be used to perform periodic follow-up exami-
nations in patients after endovascular embolization procedures, after procedures 
with partial exclusion of the aneurysm from the circulation using vascular clips, 
as well as in patients treated conservatively [44]. The scanning itself is not noticeable 
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in any way, but the administration of contrast – apart from the discomfort associ-
ated with the insertion of the cannula – can cause quite unpleasant allergic reactions. 
In extremely rare cases, it can even be life-threatening, which is why after a head angio-
gram the patient should remain in the medical facility for several dozen minutes so 
that its staff can intervene immediately if necessary. Iodine-based contrast agents used 
in head CT angiogram also place an additional burden on the kidneys, and some-
times their use results in a deterioration of the condition of patients suffering from 
thyroid diseases. We must also not forget about the harmful effects of X-ray radiation 
on the DNA of cells. Due to this, the test should not be performed too often, especially 
in children and the elderly, and pregnant women should not undergo it at all [46].

FIG. 3. Head CT (A) demonstrates angioCT (B) showing a 5-mm ruptured aneurysm (arrow) [45]

An innovative diagnostic method that allows for a comprehensive assessment 
of the condition of the brain’s blood vessels is Magnetic Resonance Angiography (angi-
oMR; Fig. 4). During this examination, precise images of the intracranial arteries are 
obtained, which allows for a complete analysis of blood circulation within the brain 
[47]. Unlike classic angiography that uses X-ray radiation, MRI angiogram eliminates 
the potential risk of radiation. This patient-safe method is based on the use of a strong 
magnetic field and radio waves, which do not have a harmful effect on the human 
body. Depending on the indications, the examination can be performed without 
the use of contrast; the use of a contrast substance increases the precision of imaging 
and allows the characterization of some changes [48]. The magnetic resonance tech-
nique uses the properties of hydrogen atoms that are present in the cells of the human 
body. Thanks to the magnetic field, they emit waves recorded by MRI equipment 
and are transformed into an extremely precise image thanks to which the specialist 
performing the examination can see the internal structures of a given area. It some-
times happens that an angiogram requires intravenous administration of a contrast 
agent. Importantly, unlike X-ray radiation, magnetic resonance imaging of the head 
does not have any harmful ionizing effects on the tissues [49].



73

FIG. 4. Defective visualization of the aneurysmal sac in real time angioMR [50]

3.3. Treatment of brain aneurysms
The traditional method of treating a ruptured aneurysm is to perform a pterional crani-
otomy. This is a type of neurosurgical procedure that uses a temporal-frontal approach 
to the brain (the name “pterional” refers to the pterygoid process of the temporal bone). 
This is a frequently used surgical approach for brain surgery because it provides access 
to many important areas, such as the primary cerebral arteries and anatomical struc-
tures located around the base of the skull. This allows the aneurysm to be dissected 
and closed from the outside with a titanium clip (Fig. 5). 

It is an invasive method, but it gives practically 100 percent success and cer-
tainty of cure. The disadvantages of this method are: the risk of ischemic changes 
in the place where the spatulas are placed, the risk of damage and, consequently, 
the closure of small, microscopic vessels – perforators, which reach the deep structures 
of the brain and, as a result, the appearance of transient or non-transient neurologi-
cal deficits, the risk of fluid flow, the development of wound infection and, as a result 

– meningitis or encephalitis [51].
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FIG. 5. An unruptured MCA aneurysm was clipped via the traditional pterional approach under 
the neuroendoscope. (A) Pre-operative CT scan showed no SAH or hematoma in the brain. 
(B) Pre-operative CTA scan showed a saccular aneurysm at the left MCA bifurcation. (C) A syl-
vian fissure was sharply dissected under neuroendoscope. (D) Aneurysm and the branches 
of MCA were exposed under the neuroendoscope. (E) MCA was clipped temporarily. (F) Aneu-
rysm was clipped under the neuroendoscope and temporary clip was removed. (G) Postoperative 
CT scan showing no hematoma and damage in the brain. (H) Postoperative CTA scan showed 
that aneurysm was clipped completely and the MCA and its branches were preserved [52]

If there are contraindications to applying a clip, two other methods are used 
– trapping and wrapping. Trapping involves completely separating the aneurysm 
from the blood circulation by blocking the blood flowing through the aneurysm. 
This is achieved by placing a clamp on the artery at both the front and back ends 
of the aneurysm, which prevents blood from flowing into the aneurysm. When 
an aneurysm is closed, it stops growing and may even shrink, reducing the risk 
of rupture over time. Wrapping, on the other hand, involves wrapping the aneurysm 
with a material that indirectly blocks blood flow to the aneurysm. The most commonly 
used materials are special fabrics or foils. After wrapping the aneurysm, the patient’s 
tissue forms scar tissue around the aneurysm, which leads to its closure. Although 
this technique does not directly block blood flow, over time it leads to the closure 
of the aneurysm and reduces the risk of rupture [53, 54].

Aneurysm embolization (Fig. 6) is an invasive procedure that involves inject-
ing embolization material into the aneurysm to close it or reduce the risk of rup-
ture. This is a frequently used method of treating brain aneurysms, especially when 
the aneurysm is difficult to access for surgery or when there are risks associated 
with traditional surgery [55]. The procedure begins with inserting a catheter through 
the skin into a blood vessel, most often via the femoral or carotid artery. The catheter 
is guided by imaging such as fluoroscopy or angiography. A thin catheter is inserted 
through the catheter into the aneurysm. Then, the embolization material, most often 
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in the form of microscopic catheters, coils or medical glue, is injected into the inte-
rior of the aneurysm. This material inhibits the inflow of blood into the aneurysm sac, 
and secondly, it causes clotting of the blood that had previously flowed there, which 
in turn leads to the formation of a clot filling the aneurysm sac. After some time, 
the clot grows completely and becomes covered with endothelium, which restores 
the original structure of the vessel [56–58].

FIG. 6. Aneurysm embolization [59]

Both methods – surgical clip placement and embolization – lead to the exclusion 
of the aneurysm from the circulatory system. The method of treatment is decided 
by the medical team together with the patient; the team includes a neurosurgeon 
and an interventional (procedure) radiologist. When choosing one of the two meth-
ods of treatment described above, the medical team takes into account many factors, 
such as the location of the aneurysm, its size, shape, width of the neck and adjacent 
vessels, and determines the procedural risk.

The size of the aneurysm is extremely important in the course of the disease, prog-
nosis, and the decision on planned treatment. The risk of rupture of an aneurysm 
with a diameter of up to 10 mm is estimated at 0–4% per year and is correspondingly 
higher in the case of larger aneurysms [60]. Moreover, it should be remembered that 
their size is not constant – aneurysms may enlarge, therefore, if a decision is made 
not to treat the aneurysm, it is recommended to periodically perform imaging tests 
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to assess its size. The risk of rupture of aneurysms measuring 10 mm or more is 1% per 
year, and in the case of smaller aneurysms it is lower. However, recent reports suggest 
that aneurysms up to 10 mm in diameter rupture more often than originally thought 
[61]. This has led to a change in the approach to the treatment of unruptured intracra-
nial aneurysms – now it is recommended to treat them when their diameter exceeds 7 
mm. In the case of surgical treatment of aneurysms, the risk of perioperative and post-
operative complications increases with the size of the aneurysm and is the lowest 
for those up to 5 mm (2.3%), for aneurysms ranging from 6 to 15 mm the risk is 6.8%, 
while the highest is in the case of aneurysms 16–25 mm (14%) [62].

4. The use of artificial intelligence in neuroimaging
The problem of brain aneurysms affects approximately 5%. Polish society, i.e. every 
20th person in our country lives with an intracranial aneurysm. The annual incidence 
of this disease varies depending on the country and ranges from 2 cases per 100,000 
in China to 22.5 per 100,000 in Finland. They occur more often in women and most 
often are detected in the fifth decade of life [63]. The emergence of changes is facili-
tated by, among others, hypertension, smoking and regular alcohol abuse. In people 
predisposed to aneurysm formation, the blood vessel appears normal, but in some 
places, it has a thinner wall, which begins to bulge with age. Most patients do not know 
about this because most aneurysms do not burst or bleed. Despite progress in endovas-
cular and neurosurgical techniques, approximately 60% of people die almost imme-
diately after its rupture. This proves how serious a threat to health and life a brain 
aneurysm is [64]. Although there are effective endovascular techniques that can pro-
tect the dilated vessel (reducing the risk of rupture), to get to this stage, the aneurysm 
must first be detected. This is where artificial intelligence can come in handy. 

Solutions based on artificial intelligence technology are currently widely used 
in various areas of medicine and health care. One of the key areas is diagnostic imaging 

– one of the most important methods of obtaining information about the patient’s con-
dition. Thanks to technologies such as X-rays, magnetic resonance imaging, ultrasound 
or computed tomography, it is possible to recognize pathological changes in the body 
without the need for surgical intervention, and artificial intelligence is able to fur-
ther improve the imaging diagnostics process [65]. Photos of anatomical structures 
require analysis by qualified personnel, from technicians to radiologists and surgeons. 
The volume of these analyses are massive, and the huge amount of work and staff short-
ages in the health service mean that the waiting time for tests and image descriptions 
is often several weeks or even months. Advanced algorithms and AI systems how-
ever can analyze vast amounts of medical data, including medical images, laboratory 
test results, and clinical data. This makes it possible to diagnose many diseases faster 
and more accurately, including cancer, heart disease and neurological diseases [66]. 
Examples of solutions in which artificial intelligence has been implemented in imaging 
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diagnostics include numerous lung examinations after COVID-19 [67], examination 
of fractures and orthopedic injuries [68] or examination of skin lesions for the diag-
nosis of melanoma [69]. Computer programs using machine learning can help detect 
even the smallest pathological changes, which increases the chances of early diag-
nosis and effective treatment, therefore the use of artificial intelligence will be more 
and more common, also in the diagnosis of brain aneurysms.

The conclusions of a study conducted by a South Korean team of researchers 
have just been published in the official journal of the European Society of Radiology 
[70]. They report that thanks to the use of so-called deep learning, artificial intelli-
gence is able to independently analyze the examination of cerebral arteries and iden-
tify an aneurysm there. The discussed algorithm was prepared on the basis of avail-
able images of cerebral arteries obtained from magnetic resonance imaging. This 
is the first study of this kind that aims to reliably assess the accuracy of an AI algo-
rithm. The algorithm successfully classified the lesion as an aneurysm in 92–98% 
of cases, where the human assessment reaches approximately 89%.

A retrospective study on the detection of cerebral aneurysm in computed tomog-
raphy imaging was conducted by a team of scientists from leading medical universi-
ties in the United States. They used scans of fifty-one patients taken over a two-year 
period and the RAPID Aneurysm software. Artificial intelligence correctly identified 
sixty aneurysms – 5% more than a team of neuroradiology specialists, with an accu-
racy of their shape and location of 99.7% [71].

The possibilities of artificial intelligence in automatic diagnosis of aneurysms 
were also analyzed by Krackov et al. [72]. For this purpose, they used image analy-
sis software installed on a smartphone and the mechanism of the convolutional net-
work in the learning process. These tools allowed the achievement of classification 
accuracy above 90% in validation images, and the authors indicated that the reliabil-
ity of such a study may not only improve diagnosis, but may also soon be a standard 
element of telemedicine.

Bizjak and Špiclin, in turn, conducted a meta-analysis of published articles that 
concerned the discussed issues. The criteria adopted by the authors were studies con-
ducted using automated deep learning algorithms in the analysis of CT images. Over 
the last ten years, there have been only fifteen such publications, which indicates that 
this topic is new and the potential of using artificial intelligence in the diagnosis 
of aneurysms is yet untapped. Nevertheless, the authors focused on diagnostic accu-
racy, sensitivity of the selected method and the number of false-positive results. These 
parameters were assessed using the Preferred Reporting Items for Systematic Reviews 
and Meta-Analysis (PRISMA) guidelines and the Quality Assessment of Diagnostic 
Accuracy Studies 2 (QUADAS-2) tool. Their analysis of fifteen cases show that the diag-
nostic methods used were characterized by high sensitivity, ranging from 87 to 95% 
with a confidence interval from 0.83 to 0.91, but these results only concerned aneu-
rysms whose diameter exceeded 3 mm. For smaller changes, the sensitivity of the algo-
rithms used was only 56% [73].
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5. Conclusion
Most aneurysms do not cause any symptoms until they rupture. Some patients may 
experience minor bleeding prior to rupture, and the associated headaches are not 
severe, but may be accompanied by nausea and vomiting, although these are rare. 
Although headache is a common reason for emergency care, and patients are rarely 
referred for detailed imaging tests, when assessing the patient’s condition, it is neces-
sary to consider the possibility of warning bleeding, which can save the patient’s life.

Although the doctor’s knowledge and experience as well as a correct and com-
plete interview are crucial here, artificial intelligence is changing the face of medicine, 
opening new horizons in diagnosis, treatment and healthcare management.

The use of artificial intelligence in medicine brings many benefits – from shorten-
ing the diagnosis time, through adapting therapy to the individual needs of patients, 
to faster development of modern drugs and pharmaceuticals. In turn, in radiology, arti-
ficial intelligence combines advanced image analysis technologies based on machine 
learning, which allows for faster and more detailed interpretation of data. Machine 
learning algorithms, especially deep learning, are able to analyze MRI and CT images 
and automatically detect anomalies in blood vessels, supporting the classification 
of pathological changes based on images, which increases the accuracy of differenti-
ating these changes and, ultimately, the correct diagnosis. Because the algorithms can 
precisely segment various brain structures, measure the volumes and other param-
eters of aneurysms, they make it possible to monitor the development of the disease 
and estimate the risk of aneurysm rupture or other complications.

Creating a tool to analyze large amounts of data in a short time and detect cer-
tain patterns can significantly improve the quality of health care, but it should 
be remembered that artificial intelligence in medicine is only of a supporting nature, 
and it is the doctor who makes the final decision as to further action. Although 
the use of AI in everyday medical practice is already at the implementation stage 
and more and more innovative IT solutions are available, it should be emphasized 
that many of them are not included in the current regulations. Therefore, in order 
to be the beneficiary of available technologies that are intended primarily to serve 
the good of the patient, it is necessary to create appropriate foundations, a favorable 
legal environment and ethical framework to ensure the transparency of new solutions, 
guarantee patient safety and enforce responsibility for decisions made on the basis 
of analyses carried out by artificial intelligence.
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Abstract: The production of elastic composites for applications in biomedical engi-
neering is an interesting and dynamically developing issue. The presented work 
concerns research on the use of the spin-coating method for the production of flex-
ible composite materials. The work contains a description of experimental methods 
for testing density and thickness, as well as contact angle of the composites pro-
duced by spin-coating. Research was carried out to determine the effect of the spin-
coating parameters: spin speed and spin time on the properties of the produced 
composites. Composite materials were made with 10, 15 and 20vol% Al2O3 pow-
der filler in a silicon matrix. The composite samples were prepared at rotational 
speeds of 1000, 1500 and 2000 rpm and with coating times of 10, 15 and 20 sec-
onds. The results obtained from the tests carried out made it possible to determine 
the influence of the process parameters on the studied properties of the composites. 
The paper proves that the parameters of the spin-coating process affect chosen prop-
erties of the produced composites. The density for composite with 15vol% filler was 
of d = 1.52 g/cm3, and for composite with 20vol% filler was d = 1.65 g/cm3. The thick-
ness of the material with 10vol% filler at 1000 rpm and 10 s was 21 μm, while 
for the composite with 20vol% filler it was of 60 μm. Performed research showed 
that the spin-coating parameters affected thickness and roughness of the compos-
ites, while they had no significant effect on the density and contact angle of tested 
composites. The content of the powder filler affected the thickness of the prepared 
composites.
Keywords: Elastic composite, Spin-coating, Composite thickness, Thin films
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1. Introduction
1.1. Composite materials in medical applications
One of the factors of technological development in medicine is obtaining mate-
rials with desired properties. Such possibilities are provided by, among others, 
design of composite materials and their modification in order to obtain a product 
with appropriate structural and functional properties. These materials have unique 
advantages over other types of materials, e.g. metals, ceramics and polymers, because 
appropriate modification of the chemical composition allows for controlled achieve-
ment of specific physical, chemical, mechanical and thermal properties. Composites 
are currently one of the most dynamically developing materials that meet the mate-
rial needs of the industry [1]. The final properties of the resulting composite mate-
rial depend on the individual properties of the components and their relative con-
tents, geometry, and arrangement. Most of the composite materials consist of only 
two components: a matrix, which is usually a material of relatively high ductility 
and low fracture toughness, which surrounds a second component, often known 
as the reinforcement or dispersed phase. The geometry (shape and size), and the dis-
tribution (position and orientation in the matrix) of the reinforcement also deter-
mine the properties of composite.

Composite materials are used widely in medicine. Doctors are using stents in car-
diology to open or prevent narrowing caused by diseases such as thrombosis in flow 
channels such as the heart, peripheral arteries, or veins [2]. Composite biomaterials are 
beginning to serve as better alternatives [2], due to the flexibility of materials in stent 
design, as well as their low cost, biodegradability, and wide production possibilities 
[3]. Cartilage can be replaced with polymer composites, such as poly[2-hydroxyethyl 
methacrylate] (PHEMA) reinforced with polyethylene terephthalate (PET) synthetic 
fibers. By appropriately changing the volume fraction of the components of this bio-
material, it is possible to obtain properties similar to those of natural cartilage [4]. 
Injectable hydrogels are used as artificial cartilage to reduce wear and accelerate heal-
ing [1]. Composite biomaterials made of polylactic acid (PLA), and hyaluronic acid 
ester (HA) are used to repair or completely replace ligaments to restore the proper 
functioning of affected or damaged joints [4].

One of today’s challenges is the production of multifunctional smart materials. 
Materials’ intelligence is considered in terms of detecting changes in environmental 
conditions, processing detected information, and making actuation by moving away 
from or towards the stimulus [5]. It has been shown that the external stimuli, causing 
sudden changes in physical properties, are diverse and include temperature, pH, sol-
vent or ion composition, electric or magnetic field, light intensity, and the introduction 
of specific ions [6]. One example is flexible magnetic materials, which have recently 
become very popular in medical applications. The combination of magnetic and elastic 
properties leads to a number of interesting phenomena in response to a magnetic field. 
Magnetic field responsive materials can adaptively change their physical properties 
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under the influence of an external magnetic field [7]. Elastic, magnetic composites 
in biomedical engineering are made of a polymer matrix and magnetic particles, such 
as iron oxide (Fe2O3), neodymium-iron-boron (NdFeB) titanium dioxide (TiO2), tita-
nium carbide (TiC) and titanium nitride (TiN) [8]. Homogenous distribution of par-
ticles in the composite is achieved by separating the particles by polymer chains 
of the matrix [9]. Thanks to their good mechanical and magnetic properties, these 
composites are often used in medicine [10]. Enormous deformation effects, high elas-
ticity, anisotropic elastic and swelling properties, and fast response to magnetic fields 
open up new possibilities for the use of such materials in various applications. Since 
the magnetic field is a convenient stimulus from the point of view of signal control, 
magnetoelastic materials are promising due to their elastic properties that can be con-
trolled in real time [9]. The magnetic composites made of elastic rods can be controlled 
by an external magnetic field to perform surgical tasks. Such rods require neither 
wires nor other bulky mechanisms that are problematic in small anatomical areas. 
However, current control systems for magnetic bodies are large and expensive [11]. 
Microrobots, with their dimensions (from a few millimeters to a few micrometers), 
offer promising prospects for medical development. They are used in minimally inva-
sive surgeries, tissue scaffolds, the control of single cells in bioengineering, and drug 
delivery in a non-invasive way. Millimeter-sized magnetoelastic robots were devel-
oped to move inside and on the surface of liquids, or on solid surfaces. They also 
have the ability to overcome obstacles and move through tight tunnels. These mate-
rials enable the transfer of substances to specific locations [12]. However, taking into 
account the desired biocompatible properties of materials for medical applications, 
there is often a need for surface modification of such materials. One of the methods 
of surface modification is the spin-coating method.

1.2. Spin-coating as a manufacturing method
The spin-coating method is used to deposit uniform and thin coatings on a flat sub-
strate. It is commonly used in micro-manufacturing, especially where coatings 
with a thickness of less than 10 nm are required. Spin-coating is used to apply a vari-
ety of materials such as photoresistors, insulators, organic semiconductors, or nano-
materials [13, 14]. There are four main stages during the spin-coating process:
a)	 Dosing step – consists of a dispensing in which the fluid is deposited on the surface. 

Two common dispensing methods are: static dispensing and dynamic dispensing. 
Static dispensing involves depositing a small volume (1 to 10 cm3) of fluid at or near 
the center of the substrate. Higher viscosity or larger substrates typically require 
a larger volume of liquid to ensure full coverage of the substrate. Dynamic dis-
pensing is the process of substrate rotating at a low speed (around 500 rotations 
per minute (rpm)) [15]. This serves to spread the liquid over the substrate and may 
result in less wastage of resin material [16];



b)	 Substrate acceleration stage – the process of intense pushing of fluid from 
the plate surface by rotation. Due to the initial fluid thickness, spiral vortices 
may appear at this stage. The plate reaches the desired speed, and the fluid is thin 
enough that the viscous shear resistance balances the rotational accelerations [17]. 
Centrifugation speeds range from 1500 to 6000 rpm, depending on the properties 
of the fluid and the substrate [16];

c)	 The stage during which the substrate rotates at a constant speed and the viscous 
forces of the fluid determine its dilution – the dilution of the fluid is generally 
quite uniform, although for solutions containing volatile solvents, interference 
color “swirling” can often be observed. Edge effects are often visible because 
the fluid flows uniformly outward but must form droplets at the edge in order 
to be ejected [18];

d)	 The stage of spinning the substrate at a constant speed and evaporating the sol-
vent, which determines the thinning of the coating – the thickness of the fluid 
reaches a point where viscous effects allow only a small amount of fluid flow. 
At this point, the evaporation of any volatile solvents will become the dominant 
process. The coating is effectively “gelling” because once the solvents are removed, 
the viscosity of the remaining solution will increase [18]. Once the spin is stopped, 
many applications require heat treating or “baking” the coating, as in the case 
of “spin-on-glass” or sol-gel coatings.

Steps C and D describe two processes that must occur simultaneously (viscous 
flow and evaporation). However, at the engineering level, viscous flow effects dominate 
early, while evaporation effects dominate later [16]. The spin-coating process is con-
trolled by several operating parameters of the spin coater: the spin speed, the accelera-
tion with which the assumed rotational speed is achieved and the time during which 
the sample is in the spinning stage.

Spin speed is one of the most important factors in spin-coating. The substrate 
speed affects the degree of radial (centrifugal) force applied to the liquid resin, as well 
as the characteristic turbulence of the air directly above it. In particular, the high-
speed centrifugation step generally defines the final coating thickness. Relatively 
small changes of ±50 rpm at this stage can result in a thickness change of 10% [15]. 
As the resin dries, the viscosity increases until the radial force of the spinning pro-
cess can no longer move the resin significantly across the surface. At this point, 
the coating thickness will not decrease significantly with increasing centrifugation 
time [19]. Improper selection of these parameters can result in defects of the coating. 
They can cause the risk of infection, corrosion, allergic reactions, which may cause 
a serious health risk. Any contaminant particles that enter the coating solution can 
cause flow defects called comets. The particle adheres to the surface of the substrate 
and the flow of fluid around each obstruction causes a streak that radiates outward. 
Using a lid during coating is one way to reduce those particles, but the presence 
of the lid modifies the solvent evaporation that occurs during coating. Some coaters 
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are built with active air circulation and ventilation. Particles derived from the coat-
ing solution can be reduced using submicron syringe filters at the liquid dispensing 
stage [20]. Fringes are radially oriented lines of change in coating thickness. Usually, 
these are fairly smooth changes in thickness with spacing or periodicity in the range 
of about 50–200 µm. Their orientation corresponds to the direction of the main fluid 
flow. Early evaporation of light solvents may enrich the surface layer with water and/
or other less volatile substances. If the surface tension of this coating is greater than 
that of the output solution, then there is instability. Higher surface tension causes 
material to be drawn in at regular intervals, and the spaces in between are more 
susceptible to evaporation [16, 20]. The chuck sign patterns can be created by ther-
mal “communication” between the solution on top of the plate and the metal vac-
uum holder. Therefore, the thermal conductivity of the substrate material is very 
important as the thermal driving force – mainly evaporative cooling, but it can 
also be caused by temperature differences between the solution and the substrate 
and the fixture. Silicon wafers, due to their higher thermal conductivity, usually have 
smaller thickness differences compared to glass or plastic [19]. The edges of the sub-
strate are always problematic areas, for several reasons. Firstly, the effects of surface 
tension make it difficult for the radially flowing solution to detach from the plate. 
In this way, a small “droplet” of liquid can remain attached around the perimeter 
and result in thicker coatings in this edge zone. Secondly, if the substrates are not 
exactly circular, and especially if they are square or rectangular, then the airflow over 
the protruding parts (corners) will be disturbed. While the flow may still be laminar, 
it will have a different flow history and will usually result in uneven coating thick-
ness in these corner areas [16].

Compliance with all the rules of proper coating by centrifugation and elimination 
of external factors that may affect the process which allows to achieve repeatable results 
without significant material loss. Coatings applied with this method are widely used 
in the production of medical tools and equipment. In recent years, the spin-coating 
method has often been the base for research into techniques to produce ultra-thin coat-
ings. The importance of this method can be seen by observing literature reports from 
around the world on the production of innovative materials for use in various appli-
cations, including biomedical engineering. It can be concluded that research is being 
conducted in terms of the possibility of using this method to produce innovative elastic 
dressing materials, materials containing active agents supporting tissue regeneration 
and preventing infections, and elastic diagnostic sensors. On the other hand, there 
is a noticeable lack of research on the influence of the parameters of the spin-coating 
process on the properties of the obtained coatings. Hence, in this paper the influence 
of spin-coating parameters on the properties of silicon-based composite reinforced 
with Al2O3 particles was evaluated.
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2. Materials and methods
2.1. Materials preparation
The subject of the research are silicon-based composites with the addition of aluminum 
oxide powder. The following chemicals were used to produce materials:

	– Ecoflex™ 00-20 Part A silicon elastomer base (Kauposil, Poland),
	– Ecoflex™ 00-20 Part B elastomer hardener (Kauposil, Poland),
	– particles of aluminium oxide Al2O3 (Chempur, Poland).

Ecoflex™ silicon was mixed in a volume ratio of 1A:1B. Low viscosity ensures 
easy mixing and venting. According to the manufacturer’s description, cured rubber 
is soft, durable and stretchy, stretching many times to its original size without tear-
ing and rebounding to its original shape. These elastomers were tested by the man-
ufacturer in accordance with the ISO 10993-10 standard and were classified as safe 
in contact with the skin. The material has a density of d = 1.07 g/cm3, a Shore A hard-
ness ranging from 0 to 20 ShA and a tensile strength of σ = 1.10 MPa.

The second ingredient of the composite, Al2O3 particles used as the com-
posites’ reinforcement are in the form of a white powder, having a relative den-
sity of d = 3.94 g/cm3, a particle size d50 of 2 to 5 μm and a pH value at level 7.3 
at 20°C. The melting point of this chemical substance is approximately 2050°C.

First, the required masses of the composite components in three variants 
and one control variant (pure Ecoflex elastomer) were calculated. The compos-
ites with 10, 15 and 20vol% of reinforcement were prepared according to the com-
position given in Table 1.

TABLE 1. The composition of materials 

Symbol Material Ecoflex™ Part A [g] Ecoflex™ Part B [g] Al2O3 [g]

A Ecoflex 4.280 4.280 –
B Ecoflex+10vol% Al2O3 3.852 3.852 3.152
C Ecoflex+15vol% Al2O3 3.638 3.638 4.728
D Ecoflex+20vol% Al2O3 3.424 3.424 6.304

Based on the calculations, the ingredients were mixed together, maintaining 
the order given by the manufacturer of Ecoflex™ silicones. At first, part A and part B 
of the elastomer in ratio 1:1 were mixed thoroughly for 5 minutes. Then, the proper 
amount of reinforcement was added. The composites solutions were thoroughly hand 
mixed using a spoon to create a uniform liquid mass. Once all the material variants 
were made, they were subjected to a spin-coating process. To carry out this stage, 
a POLOS SPIN150i spin-coater (SPS International, The Netherlands) with two vac-
uum pumps (Fig. 1), and Petri dishes were used.
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FIG. 1. Spin-coater with vacuum pumps

The 0.5 ml of liquid composite was applied to the center of the Petri dish, 
as is shown in Fig. 2a. The sample prepared in this way was placed in a vacuum 
holder, and after switching on the first pump, was fixed in by a vacuum created under 
the surface of the pan. The program was started, starting to spread the material over 
the surface with certain parameters. The composites were made using nine different 
combinations of parameters. The spin speeds of 1000, 1500 and 2000 rpm were used. 
The coating times of 10, 15 and 20 s were applied. Those two variables were combined 
with each other, resulting in process parameters.

FIG. 2. Liquid composite (a) applied to a Petri dish and (b) composites obtained by using the spin-
coating method

When the process was completed, the chamber was opened, and the sample 
removed (Fig. 2b). Then, the resulting composite samples were left at room tempera-
ture for at least 24 h to fully cross-link and harden the composites. 
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2.2. Density measurements
Density (ρ) measurements of the produced materials were carried out using the hydro-
static method of density measurements based on Archimedes’ law. The volume 
of a material can be determined by comparing its mass in air with the mass immersed 
in a liquid of known density, most commonly in a distilled water [21]. The density 
of material is calculated according to Equation (1):

	 p
m

m m
pa l=

−
⋅1

1 2

	  (1)

where:
ρa – density of the sample,
m1 – sample mass in the air,
m2 – sample mass in the liquid,
ρl – density of the liquid used in the test.

To measure density of composite materials using hydrostatic method, an analyt-
ical balance (Mettler Toledo, USA) was used with the included hydrostatic density 
measurement kit.

2.3. Water contact angle
The contact angle (Θ) is defined as the angle between the tangent to the surface 
of the droplet placed on the solid and the point where the three phases meet: solid, 
liquid and gas (Fig. 3). The contact angle determines how well the liquid spreads over 
the surface. The value of this angle depends on the physical properties of the liquid, 
the type of substrate and the conditions of the environment [22]. 

FIG. 3. Contact angle Θ on the droplet applied to the surface

At the point of contact between the droplet and the surface, three boundaries 
must be taken into account: the liquid, the surface and the surrounding atmosphere. 
In order to obtain the droplets’ equilibrium, all the forces acting at the point of contact 
of the boundaries must balance each other, which can be described by Equation (2):
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	   sg sl lg= + cosΘ 	  (2)

where:
γ – surface tension at the interface,
s – solid,
l – liquid,
g – gas or second liquid.

The surface tension of the liquid-atmosphere is cosΘ, hence Equation (3):

	 cosΘ =
− 


sg sl

lg

	  (3)

Therefore, if the angle Θ is in the range from 0° to 90°, a solid is well wettable 
by the liquid, so it has a hydrophilic surface. If the angle Θ is between 90° and 180°, 
a solid is poorly wettable by the liquid, so it has a hydrophobic surface. If the angle Θ 
is greater than 180°, there is a complete lack of wetting of the surface. When a particu-
lar surface is easily wetted by a particular liquid, it is called hydrophilic. On the con-
trary, surfaces that do not have this ability are referred to as hydrophobic [22]. A water 
contact angle was measured using a contact angle goniometer (Ossila, UK). During 
the test a 5 µl of deionized water droplet was applied on the surface of prepared 
composites.

2.4. Thickness test
To measure the thickness (h) of the obtained composite, a paint meter (Prodig-tech, 
Poland) and a metal plate were used. The thickness of the composite was measured 
by applying a piece of the composite to a metal plate constituting the base. The device 
was then switched on and applied with a probe to the material to be tested. Based 
on the ultrasound produced, the device calculates the travel time of the ultrasound 
at a known speed for a given wave coming from the probe to the metal plate and then 
back to the sensor in the probe.

2.5. Surface roughness
Profilometric measurements provide information on many useful parameters 
for assessing the surface of the tested materials. The research focused on the rough-
ness values of the resulting composites. To carry out these measurements, a focused 
laser beam measurement was used. The confocal laser measuring microscope 
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(LEXT OLS4000, Olympus, Japan) was used to carry out profilometric measurements. 
Surface analysis was possible after scanning with white or laser light. After prelimi-
nary processing of the obtained image (straightening the image of the sample surface), 
it was possible to perform linear roughness (Ra) measurements. It was possible using 
5 lines superimposed on the image in selected places (Fig. 4a). Then, by using micro-
scope software, the linear roughness measurements were performed. Surface rough-
ness (Sa) was also analyzed. Three areas of 300 by 300 pixels were selected in the saved 
image, which resulted in the analysis of a real area of 200 μm2 (Fig. 4b).

FIG. 4. Designated lines of linear roughness measurements (a), and areas of surface roughness 
measurements (b)

3. Results and discussion
3.1. Density
In the case of determining the density of materials, their theoretical value was first 
calculated, and then experimental measurements were made. At the beginning, the-
oretical density values (ρ) of composites calculated on the basis of data from manu-
facturers were determined. They are as follows:
	y ρB = (0.90*1.07 g/cm3) + (0.10*3.94 g/cm3) = 1.36 g/cm3

	y ρC = (0.85*1.07 g/cm3) + (0.15*3.94 g/cm3) = 1.50 g/cm3

	y ρD = (0.80*1.07 g/cm3) + (0.20*3.94 g/cm3) = 1.64 g/cm3

The first tested sample was composite B, for which the experimentally obtained 
density was ρ~1.00 g/cm3, which is lower in comparison to the theoretically calculated 
material. This was caused by the formation of air bubbles in the composite structure. 
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This problem was observed mainly for samples of composite B. Thus, the results of den-
sity measurements for this composite were omitted. In the case of C and D compos-
ites, no formation of air bubbles was observed in their structure. The Table 2 presents 
data of the density of the tested composites.

As it is observed in Table 2, the density of composites for both C and D materials 
is similar to the theoretical values. The differences are only a few %, which is accept-
able for the used manufacturing method. In some cases, as in the case of processes 
carried out at 2000 rpm, a decrease in density can be observed as the process time 
increases. The lowest density for composite C is ρ = 1.47 g/cm3 and was obtained 
at the following parameters of spin-coating: 1500 rpm and 10 s. The highest den-
sity value for C composite, ρ = 1.58 g/cm3 was obtained at the following parameters: 
2000 rpm and 15 s. In the case of composite D, the lowest density of ρ = 1.57 g/cm3 

was recorded by the parameters: 1500 rpm and 20 s. The highest measured density 
of the D composite is ρ = 1.72 g/cm3, achieved at 2000 rpm and 10 s.

TABLE 2. The density of C and D composites

Sample Spin speed [rpm] Spin time [s] Density, ρ [g/cm3]

C

1000
10 1.47
15 1.55
20 1.47

1500
10 1.45
15 1.54
20 1.47

2000
10 1.57
15 1.58
20 1.55

D

1000
10 1.61
15 1.68
20 1.66

1500
10 1.69
15 1.64
20 1.57

2000
10 1.72
15 1.69
20 1.64

The measured density for the vast majority of the tested composite samples was 
very similar to the calculated theoretical value of the density of the produced com-
posites. The average density value for composites with 15vol% filler was 1.52 g/cm3, 
while for the composite with 20vol% filler, it was 1.65 g/cm3. Both of these values are 
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comparable to the theoretical values. In the case of 15 of the 18 samples tested, the dif-
ference between the measured and calculated density value was less than 5% of the total 
value, of which the difference was less than 3% for 11 samples. A difference of more 
than 5% between the theoretical and measured values was shown by only 2 samples, 
none of which exceeded 6%. It means that proposed spin-coating parameters were 
selected properly. However, there is no dependency in the results on the speed or time 
of the spin-coating process. Taking into account the values given for higher concen-
trations in the literature and comparing them with the results obtained in this experi-
ment, it turns out that there is a linear relationship between the density and percent-
age concentration of alumina. The obtained values correlate with those presented 
by Liang et al., when considering this linear relationship [23].

3.2. Water contact angle
The results of the water contact angle tests for prepared composites B-D are presented 
in Fig. 5. Since the water contact angle for all measured samples is higher than 90°, 
it can be concluded that the surface of these samples is hydrophobic. For composite 
B, it is not possible to find a constant trend of changes in the value of this parameter 
for this material. It can be noticed that the discrepancies in the value of the angle 
between samples with different coating times increased with increasing spin speeds 
for this composite.

The values of the contact angle Θ for composites prepared at 1000 rpm do not dif-
fer much from each other and they are of 110-113°. The maximum difference between 
the composites is 2.32°. Although these values are slightly higher with a longer coat-
ing time, it is not possible to find a significant influence of this parameter on the con-
tact angle value for this composite. The maximum difference between the results 
of the contact angle at 1500 rpm is 5.28°. The discrepancy between the results at 2000 
rpm increased to 8.90°, which may indicate that as the spin speed increased, the result-
ing composite coatings were more susceptible to larger deviations of the measured 
parameter. The lowest value Θ = 105.4° obtained for composite B was for samples 
spin-coated for 2000 rpm for 10 s.

In the case of C composite samples, it is not possible to find a constant trend 
of changes in the value of the contact angle with the increase of the spin speed 
for the tested materials. The highest differences in the angle Θ between samples 
with different spin speeds occurred in the coated sample for 10 s (Θ ~ 104-111°) 
and the smallest in the coated sample for 15 s (Θ ~111-114°). The contact angle 
values increase with increasing the coating time, and the maximum difference 
between the measurements was 2.94°, so the increase in the Θ angle value was 2.65%. 
The increase in the value of this angle at the speed of 2000 rpm was 12.17°, which 
gives an increase in the contact angle by 11.73%.
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FIG. 5. Contact angle values for composites (a) B, (b) C, and (c) D with varying spin speed 
and spin time
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On the basis of the obtained results for D composites, it is not possible to state 
a constant tendency of changes in the contact angle with increasing the spin speed. 
For samples coated for 10 s, the discrepancy of the contact angle values is 3.93°, 
for coated samples for 15 and 20 s, the discrepancies are very similar and are 7.24° 
and 7.27° respectively. The highest value of the contact angle was achieved for the sam-
ples coated for 10 and 15 s at a speed of 1000 rpm (Θ ~112–113°), in the case of a sam-
ple coated for 20 s, the highest value of the angle Θ = 111° was measured at the spin 
speed of 1500 rpm. The low value was observed for a sample prepared using 1000 rpm 
for 20 s, where Θ = 104°. The values obtained in the study are similar to the literature 
data, where the contact angle of pure PDMS is about Θ = 125° in the publications 
of Alzahid et al. and Ruben et al. [24, 25], where the contact angle was about Θ = 107°. 
The value of the wetting angle decreases after surface modification or modification 
of the chemical composition.

It is not possible to clearly state the inf luence of the coating speed or time 
on the value of this angle. The coating parameters do not affect the contact angle 
value. The measurement results for individual composites and the layers made of them 
were noticeably different from each other by up to 10% in individual cases. Therefore, 
further research is necessary to confirm this thesis.

3.3. Thickness results
The results of thickness (h) measurements were compared for B and D composites con-
taining 10 or 20vol% reinforcement. In both cases, as can be seen in Fig. 6, the thick-
ness of the composite decreased both with increasing rotational speed and increasing 
coating time. In the case of composite B coated for 10 s, the thickness of the produced 
coating decreased from h = 21 µm at 1000 rpm, through h = 16.5 µm at 1500 rpm, 
up to h = 11.5 µm at 2000 rpm. It gives the decrease of 76.09% of the composite 
thickness as the spin speed increased by 500 rpm, and after increasing it by another 
500 rpm, this value decreased to 53.75% of the composite thickness. For compos-
ite B coated for 15 s, the layer thickness changed from h = 17.5 µm for 1000 rpm 
to h = 7.5 µm for 2000 rpm. For the composite coated for 20 s, the decrease in thick-
ness when increasing the speed by 500 rpm from h = 13 µm, through h = 9.5 µm, 
up to h = 5 µm, was observed. As can be seen, the lowest changes in coating thick-
ness occurred at the lowest rotational speed, and the largest changes were recorded 
at the highest rotational speed. On the other hand, if we compare the effect of coat-
ing time on the thickness of the composite with the effect of the spin speed on this 
value, it can be concluded from the data for B composites that the increase in rota-
tional speed has a greater effect on these changes.
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A decrease in the thickness of the composite D can be observed while increasing 
the spin speed as well as increasing the coating time. As the spin speed increases from 
1000 to 1500 rpm, a fairly even level of thickness reduction can be observed (from 
h = 60 µm to h = 37 µm for 10 s). A very large drop in thickness occurred between 
the lowest and highest rotational speeds for all coating times and amounted to almost 
85% for the composite coated for 15 s (from h = 48 µm to h = 7 µm). The decrease 
in the thickness value of the D coated composite for 20 s is less than that of the coated 
composite for 15 s due to the achievement of a thickness of less than 10 μm, below 
which the rate of decrease decreases with uniformly increasing rotational speed. 
By increasing the coating time twice, it is not possible to achieve as much change 
in coating thickness as with a double increase in rotational speed. Again, this shows 
a greater impact of spin speed compared to coating time.

FIG. 6. The thickness of the composites containing (a) 10vol% (b) 20vol% Al2O3 particles
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The comparison of both composites, B and D, show that the thickness of material B 
is around 3 times lower than the material D when prepared using 1000 rpm. However, 
in the case of composites made at 2000 rpm, the differences in the thickness of com-
posites B and D are not so significant. The addition of Al2O3 particles to PDMS results 
in lower viscosity and thus lower thickness of the samples. With the same parameters, 
the thickness of the PDMS from the literature is 100–150 μm [26].

Using the spin-coating method it is possible to obtain the composites 
with the thickness of 10–60 μm, what is really promising in the case of manufactur-
ing new materials for biomedical engineering.

To sum up, on the basis of the results obtained, it can be concluded that both 
the coating speed and the coating time have a significant impact on the obtained 
thickness of the obtained layers, but the rotational speed has a noticeably greater 
impact on the obtained results. It was noticed that the composites’ thickness was 
the lowest for the longest coating time and the highest spin speed. With a subse-
quent increase in spin speed, no such large changes in thickness would be observed, 
as described in the discussion of these results. For these composites, such a limit 
is probably in the range of 3–5 μm, but more research would have to be carried out 
to confirm this thesis.

3.4. Surface roughness 
Two parameters were considered in the analysis of surface roughness: Ra (the arith-
metic mean deviation of the profile from the base plane), which is one of the ways 
of defining linear roughness, and Sa (the arithmetic mean deviation of the height 
of surface irregularities from the reference plane), which concerns the surface rough-
ness. The results for linear roughness are presented in Fig. 7.

It can be observed that in the case of material C, the roughness increased 
with increasing speed, from Ra = 0.03 µm to Ra = 0.06 µm for a process lasting 10 s. 
Similar changes were noticed for longer process durations, e.g. for 15 s, Ra from 
0.07 µm for 1000 rpm to 0.16 µm for 1500 rpm was obtained. The rotational speed also 
influenced the roughness. The parameter Ra = 0.07 µm at 1000 rpm and 20 s changed 
to Ra = 0.14 µm at 2000 rpm and 20 s. No similar relationship was noticed for mate-
rial D. The linear roughness, regardless of the process parameters (spin and speed time), 
ranged from 0.03 to 0.07 μm. The linear roughness was relatively higher for the mate-
rial containing less filler.

In Fig. 8. the results for surface roughness for two chosen materials are pre-
sented. For this parameter, the results are different from linear roughness. For com-
posite C, it was observed that the higher the spin speed, the higher the roughness. 
For 15 s, surface roughness was of Sa = 0.22 µm for 1000 rpm and Sa = 0.39 µm 
for 2000 rpm. The lowest roughness value Sa = 0.15 µm was obtained at 1500 rpm 
and 10 s. The highest roughness value was Sa = 0.39 µm for 2000 rpm and 15 s. There 
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was no relationship in surface roughness results connected to spin time. In the case 
of composite D, higher rotational speed also resulted in higher surface rough-
ness. In the case of processes lasting 15 s, the roughness obtained was Sa = 0.31 µm 
at 1000 rpm, Sa = 0.38 µm at 1500 rpm and Sa = 0.56 µm at 2000 rpm. Similar depend-
encies were observed for other spin times. It can be concluded that the longer the spin 
time, the higher the roughness is. For the process at 1500 rpm, the roughness changed 
from Sa = 0.25 µm to 0.45 µm.

FIG. 7. Linear roughness of (a) C and (b) D composite materials

The surface roughness of composite D was twice as high as the roughness of com-
posite C. For example, for 1500 rpm and 20 s, Sa for C sample was of 0.26 µm, and for D 
sample Sa = 0.45 µm. The higher filler content in the composite resulted in greater 
surface roughness. Moreover, the higher rotational speed resulted in higher surface 
roughness. This may be related to the phenomenon of separation of individual pow-
der particles during the spin-coating process.
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FIG. 8. Surface roughness of (a) C and (b) D composite materials

4. Conclusions
The spin-coating method makes it possible to produce thin flat composites. The entire 
process is controlled by two basic parameters: the coating speed expressed in rpm 
of the coated substrate and the time of the coating process. In order to determine 
the influence of these parameters on the properties of the produced composites, meas-
urements of density, coating thickness, contact angle of the produced composites were 
used in this study. On the basis of the results obtained in the conducted work, the fol-
lowing conclusions can be formulated:
	y increasing the speed and time of spin-coating does not affect the density 

of the coated composites,
	y increasing the speed and time of spin-coating significantly affects the thickness 

of the obtained composite coatings,
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	y the change of process parameters does not affect the contact angle values,
	y the increased content of powder filler in the tested composite resulted 

in an increase in the thickness of the coating, in the case of other studies the effect 
of the increased reinforcement content on the obtained results was not observed,

	y an increase in the coating speed and time resulted in an increase in both the linear 
and surface roughness, while these parameters were influenced also by the forma-
tion of defects on the surface of the composites at higher coating process param-
eters. All obtained composites, regardless of the content of powder filler and coat-
ing parameters, were characterized by a hydrophobic surface.

The parameters of the spin-coating process have a significant impact on proper-
ties such as coating thickness, but do not affect density changes and contact angle 
values. This makes it possible to obtain coatings with strictly defined properties 
that allow them to be used in specialized methods of modification of surface layers 
of medical devices and for the production of materials used in tissue engineering 
for the regeneration and repair of skin tissues. The planned and conducted research 
allows for the development of innovative methods for the production of thin coat-
ings or composites for biomedical engineering applications. These tests are in line 
with the current trends of research aimed at developing new techniques for obtaining 
modern elastic composite materials. However, further research is needed to extend 
the experimental analysis of the developed composites using the spin-coating method.
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Abstract: Surface wettability plays a crucial role in evaluating implant biomaterials, 
especially for oral cavity applications, where several surface phenomena, as adsorp-
tion of saliva components and microorganism adhesion occur. This also includes 
oral gels, which can partially perform saliva functions and are in contact with den-
tures or orthodontic appliances. The main goal of our research was to determine 
the suitability of selected preparations with mucoadhesive properties in the con-
text of their wetting properties. This study assesses the wettability of prosthetic 
acrylic and PDMS surfaces by oral mucin-based gels enriched with polysaccha-
rides such as k-carrageenan, acacia gum, carob gum, and xanthan gum. The aver-
age contact angles for the tested gel formulations in contact with denture acrylic 
polymer were slightly higher in comparison to the results obtained for PDMS sur-
face. The study also analyzes the effect of 7-days incubation of these gels on their 
contact angle while testing on dental materials. Average contact angle generally 
increased from day 0 (θ ~ 30-40°) to day 7 (θ ~ 50-60°) for all the tested prepara-
tions using PDMS material.
Keywords: Wettability, Contact angle, Hydrogel, Mucin, Polysaccharides, Dental 
materials

1. Introduction
The properties of polymeric materials depend largely on the properties of the sur-
face. The top layer, which has a different structure from the core of the material, per-
forms various functions and is exposed to multiple factors depending on the prod-
uct’s intended use [1]. Numerous studies are being conducted between the top layers 
of multiple materials, also for biomaterials used in the oral cavity to check their inter-
action with oral fluids/gels. It should be pointed out that in the group of gels, various 
functions of hydrogels have been developed over the last few decades. The properties 
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of hydrogels formulations depend on their components and the functions resulted 
from their polymer networks. Research on hydrogels using the characteristic functions 
of specific polymer networks has increased over the last decade. Hydrogels, belonging 
to a class of cross-linked polymeric materials, are an excellent example of continuous 
technological development that increases social benefits while motivating and stimu-
lating scientists to further research. These gels show promising application prospects 
in tissue engineering [2], drug delivery systems [3], or as lubricating agents that mini-
mize both friction and wear [4].

Hydrogel is a three-dimensional structure composed of hydrophilic polymer 
chains cross-linked by physical, chemical, or polymerization methods. Hydrogels are 
characterized by the ability to retain large amounts of water in their structure. This 
property occurs due to the use of surface tension and the capillary force of the liquid. 
Water absorption into the hydrogel depends on many factors, including gel func-
tional group, water level, and cross-linking network density in hydrogel [5, 6]. Due 
to the broad spectrum of hydrogel properties, i.e., biocompatibility, biofunctionality, 
environmental friendliness, and the ease of their chemical and physical modification, 
they are a material undergoing intensive development [7]. The gel finds applications 
and is an improvement of the latest hydrogel technology. In terms of materials and pro-
cess, it becomes inventive and fits specific applications [8–10]. The use of topical drug 
carriers in the oral cavity is problematic due to their rapid elimination from the site 
of administration due to insufficient adhesion to the mucous membrane and wash-
ing out through saliva, especially when eating food [11].

1.1. Hydrogel drug delivery systems
Compared to other biomaterials, hydrogels are characterized by high water content 
and plasticity and have physical properties similar to natural tissue. Currently, drugs 
with controlled release of the active substance, formulations with directed release 
of the active substance and bioadhesive drug carriers, are obtained based on hydro-
gels [12]. A system with controlled release of the drug substance (DDS – Drug Delivery 
System) reduces the need for frequent drug administration, significantly increasing 
the safety of therapy. The purpose of developing DDS is to maintain a constant con-
centration of the pharmaceutically active substance in the blood. During DDS develop-
ment, the key issue is the matrix selection in which the active substance is suspended 
[13]. Another requirement for DDS is releasing the drug into a specific place. Drug for-
mulations based on hydrogel matrices are administered, among others, orally in adhe-
sive gels and dressings [14]. Oral administration of medications is one of the most con-
venient and comfortable ways. Hydrogels administered orally can deliver the active 
substance to target sites [15].

By using bioadhesive gels, it is possible to extend the contact time of the drug car-
rier with the mucous membrane and maintain the achieved therapeutic concentration 
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of the substance in the tissues. Various bioadhesive polymers are used to produce 
hydrogels with a prolonged effect on the oral mucosa in the treatment of mucosal 
inflammation, fungal infections, viral infections or cancer [16–18]. Watanabe et al. 
obtained a hydrogel consisting of natural gums, i.e. xanthan gum and locust bean 
gum (carob gum/carob gum/galactomannan), from which they obtained a drug release 
system [15]. Locust bean gum is a galactomannan that is soluble in both cold and hot 
water. When heated to 80 °C, it forms pseudoplastic solutions with increased viscos-
ity. In combination with xanthan gum, it is characterized by thickening, stabilizing 
and gelling properties [19, 20].

The evaluation of surface wettability in oral applications, particularly regard-
ing interactions with dental materials is of great significance in the case of oral gels. 
Proteins and bacteria tend to adhere to slightly hydrophobic or hydrophilic surfaces, 
while less adhesion is observed when both properties are higher. Therefore, the anti-
fouling effect can be achieved by changing the wettability of the teeth or the surface 
of the material by increasing the hydrophobicity or hydrophilicity. Many biologi-
cal antifouling phenomena in nature are based on specific wettability [21]. Surface 
properties play a particularly important role in mucoadhesive drug delivery systems. 
In these preparations, the adsorption of the polymer matrix on the mucosa is lim-
ited by the wetting and swelling process of the polymer structure. Thus, the perfor-
mance of mucoadhesive drug delivery systems made of polymeric materials depends 
on many factors such as contact angle, surface free energy, and water absorption 
rate [22, 23].

The wettable surfaces of natural prompt design of biomimetic oral materials cov-
ered or mixed with super wettable materials to prevent adhesion. It is believed that 
these new methods could provide promising directions for oral antimicrobial prac-
tice, improving antimicrobial efficacy.

1.2. Surface engineering
Material properties are a complex issue, and they depend not only on the base mate-
rial but also on the top layer of a given product. All properties result from the mate-
rial’s structure parameters at each level, starting from properties at the atomic level 
and ending with its microstructure. Due to the wide range of material properties, 
their types have been specified. They are classified according to the following catego-
ries: mechanical, physical (e.g. thermal, electrical, magnetic, optical, acoustic), chemi-
cal, and biological properties. From the point of view of thermodynamics, the sur-
face is defined as the boundary between phases – the boundary surface, in a state 
of thermodynamic equilibrium in the body system. Solid-gas surface affects neigh-
boring phases (boundary phases). Entropy and mass may be exchanged between 
the surface and the surrounding phases. The boundary surface created from homo-
geneous phases influences the state of these phases, and is active, so can influence 
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the development of their properties [24]. Surface engineering has developed many 
measurement methods for advanced material testing. Materials engineering deals 
with the study of the relationship between the structure of a material and its prop-
erties. In contrast, surface engineering focuses on issues related to the external area 
of the material. The science of material surfaces is based on research on their struc-
ture, production, modification processes, and degradation of microstructure com-
ponents [25].

The interactions between the surface of the implant material and the biologi-
cal environment in vitro or in vivo are related to the properties of the material’s sur-
face layer, the most important of which are those relating to topography, wettability, 
chemical composition, and surface energy. For biomaterials, the Surface Free Energy 
(SFE) can assess the degree of interaction between the material and a living organ-
ism. Surfaces characterized by high surface energy, protein adsorption, and cell adhe-
sion are suitable. The opposite phenomenon occurs for materials with a low surface 
energy. For surfaces with high surface energy at the cell-solid (tissue-implant) interface, 
there is a lower probability of adhesion to the solid surface than the sum of surface 
energies between the cell-liquid and solid phases. However, it should be emphasized 
that highly hydrophilic surfaces (characterized by very high SFE), such as hydrogels 
or methacrylates, do not support adhesion. The process of cell adhesion is compli-
cated and determined by many factors, not only the surface mentioned above energy, 
but it can be a pretty straightforward indicator giving us preliminary information 
about cell adhesion. It can also be a measure of the chemical and biological resistance 
of the material surface to biodegradation [26–27].

The contact angle of materials is an indicator of the wetting properties of the mate-
rials’ surface. High wettability (hydrophilicity) occurs at a low contact angle, which 
is below 90°. However, low wettability (hydrophobicity) is observed at a contact 
angle above 90°. Depending on the measurement method used, there are several 
types of contact angles in the literature. One type of angle is the static/extreme 
contact angle, also called Young’s angle. Static testing of the contact angle value 
involves placing a drop of the measuring liquid on the tested surface using a meas-
uring needle and immediately taking the measurement. The angle between a solid 
and a liquid drop can be determined based on the shape of the drop (Young–Laplace 
equation). Another tangential method is the method that is carried out at the point 
of contact between the liquid and the material surface. The contact angle of a liquid 
droplet is measured at time intervals and is related to the wettability of the mate-
rial. This is the angle at which a drop of liquid forms after a certain period of con-
tact with the surface of the material. The measurement of wettability using this 
method is time-dependent. Its value changes from the maximum value (static con-
tact angle) at the beginning of the test after applying the drop (t = 0 s) to the mini-
mum value, after which the angle does not change. This is the equilibrium contact 
angle or Young’s angle, often called the extreme contact angle. The static contact 
angle is part of the basic equations of capillary theory. This angle is used when ana-
lyzing the wettability of solids [28].
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The second type of research details the dynamic contact angle. This method 
distinguishes between a rising and falling angle. When testing the dynamic angle, 
the measuring needle is brought closer to the material surface so that the drop con-
tacts the surface. When dispensing liquid, the needle is in the drop. As the drop 
spreads on the surface of the material, its volume increases. During the examination, 
the so-called rising angle. The next stage is sucking out the liquid from the drops. 
This, in turn, causes the drops to flow backward. This creates a descending angle. 
Both types of angles are used to determine the wettability of a surface. Typically, 
the descending angle is smaller than the ascending angle. In the case of a falling 
angle, the surface of a solid body is characterized by higher values of surface tension 
and surface free energy. If the contact angle is 0°, the liquid spreads across the sur-
face. It is assumed that when the contact angle is in the range of 0-90°, the surface 
has good wetting properties. For a contact angle of 90–180°, the surface is charac-
terized by hydrophobic properties. However, a surface contact angle greater than 
150° indicates the material’s superhydrophobicity. At an angle of 180° the surface 
is completely non-wettable. If the angle is between 45° and 90°, the droplet penetra-
tion will depend on the structure and roughness of the surface (i.e. the height, width 
and distance of the protrusions on the rough surface). It is assumed that if the rough-
ness value Ra < 0.5 µm, the impact of the roughness on the contact angle is insig-
nificant [29, 30].

This study aimed to determine the wettability of various gel preparations on two 
surfaces imitating the properties of oral surfaces. The research was carried out on a sil-
icone surface (PDMS) imitating body tissue and a dental acrylic surface imitating 
the surface of a prosthetic restoration used in the oral cavity. Additionally, the influ-
ence of polysaccharides gels incubation for 7 days in 37°C on a surface contact angle 
was assessed. The method used to determine the surface wettability of materials based 
on static/extreme contact angle measurements is essential due to the ease of carry-
ing out measurements and the high accuracy of the obtained results, and is also one 
of the primary methods used for surface characterization.

2. Materials and methods
2.1. Polysaccharides based gels
The mucin/polysaccharide mixtures dissolved in phosphate buffered solution (PBS), 
which composition is presented in Table 1, were tested. The basic solution was pre-
pared based on our previous research [31, 32] and contains 2wt.% mucin, 2wt.% xylitol, 
1wt.% guar gum, and 0,5wt.% xanthan gum. As functional modifiers, the total 1wt% 
of selected gums, as acacia (A), locust bean (B), and k-carrageenan (C) with vari-
ous percentage concentrations were used. All reagents were purchased from Sigma 
Chemical Co. USA.
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Many polysaccharides have found wide application due to their ability to create 
highly viscous solutions and gelation. Galactomannans and carrageenans are the two 
types of hydrocolloids most commonly used. In mixtures of some galactomannans 
with K-carrageenan, synergistic interactions between these polysaccharides were 
observed, which allowed obtaining products with new functional properties [33].

Carrageenans are linear polymers composed of digalactose residues that can be 
linked to other compounds [34, 35]. The most common and used fractions are kappa 
I and II (k), iota (i) and lambda (a). K-Carrageenan is built from galactose 4-sulfate [36].

Galactomannans are polysaccharides with a main chain composed of mannose, 
which is incompletely and irregularly substituted at galactose [20]. Naturally occurring 
galactomannans include locust bean gum (MCS), obtained from the seeds of Ceratonia 
siliqua, and guar gum (GG) produced from the seeds of Cyampsis tetragonolobus. These 
are non-gelling, neutral hydrocolloids whose solutions are characterized by high vis-
cosity and relatively high stability over a wide pH range [37].

Due to the fact that locust bean gum creates elastic gels in combination 
with K-carrageenan, these ingredients were used to prepare the compositions 
of the tested preparations. Other configurations were introduced to examine the prop-
erties of gels obtained from various mixtures. All preparations were incubated at phys-
iological temperature for 1, 3, and 7 days. The control sample was a non-incubated 
mixture.

TABLE 1. Composition of prepared gels

Preparation Base composition [wt.%]
Polysaccharide content [wt.%]

Gum acacia Locust bean Gum K-carrageen

Control

PBS +

2wt.% mucin II + 2wt.% 
Xylitol 

+1wt.% Guar gum 
+0.5wt.% Xanthan Gum

– – –
1A 1 – –
1B – 1 –
1C – – 1
0.5A 0.5B 0.5 0.5 –
0.5B 0.5C – 0.5 0.5
0.5A 05C 0.5 – 0.5
1/3 ABC 0.33 0.33 0.33

2.2. Wettability test stand
For prepared gels, the contact angle tests were performed using a goniome-
ter. Research was made in accordance with the standard PN-93/C-89438 “Foils 
and boards – Determination of wettability” [38]. Wettability was determined using 
a wetting angle goniometer (Ossila, Sheffield, UK), shown in Fig.1.
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FIG. 1. Contact angle goniometer (Ossila, Sheffield, Great Britain)

The contact angles of gels were tested for two different surfaces, simulating oral 
cavity conditions. The one test was performed between a 10 µl drop of a prepared gel, 
and the surface of Sylgard 184 PDMS silicone (Dow Corning, USA) imitating oral 
mucosa. The second part of the experiment included test of the contact angle between 
a 10 µl drop of prepared gel and the surface of dental acrylic, imitating the surface 
of a prosthetic restoration used in the oral cavity. The angle measurement was repeated 
three times for each condition. The software uses the tangential method for measure-
ments. The test was carried out in constant humidity conditions and at a temperature 
of 21°C±1 on the reference surface.

3. Results and discussion
The value of contact angle describes the hydrophilicity or hydrophobicity proper-
ties of the analyzed materials. The material is hydrophilic if the contact angle is less 
than 90°. Conversely, the tested material is hydrophobic when the contact angle value 
exceeds 90° [39, 40].

Based on the obtained data, some graphs were prepared (Fig. 2 and Fig. 3) show-
ing the average contact angle for PDMS and acrylic materials in contact with pre-
pared gels just after preparation and after their incubation for 1, 3, and 7 days. Three 
samples of each gel preparation were tested for each time interval.

Analysis of the contact angle for PDMS surface (Fig. 2) shows that the average 
contact angle generally increased from day 0 to day 7 for all the tested preparations. 
The initial contact angle was in the range of θ = 35-53° depending on the material 
and was the lowest for the 0.5B0.5C sample and for the control sample. After 7 days, 
the contact angle was in the range of θ = 57-60°. The highest contact angle (θ = 60°) 
occurred after the 7th day of incubation and was observed for the 1A and 0.5A0.5B gels 
preparations, while the lowest angles (θ = 30° and θ = 35°) were observed for 0.5B0.5C 
and for the control sample, respectively.
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FIG. 2. Contact angle for prepared gels in contact with PDMS material

It was also observed that for all solutions, the mean contact angles did not show 
any significant differences between the gels, as they remained at a similar level. We can 
only observe slight deviations, which is the effect of the chemical composition of gels 
preparations. Generally, the contact angle of the tested preparations is less than 90°, 
meaning that the gels have good wetting properties in contact with PDMS, simu-
lating oral mucosa. An additional important observation was the slight differences 
in the contact angle values obtained for 3 and 7 days from the moment of prepara-
tion, which may indicate the stability of the obtained compositions.

FIG. 3. Contact angle for prepared gels in contact with denture acrylic polymer
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The average contact angles for the tested gel formulations in contact with denture 
acrylic polymer (Fig. 3) were slightly higher in comparison to the results obtained 
for the PDMS surface. This graph shows that the lowest contact angles (θ = 15°, θ = 30°) 
were observed respectively for the 0.5A0.5C and 1A gels on day 0, and the highest 
(θ = 60-78°) were observed on days 1 and 3 for 1A, 1B, 1C and 0.5A05B preparations. 

Based on the observed data, it can be concluded that the contact angle is influ-
enced by various factors, such as the physical properties of the tested liquids, the sub-
strate material (whether PDMS or acrylic), and the surrounding atmospheric con-
ditions. As a result, wettability is a material property that significantly affects its 
behavior when in contact with liquids. The selection of an appropriate composition 
of a mucoadhesive gel’s formulation, depends on the one hand, on the site of admin-
istration since the mucus of different mucosal tissues is characterized by various 
compositions and pH values, and on the other hand, it depends on the desired rate 
of drug release. The results presented in this paper demonstrated that the employment 
of suitable materials can help create an optimal mucoadhesive drug delivery system.

4. Conclusions
Biocompatible and naturally available polysaccharides materials are an alternative 
to synthetic materials. Biocompatible hydrogels can replace current drug carriers 
and become new, cost-effective drug delivery systems. Mucin-based gels are com-
posed of polymer chains connected at selected points, thus creating a three-dimen-
sional cross-linked structure. The properties and wettability of mucin-based gels can 
be modified by different concentrations of gums in the formulations. The conducted 
research demonstrated the advisability of using additives in gels.

It was observed that with increasing storage time of the preparations (0, 1, 3, 
7 days), the average contact angle increased, and for both tested surfaces: PDMS 
and acrylic surfaces was the highest on the 7th day. The proposed methodology can be 
an easily accessible method of preliminary assessment of the material from the point 
of view of cell adhesion ability and the progress of the degradation process. All tested 
gels were characterized by hydrophilic properties.

The impact of the gels’ incubation and the progress of their degradation process 
can be assessed by measuring changes in the contact angle. However, it requires cor-
relating changes in the contact angle with other factors such as physicochemical prop-
erties (pH, conductivity, etc.), rheological and mechanical properties. The obtained 
results may lead to further research on the development of mucin-based materials 
with synthetic gums for oral biomedical engineering applications. Wettability mate-
rials with their unique physicochemical and anti-adhesion mechanisms will become 
an increasing area for oral antimicrobial practice and provide a new direction for solv-
ing drug resistance.
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Abstract: Composite samples were made based on polylactide with the addi-
tion of iron powder and iron nanopowder with contents ranging from 0.1% 
(for nanoFe) to 10% (for Fe). The tests were carried out to check the mechanical 
properties of the samples, and on their basis, samples were modeled for numeri-
cal tests. Strength charts from experimental and numerical tests were compared. 
Photos of the materials were also taken using a scanning microscope. Samples 
with the addition of iron nanopowder have better properties than iron powder. 
Poor adhesion of metal particles to the polymer is visible. An attempt was made 
to numerically model the material properties of the composites. It was considered 
that, in the linear range of the material, the results from the experimental tests 
were in agreement with the numerical results.

Keywords: Polylactide, Iron powder, Mechanical properties, Composite materials

1. Introduction
Polylactide (PLA) has emerged as a promising biodegradable polymer due to its 
renewable origin, biocompatibility, and eco-friendliness. However, its inherent limi-
tations, such as brittleness and low mechanical strength, have led to the development 
of PLA-based composites. PLA-based composites are materials that consist of PLA 
as the matrix and various reinforcing agents, such as natural fibers, nanofillers, or other 
biodegradable polymers. PLA-based biodegradable composites offer numerous advan-
tages over pure PLA, including enhanced mechanical properties, improved thermal 
stability, and reduced environmental impact. However, several challenges and limita-
tions must be addressed to fully realize their potential. By employing various strategies, 
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such as surface modification, blending with other polymers, and using advanced 
processing techniques, the challenges associated with PLA-based composites can 
be overcome. As a result, PLA-based composites have a wide range of applications 
in various industries, making them a promising alternative to traditional petroleum-
based polymers [1–4].

Polylactide (PLA) is a biodegradable polyester polymer that is produced from 
renewable resources, such as corn or other carbohydrate sources [4]. It is a thermo-
plastic polymer obtained through the saccharification and fermentation of starch, 
making it an environmentally interesting biopolymer [3]. PLA possesses exclusive 
qualities, such as good transparency, processability, glossy appearance, and high 
rigidity. However, it also has some shortcomings, including brittleness and a high rate 
of crystallization [2]. Polylactide has a density of 1.25 g/cm3 for the amorphous form, 
1.36 g/cm3 for the crystalline form, 1.36 g/cm3 for L-lactide and 1.33 g/cm3 for meso-
lactide [5,6]. Tensile strength for amorphous PLA is reported as 39–59 MPa, elonga-
tion at break as ~6%, elastic modulus 3500 MPa, Poisson’s ratio 0.36, Young modulus 
1280 MPa, and Yield strength 70 MPa [6, 7]. The melting temperature (Tm) is 165°C, 
and the glass transition temperature (Tg) is about 55°C [6, 8].

Composites based on polylactide have found diverse applications in the field 
of medicine, particularly in tissue engineering, regenerative medicine, and biomedi-
cal engineering. These composites offer suitable physicochemical properties, biocom-
patibility, and biodegradability, making them ideal for various medical applications 
[9]. Thanks to its biodegradability, subsequent operations are unnecessary to remove 
the implant. This also improves the patient’s recovery rate and reduces healthcare 
costs. The biocompatibility of polylactide limits the body’s immune response because 
it decomposes into lactic acids and short oligomers that are metabolized by the body 
[10, 11]. Additionally, PLA-based composites are considered entirely bio-based mate-
rials with promising biodegradability and mechanical properties, making them suit-
able for use in sustainable medical products [1, 3]. The use of PLA-based composites 
in medicine is attributed to their ability to replace traditional petrochemical-based 
polymers, addressing environmental concerns and offering biodegradable alternatives 
for medical devices and implants. Furthermore, the unique properties of PLA, such 
as good transparency, processability, and high rigidity, make it a versatile material 
for medical applications. PLA-based composites have emerged as valuable materials 
for various medical applications, offering biocompatibility, biodegradability, and prom-
ising mechanical properties. The ongoing research and development in this field con-
tinues to expand the potential use of PLA composites in medicine [12].

The aim of this study was to check the effect of the addition of iron and nano-iron 
particles with different percentages on the mechanical properties of PLA composites. 
Furthermore, numerical tests were conducted in order to corroborate the experimen-
tal findings. The construction of an appropriate numerical model of the material will 
also permit further numerical analyses to be carried out with a view to determining 
the most appropriate location for the material’s application.
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2. Materials and methods
2.1. Materials preparation
Six different compositions of composites based on polylactide with different iron pow-
der and nanopowder additions were made:
	y Polylactide (99%), iron powder (1%) – PLA + 1% Fe
	y Polylactide (95%), iron powder (5%) – PLA + 5% Fe
	y Polylactide (90%), iron powder (10%) – PLA + 10% Fe
	y Polylactide (99%), iron nanopowder (1%) – PLA + 1% nanoFe
	y Polylactide (99.5%), iron nanopowder (1%) – PLA + 0.5% nanoFe
	y Polylactide (99.9%), iron nanopowder (1%) – PLA + 0.1% nanoFe

PLA polymer (Ingeo 2003 D) was mixed with iron and nano-iron powder until 
the final concentration was 1%, 5%, 10% for iron (45 µm) and 1%, 0.5%, 0.1% for nano-
iron (60–80 nm). The mixing process was carried out at room temperature by direct 
manual mixing of granules and powders. The prepared mixtures were extruded using 
an EHP 25Eline laboratory extruder (Zamak Mercator, Skawina, Poland). The main 
parameters of the process were as follows: the temperature of the hopper zone was 50°C, 
the temperature of the supply zone was 170°C, the temperature of the compression 
zone was 180°C, and the temperature of the dispensing zone was 180°C. The extruder 
head temperature was 175°C, and the extrusion speed was set at 5% of the maxi-
mum machine speed. After extrusion, flat samples with a thickness of 2.5 mm were 
obtained, from which shapes suitable for tensile tests were cut out. The dimensions 
of the sample are shown in Fig. 1.

 
FIG. 1. Tensile specimen dimensions

2.2. Experimental tests
A Shore durometer (type D) was used to measure the hardness of the compos-
ites. Ten measurements were performed for each sample. Tensile tests were car-
ried out with the MTS 858 Mini Bionix testing machine with a constant cross-head 
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displacement rate of 2 mm/min at room temperature. The tensile testing setup is shown 
in Fig. 2. Three to five tensile specimens were tested A scanning electron microscope 
(SEM 3000, Hitachi, Japan) was used to observe the surface of composite materials.

FIG. 2. Tensile test setup: a) visualization and b) a real test

2.3. Numerical tests
Numerical tests were conducted using an Ansys Workbench 2018 R1 (Ansys, Inc., 
Canonsburg, USA). The CAD model of the sample was prepared in SolidWorks 
2023 software (Dassault Systèmes S.A., Vélizy-Villacoublay, France). The model was 
imported into Ansys Workbench software. In the Engineering Data module, material 
properties obtained from experimental tests were set. The research was performed 
in the Static Structural module. The mesh was made of tetrahedrons with an ele-
ment size of 0.1 mm. Ultimately, there were 42,542 finite elements and 72,400 nodes. 
The boundary conditions were fixed supports in the place where the handle holding 
the sample is located and displacement on the other side of the sample. The mesh 
and boundary conditions are shown in Fig. 3.

FIG. 3. Prepare for numerical tests: a) model with mesh; b) boundary conditions
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3. Results
3.1. Experimental tests results
Table 1 presents the results of tensile strength tests of the tested composites. When 
comparing the tensile strength values for a sample made of pure PLA and samples 
with the addition of iron powder (1.0, 5.0, and 10 wt.%) and iron nanopowder with 0.1, 
0.5, and 1.0 wt.%, in general, a decrease in the tensile parameters can be seen, how-
ever with one exception of PLA+1.0% nano-Fe. The tensile strength of the compos-
ite with 1% nano iron powder is almost twice as high compared to the composite 
with 1% iron. The obtained results indicate that the size of the powder particles affects 
the mechanical properties. As for the Young’s modulus value for the composites made, 
these values are slightly higher for materials with the addition of iron nanopowder. 
These values are comparable to the young modulus of pure PLA.

TABLE 1. Tensile test results of the composite materials

Material Tensile strength 
[MPa] Strain ε [%] Young Modulus E 

[MPa]

PLA 100% 36.0±2.5 1.03±0.2 3610
PLA+10% Fe 29.5±2.1 0.97±0.10 3320±150

PLA+5% Fe 26.3±2.6 0.78±0.08 3610±186

PLA+1% Fe 23.1±1.5 1.12±0.05 3120±104

PLA+ 1% nano–Fe 40.6±0.8 1.45±0.08 3665±170

PLA+0.5% nano–Fe 34.5±1.2 1.00±0.10 3680±125

PLA+0.1% nano–Fe 32.6±0.7 1.03±0.06 3590±210

The hardness of the materials is in the range of 65–73°Sh with some reverse ten-
dencies (Table 2). Composites with the addition of iron powder seem harder than those 
to which nanopowder was added. The hardness decreases as the percentage of powder 
decreases. The density of made materials is higher or the same as that of pure PLA. 
The composite with 1% iron powder has the highest density, and the lowest density 
is the material with 0.1% iron nanopowder.

TABLE 2. Hardness and density values of the tested composite materials

Material PLA+10% 
Fe

PLA+ 5% 
Fe PLA+1% Fe PLA+1% 

nanoFe
PLA+ 0.5% 

nanoFe
PLA+0.1% 

nanoFe

Hardness [°Sh] 73.3±0.94 67.30±1.86 66.30±2.21 64.80±1.28 65.10±1.20 67.20±1.76
Density [g/cm³] 1.31 1.62 1.90 1.30 1.27 1.25
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In the images taken by SEM (Fig. 4), iron, and nano-iron particles can be observed, 
and in some cases clusters of particles. Iron particles are very clearly visible in the pho-
tos presented. One can notice visible differences in their quantity depending on their 
percentage in the composite. A weak association of iron particles and nano-iron 
with polylactide can be seen. Empty spaces between the particles and the polylac-
tide are also visible. This most likely indicates poor adhesion of metallic particles 
to the polymer and influences the mechanical properties of the composite materials.

FIG. 4. SEM observations of the composite materials

3.2. Numerical simulations
Numerical tests were performed and the results are presented in this section. An equiv-
alent (von Mises) stress test was performed, simulating the conditions prevailing dur-
ing the tensile test. Based on the results shown in Figure 5, an identical stress dis-
tribution can be seen, decreasing in the direction of sample narrowing. The highest 
stresses (~ 36 MPa) were observed for the composite sample with the addition of 1% 
iron nanopowder and the lowest (~ 18 MPa) for the material with the addition of 5% 
iron powder.
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FIG. 5. Equivalent (von-Mises) stress maps for samples: a) PLA + 10% Fe; b) PLA + 5% Fe; c) PLA 
+ 1% Fe; d) PLA + 1% nanoFe; e) PLA + 0.5% nanoFe; f) PLA + 0.1% nanoFe

3.3. Comparison of the experimental and numerical results
Based on the experimental and numerical results, stress-strain diagrams were prepared, 
which were then compared for materials with the addition of iron powder (Fig. 6a) 
and with the addition of iron nanopowder (Fig. 6b). At first glance, it is visible that 
stress-strain charts for numerical studies have more straight-line characteristics than 
those for experimental studies. The initial slope of the graphs is very similar, as well 
as their length. It can be noticed that for materials with the addition of nanoFe, these 
graphs overlap because they are almost identical. It can be seen that the highest stress 
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value was achieved by the composite with the addition of 1% iron nanopowder (both 
in the case of numerical and experimental tests).

FIG. 6. Stress-strain comparison charts for numerical and experimental study: a) for compos-
ites based on PLA with iron powder additions; for composites based on PLA with iron nanopo-
wder additions

4. Discussion
In the field of medical materials, there is a continued and intensifying search for 
materials that are more effective and have superior mechanical and biological prop-
erties. This opens up the possibility of modifications to known and used materials, 
with a particular focus on biodegradable materials [13]. One such material is polylac-
tide, which is promising due to its production from non-toxic, renewable raw materials. 
PLA and its composites are employed in the medical field for a range of small implants, 
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threads, and drug-delivery mechanisms [15, 16]. However, it has the significant dis-
advantage of brittleness and often too long or too short biodegradation times. These 
properties can be enhanced through the incorporation of additives [17]. In the present 
study, iron powders and nano-iron were employed as fillers. Comparable mechani-
cal properties can be observed for the proposed fillers in the absence of nanoFe, but 
the addition of 1% nanoFe results in superior mechanical properties. The incorpora-
tion of iron powder with a particle size of 45 µm resulted in a reduction in the strength 
of polylactide.

The scanning electron microscope (SEM) images demonstrate the presence 
of gaps between the metal particles and the polylactide matrix. This may be attrib-
uted to the inadequate adhesion of the polymer to the metal particles. It is probable 
that the incorporation of an appropriate linking agent between the two phases will 
result in a significant enhancement of the mechanical properties of the final compos-
ite in comparison to its absence. It is of paramount importance that this ingredient 
is biocompatible and suitable for use in the human body.

An attempt was made to map the material properties of the fabricated com-
posites in numerical testing software. This was conducted to ascertain the viability 
of undertaking further material studies utilizing numerical analysis. It was observed 
that the properties of the modeled material and the fabricated material exhibited 
a similar trend in the linear range of the material. In order to obtain more accurate 
numerical results, it will be necessary to model the material in the linear-elastic range. 
This will permit the potential utilisation of the material for diverse tissue reconstruc-
tions to be evaluated without the necessity of fabricating an implant and conducting 
experimental studies, which are considerably more challenging to arrange.

5. Conclusions
The incorporation of an iron particle filler does not enhance the mechanical proper-
ties of polylactide. The incorporation of nano-iron particles into polylactide does not 
result in a deterioration of its mechanical properties. In fact, at a concentration of 1% 
by weight, the mechanical properties of the polylactide are enhanced.

The SEM microscope images demonstrated poor adhesion of the iron particles 
and nano-gelase to the polylactide. This can be improved by adding a suitable ingre-
dient to the material to bond the two phases.

The material model for the numerical analyses corresponds to the properties 
of the fabricated composites in the linear range of the material. In order to obtain 
more accurate results from the numerical analyses, it will be necessary to model 
the properties in the linear-elastic range. This will permit the assessment of the suit-
ability of the material for use in a variety of implants or medical devices in terms 
of its mechanical strength. This will facilitate the identification of potential applica-
tions for the composite.
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Abstract: The purpose of this study is the design of an ankle orthosis designed 
for people with excessive sweating. Considering the available solutions of these types 
of stabilizers, and taking into account the problem of hyperhidrosis, a device tai-
lored to the anatomical structure of the patient was designed, keeping an appropriate 
level of ventilation and moisture absorption. A solution was proposed in the form 
of a personalized ankle orthosis, manufactured from biodegradable polylactide, 
using 3D printing. The design of the orthosis assumes an incomplete (hexagonal) 
arrangement of the structure. Therefore, experimental strength tests were carried 
out on PLA specimens produced by the FDM method with different degrees of den-
sity of the hexagonal structure. The tested samples were subjected to temporary 
exposure in an environment mimicking excessive sweating (0.9% NaCl solution). 
The developed test results made it possible to determine the effect of hyperhydrosis 
on the strength properties of the tested samples. They also made it possible to design 
an optimal ankle orthosis design.

Keywords: Ankle orthosis, Rehabilitation, 3D printing, Durability properties, 
Orthopedics

1. Introduction
Injuries to the ankle joint are some of the most common injuries to which athletes 
in particular are exposed. During physical activities, accidents often occur, which usu-
ally turn out to be minor injuries. However, more advanced sprains can lead to sev-
eral weeks of immobilisation and hospital rehabilitation, which does not guarantee 
full recovery.

In the recovery process, ankle orthoses play a key role in the field of orthopae-
dics, offering the necessary support and bracing in the face of numerous conditions. 
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However, it is important to bear in mind that a certain group of people have a spe-
cific physiology, which can include increased sweating. Excessive sweating has a num-
ber of potential consequences including skin irritation, general discomfort and even 
the risk of infection. This is particularly exacerbated by contact with ankle brace 
components, which are not necessarily made of natural materials. Current solutions, 
in the form of special insoles or cooling preparations, do not always meet expectations, 
especially in terms of adequate stabilisation and effectiveness in wicking away moisture.

The current market for orthopedic products including ankle orthoses requires 
solutions that guarantee good heat exchange. This issue is crucial for those suffer-
ing from excessive sweating, also known as hyperhidrosis. This condition, accord-
ing to reported data, occurs in as many as 17% of surveyed teenagers, and general 
statistics show that ever-increasing problems with excessive sweat production occur 
in 2–3% of the entire population. In addition, the results of the study show that about 
30% of those surveyed struggle with hyperhidrosis of the hands and feet. Given 
the very high prevalence of the aforementioned ailment and the complexity of its 
causes, a multifaceted approach is required, including the appropriate adjustment 
of products for patients, in order to effectively manage the condition and improve 
their quality of life [1–5].

On the basis of consumer feedback, there is a need for an innovative ankle brace 
that, in addition to its stabilising function, should regulate excessive perspiration, 
thus increasing user comfort. In addition, it is important that the orthosis is adjusted 
to take into account the specific anatomical structure of the patient’s foot. An excellent 
solution may be the use of 3D printing technology. This makes it possible to obtain 
the desired shape and size without a lengthy technological process.

1.1. Structure and functioning of the ankle joint
The ankle joint, also known as the ankle and knee joint, connects the tibia, fibula 
and ankle bones, among others. It is one of the most stressed joints in the human 
body, playing a key role in maintaining balance, base stability and acting as a shock 
absorber during walking, running and other movements. Its structure allows flex-
ion, extension, adduction and inversion movements, as well as rotation of the foot. 
It is extremely important for the proper functioning of the musculoskeletal system, 
and disorders in its area can lead to numerous conditions and injuries [6]. The gen-
eral structure of the joint, including the ankle, is shown in Figure 1.

Injuries to the ankle joint are quite common, mainly among young people 
and especially those with an active lifestyle. However, they only account for about 
6 % of all injuries [8].

During physical exertion, such as during sports competitions, the foot and ankle 
absorb enormous loads. The ankle, as a weight-bearing joint, can be subjected to vari-
ous forces, reaching a pressure equivalent to up to six times the athlete’s body weight. 
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Depending on the type of sport practised, the load transferred to the ankle joint can 
lead to fractures, damage or ligament ruptures, which are associated with long-term 
recovery [7].

From the literature data analysed, it appears that the most common injury 
to the ankle and knee joint is a sprain. It is the result of 14 to 33 % of all sports activ-
ity accidents and is closely related to the collateral ligaments, resulting in damage 
to part of the joint capsule (Fig. 1), the ankle-scapular ligament and the calcaneofibular 
ligament. Lateral sprain occurs as a result of the inversion mechanism, i.e. a situation 
in which the foot positions itself on the lateral edge. This causes damage to the lig-
amentous structures and the joint capsule. In contrast, tibiofemoral torsion results 
from the dorsiflexion mechanism of the foot. However, analysing the information 
available in scientific publications, in the majority of cases these injuries are not seri-
ous and only about 33% of them require temporary stabilisation [8].

FIG. 1. General structure of the joint [9]

Excessive sweating (hyperhidrosis), is a condition that develops irrespective 
of age, gender and race and often leads to a reduced quality of life. It is associ-
ated with an impairment of the sweat gland system, located in the epithelial tissue 
of the body [5].

Depending on the cause, hyperhidrosis can be divided into primary and second-
ary (influence of comorbidities, medication, stress). Taking into account the degree 
of body involvement in the condition, hyperhidrosis can be limited – relating to indi-
vidual skin surfaces or generalised – affecting the whole body. The vast majority (90%) 
of cases are primary hyperhidrosis, limited to certain areas of the body [5].
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1.2. Functions of the orthosis
The purpose of the stabiliser, used mainly for sprains or fractures of the ankle joint, 
is to reduce the load and stabilise the area, aiming to improve mobility. It is also 
intended to counteract increasing pain, which occurs when the body transfers weight 
to the foot and is exacerbated when walking. The stabiliser protects the structures 
from further damage, creating favourable regenerative conditions [10].

In the orthosis, the ankle joint remains in the correct position after a sprain both 
in static situations, e.g. sitting, standing, and dynamic situations, i.e. during move-
ment. The brace prevents instability of the joint, which is a major cause of recurrent 
injury, ligament damage and even bone displacement. The stabiliser also reduces 
the appearance of swelling and keeps the skin in good condition, thus guaranteeing 
proper blood and lymph flow [10].

External support of the ankle joint is repeatedly used both in the post-traumatic 
recovery of ligaments and in the prevention of first and recurrent dislocations. This 
significantly reduces the incidence of ankle joint injury. The choice of technique 
in which the stabiliser is made depends mainly on the individual patient’s preference, 
and the effectiveness of the stabiliser depends on the design used and the properties 
of the materials from which it is made. The use of external support during an injury 
is a good way to prevent ankle sprains. Bracing performed has been shown to reduce 
the risk of ankle sprain in 50–70% of people who have previously experienced a sim-
ilar injury. Stabilisation has been shown to be more effective than neuromuscular 
training, reducing the incidence of ankle injuries by 47%. This effectiveness was also 
confirmed by other studies. Studies were presented that analysed Numbers-Needed-
to-Treat (NNT) to determine the effectiveness of orthoses and taping. A significantly 
lower ratio of NNT patients was observed with the use of bracing compared to the use 
of taping [11]. Another publication found that athletes who used stabilisers (either 
as a result of an injury or as a preventive measure) had a 64% reduction in the risk 
of sprain [12].

2. Design of an ankle orthosis 
Fused Deposition Modelling (FDM) is a 3D printing method in which raw material, 
otherwise known as filament, is typically heated to a liquid state and then extruded 
through the nozzle of a 3D printer. The nozzle head has the ability to move in three 
degrees of freedom (DoF) to deposit the extruded polymer on the heating table 
according to instructions in G-code form. The principle of the FDM process is illus-
trated in Figure 2. The filament is fed continuously through the extruder and soul 
of the 3D printer via two rollers rotating in opposite directions. The material is applied 
to the heating table layer by layer until the required shape and size is achieved. During 
the layering process, the printer nozzle moves back and forth according to the spatial 



129

coordinates of the 3D CAD model (from which the corresponding G-code is created). 
Sometimes, in 3D printer systems using the FDM technique, multiple extrusion noz-
zles are used to apply the polymer, particularly when components with heterogeneous 
compositions are required to be created. Typically, the quality and application per-
formance of the filament is highly dependent on its thermoplastic properties, as well 
as the heating capabilities of the printer. One of the most commonly used materials 
with the FDM method is PLA – a polylactide [13].

FIG. 2. Principle of 3D printing process using FDM technique (1 – spool of main filament, 
2 – spool of auxiliary filament, 3 – heating table, 4 – component created, 5 – support elements 
of the component, 6 – auxiliary filament, 7 – main filament, 8 – extruder, 9 – guide rollers, 
10 – liquefying guide, 11 – nozzle) [14]

The most commonly used polymers for the production of filaments are 
poly(acrylonitrile-co-butadiene-co-styrene) (ABS) and polylactic acid/polylactide 
(PLA). Considering the biodegradability, biocompatibility and thermoplastic renew-
ability of polyester, together with its excellent mechanical strength and processability, 
PLA clearly leads over ABS [15]. Currently a fashionable and aliphatic polymer, PLA 
is derived from renewable resources such as sugar cane, maize and cassava. In addition, 
it requires low energy consumption and produces minimal greenhouse gases during 
the production process. Combining all the aforementioned characteristics together, 
and also highlighting the fact that it is an environmentally friendly material with anti-
bacterial properties, makes it a promising polymer for sustainable products [14].

Currently, manufacturers are placing great emphasis on realising the potential 
of biodegradable raw materials. The interest in these building materials is driven 
by a combination of environmental responsibility, market pressures, numerous reg-
ulations, economic benefits and innovation [16, 17].



130

2.1. Structural and technological assumptions 
of the developed orthosis
2.1.1. The purpose of the project
One of the first issues to be determined when creating the design brief is the tar-
get group of the product. The present solution concerns a patient weighing approxi-
mately 70 kg, who has suffered an ankle and shin joint injury in the form of a sprain 
and ligament tear, while also suffering from hyperhidrosis. The aforementioned case 
requires immobilisation and support during the recovery period, as well as ensuring 
appropriate sweat management. 

Personalisation turns out to be the best solution, so the stabiliser should be prop-
erly adapted to the size and circumference of the ankle, as too small may cause unnec-
essary pressure, while too large will not provide proper support. Thus, it is assumed 
that the design should fit into the shoe. As mentioned earlier, a good solution is to use 
3D printing. This is a multi-step process, described in the Figure 3.

FIG. 3. 3D printing process

Therefore, one of the first stages of its creation is a 3D scan of the patient’s leg, 
on the basis of which, using the appropriate software, the stabiliser is designed 
from scratch. Such a solution makes it possible to adapt the product to the anatomy 
of the future user and to take into account the indicated aspects influencing the com-
fort of wearing it even for a long period of time, which is impossible in the case of uni-
versal orthopedic braces.

An important consideration is ease of donning and doffing so that the product 
is easy to handle, especially if the orthosis will be donned and doffed repeatedly. This 
is extremely important for people with excessive sweating, as it enables the required 
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level of hygiene to be maintained. Excessive sweating will be counteracted by using 
a perforated structure in key areas of the orthosis to increase airflow and reduce 
the unpleasant effects of this ailment.

In terms of environmental awareness and responsibility, the use of biodegradable 
materials that decompose in a way that is less harmful to the environment is a step 
towards sustainable production. Polylactide (PLA) is proving to be a good choice 
as a filament for use in incremental manufacturing, as it fits into the application pal-
ette of many industries, including medicine.

In order to develop an appropriate spatial structure for the orthosis to allow ade-
quate ventilation, especially in the context of excessive sweating, strength testing 
of different structures should be carried out. The choice of the target structure will 
allow a good balance between strength and usability of the orthosis.

2.2. Experimental tests
The solution concerns the use of PLA as the building material. Therefore, samples 
with a hexagonal structure with 30% and 50% filling were subjected to strength anal-
ysis. Beforehand, they were placed in an environment that mimicked body fluids – 
in an aqueous NaCl 0.9% solution (saline) for a period of 2 to 8 weeks.

In order to carry out strength tests on the structures used in the orthosis design, 
it was essential to print the corresponding samples using the FDM method. The 3D 
printing process consisted of several steps, namely: creating a CAD model of the spec-
imen, generating a file in .STL extension and obtaining a G-code programme that 
the 3D printer was able to read.

The study was designed to determine the effect of an environment of increased 
perspiration on the degradation rate of the material (PLA), as well as the infill den-
sity of the model – an ankle orthosis – on the prevailing environment. The change 
in mechanical properties was recorded through monotonic tensile testing of the PLA 
and analysis of the results.

2.2.1. Results of the experimental tests
Considering the data presented in Table 1, it was undoubtedly considered correct 
to conclude that the PLA material undergoes a slight degradation process as a result 
of being in a humid environment, which alters its characteristic strength parameters. 
As the residence time in solution increases, the strength parameters decrease in value, 
becoming more given to the forces acting on them. This is an extremely important 
issue, especially for the design and planning of products using PLA material as raw 
material for construction.

Analysing the averaged stress-strain relationship curves shown in Figure 4, 
the greatest difference was observed between samples with honeycomb filling 
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and a density of 30%, which were not placed in saline solution and after two weeks’ 
exposure. There was a noticeable decrease in tensile strength (from 13 MPa 
to 11.1 MPa), as well as an increase in strain (from approximately 4.7% to 5.5%). 
Considering all the averaged tensile curves, no significant differences were noticed, 
e.g. with regard to the parameter Rm (tensile strength). Of course, it should be noted 
that discrepancies in values between samples residing in solution for different lengths 
of time do occur, but by analysing the degradation process it can be concluded that 
initially the polymer structure reacts rapidly to the environment, after which it enters 
a stage where further reactions slowly occur.

TABLE 1. Summary of the obtained parameters of PLA material as a result of monotonic ten-
sile test

Density of filling 30% Density of filling 50%

Duration of exposure in saline solution

0 weeks 2 weeks 4 weeks 6 weeks 8 weeks 0 weeks 8 weeks

R m
 [M

Pa
] 13.01

13
.0

10.97

10
.7

10.91

10
.9

11.04

11
.0

11.24

11
.1

14.81

14
.8

12.43

11
.913.02 10.65 10.87 11.01 11.14 14.78 11.85

12.86 10.62 10.78 10.83 11.02 14.76 11.38

R 0.
2 
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Pa
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.8

10.54

10
.6

10.67

10
.6

10.76

10
.7

10.81

10
.7

14.11

14
.1

10.71

11
.112.85 10.53 10.59 10.48 10.79 14.09 11.04

12.83 10.59 10.62 10.77 10.51 14.07 11.56

R u [
M

Pa
] 12.09

12
.3

9.06

9.
2

8.73

9.
3

10.06

10
.0

9.66

9.
6

13.73
14

.1
9.47

9.
912.26 9.14 9.88 9.68 9.48 14.2 10.08

12.40 9.25 9.2 10.32 9.78 14.4 10.17

ε 
[%

] 3.8

4.
7

4.4

5.
4

5.7

5.
0

6.1

6.
9

4.4

5.
5

3

4.
3

5.1
5.

44.1 5.7 4.3 7 5.9 4.1 5.5
6.1 6.1 5.1 7.5 6.1 5.8 5.6

E 
[M

Pa
] 868.37

86
3.

5 816.59

83
8.

4 903.79

84
6.

1 827.73

81
3.

6 859.69

84
7.

4 1079

10
60

.3 1018.4

10
23

.1

873.93 862.84 796.45 809.25 858.51 1043.8 992.04
848.20 835.87 838.15 803.96 824 1058.2 1059

For specimens with a fill density of 50%, two tests were performed – for specimens 
that were placed in salt solution for 8 weeks and specimens that were not exposed 
to environmental influences. In Figure 5, a perfectly visible changing characteristic 
of PLA material properties was observed. As a result of the high humidity environ-
ment, there was a significant decrease in average tensile strength (from 14.8 MPa 
to 11.9 MPa), breaking stress (from 14.1 MPa to 9.9 MPa), as well as Young’s modu-
lus, causing an increase in the degree of plasticity of the sample.
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FIG. 4. Summary of tensile plots of honeycomb-filled PLA specimens with a density of 30%

FIG. 5. Summary of tensile plots of honeycomb-filled PLA specimens with a density of 50%

In Figures 6 and 7, the graphs focus mainly on the changes observed in the appli-
cation of different filling densities. According to the graphs, in both cases an increase 
in filling from 30% to 50% resulted in a material that is more resistant to degradation 
processes, which is confirmed by the strength parameters of the samples.
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FIG. 6. Summary of tensile plots of PLA samples with honeycomb filling and 30% and 50% den-
sity, without exposure in saline solution

FIG. 7. Summary of tensile plots of PLA samples with honeycomb filling and 30% and 50% den-
sity, after 8-week exposure in saline solution

After the strength tests, it can be concluded that monotonic tensile tests of samples 
produced by 3D printing prove to be essential for assessing the strength of the mate-
rial used, as well as the quality of the creation method applied. This is important 
in the fields of engineering and manufacturing, providing high-quality products.
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2.3. Final design solution
The first step in the process of designing the ankle orthosis model was to select 
the appropriate software and acquire a 3D scan of the patient’s leg in .STL format. 
The leg scan used for this project was obtained from the GrabCAD online platform, 
which contains thousands of models from various disciplines in its libraries. The use 
of the scan enabled the work to be optimised and a high-quality model to be selected, 
meeting the standards for the realisation of a medical device project. The Autodesk 
Fusion 360 environment, into which the aforementioned scan was imported, was cho-
sen to create the orthosis model (Fig. 8).

FIG. 8. Patient leg scan in Autodesk Fusion 360

The next step was to position the model in the immediate vicinity of the cen-
tre of the coordinate system, which provided optimal possibilities for the reference 
points of the shapes forming the mesh. Using a shape in the form of a sphere, the grid 
area of the orthosis being created was circled. This solution allowed the beginning 
and end of the structure to be determined according to the size and anatomical struc-
ture of the foot.

Based on the shape, an initial model of the mesh adjacent directly to the skin 
was generated. The resulting mesh contains detailed geometry information, enabling 
accurate mapping. (Fig. 9).

In the next stage, the correctness of the mesh was assessed and numerous correc-
tions made to the appropriate degree of adhesion. This resulted in the creation of a basis 
for further design stages. The advanced features of Autodesk Fusion 360 allowed 
the newly generated shape meshes to be significantly modified, while retaining key 
details. The mesh of the orthosis was subjected to localised rescaling and moved away 
from the surface of the ankle joint area to maintain comfort. In addition, attention 
should be paid to the implementation of the insertion and removal solution, as shown 
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in Figure 10. A special open space in the design of the orthosis was designed to allow 
the user, who has suffered an ankle injury, to insert the stabiliser by positioning 
the foot. Such a solution will provide the user with the possibility of avoiding exces-
sive movement of the joint and handling with reduced pain. The edges of the designed 
orthosis have been appropriately rounded and profiled so that they do not cause 
unnecessary rubbing, especially during the process of fitting.

FIG. 9. Optimized patient foot grid

FIG. 10. Developed solid mesh of the ankle orthosis

The next stage was to prepare the solid for optimisation processes. Individual ele-
ments of the model determined to be critical – located in the area of the ankle and shin 
joint – were deprived of the possibility to change their shape. The automated modelling 
function in the Autodesk Fusion 360 environment allows for the generation of alter-
native design forms, which sometimes result in significant changes to the geometry 
of the base object. For this reason, some of the surfaces of the solid were declared 
immobile to ensure that the AI-corrected design could be obtained without chang-
ing the most important parts of the design (Fig. 11).
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FIG. 11. Use of automated modeling functions

Once the optimisation process of the stabiliser body had been attempted, it was 
perforated due to the design goal of obtaining a model designed for people with exces-
sive sweating. The perforations made not only had a positive effect on reducing 
the weight of the product, thus increasing comfort, but also improved heat transfer 
properties. The use of this technique means that heat and moisture is better dissi-
pated, making the foot sweat less. When analysing where the perforations were to be 
located and how large the holes could be, the critical elements under most stress were 
taken into account. The final result in the form of a finished model of the ankle brace 
is shown in Figure 12.

FIG. 12. Final model of ankle and knee joint orthosis

The final stage of the project was to properly prepare the model file exported 
in .STL format, in order to obtain a high quality print. PrusaSlicer was the software 
used to analyse the printout parameters and to show how the supports were applied. 
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In Figure 13, a model of the orthosis in the preparation process is presented. According 
to the data obtained, an orthosis with a wall thickness of 4 mm and an infill den-
sity of 30% would weigh 178.28g, hence it is possible to insert the affected leg into 
a shoe. The target object in the form of the printed stabiliser was marked in orange, 
while the support elements were marked in green. The software allowed a preview 
of the print including layers, parameter control, support generation and optimisation, 
as well as G-code generation.

FIG. 13. Ankle joint orthosis model in PrusaSlicer

3. Summary and discussion
An ankle brace is a special type of support used when faced with the need to stabilise 
the ankle and knee joint as a result of an injury. Depending on whether it is a sprain, 
fracture or chronic ailment, these medical devices provide the required degree 
of immobilisation or restriction of part of the movement. They help to reduce pain 
and swelling and provide excellent added value to the treatment and rehabilitation 
process.

Designing an ankle brace model proved to be a more challenging task than initially 
anticipated. To finalise the project, the work had to be divided into stages. This involved 
defining the target group and thus developing the design guidelines for a personalised 
orthosis. In this case, it was extremely important to follow the zero waste trend, so 
a biodegradable polylactide was chosen. An important aspect was to print specimens 
of a certain type and density and carry out strength tests. An additional element was 
the temporary exposure of the printed samples in saline solution. This was to imi-
tate the problem of excessive sweating in the context of PLA degradation. The results 
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obtained allowed the optimal variant of the orthosis design to be taken. The final 
design was developed in the next step, in which the various construction stages were 
presented.

The developed design and the conducted strength tests allowed the following 
conclusions: 
1.	 Better strength properties were registered for the samples with 50% fill, both 

in long-term exposure in NaCl solution (8 weeks) and without it. Long-term 
exposure to an environment that imitates excessive sweating causes a decrease 
in strength properties, which is related to PLA degradation. However, the greatest 
decrease in strength parameters is recorded quite quickly (already after 2 weeks). 
In the following weeks, the reduction in these parameters is not significant.

2.	 The manufacture of a personalized, perforated ankle brace with an openwork 
design not only allows the brace to be adapted to the patient’s anatomy, but also 
to offset the negative effects resulting from excessive sweating. An additional 
advantage is the low weight of the stabiliser, which increases comfort during its use.

3.	 The design of the orthosis, which is fully adapted to the patient’s anatomy and addi-
tionally provides the desired degree of stabilisation and ventilation, can be obtained 
using the appropriate software (Autodesk Fusion 360). The tools used in the pro-
gramme allow the required machining and modification of the mesh during design.
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Abstract: Bone deformities of the femur, e.g. increased or decreased femoral 
neck-shaft angle (FNS) and improper femoral anteversion angle (FA), can lead 
to altered loadings acting in the musculoskeletal system and pathological gait pat-
terns. The aim of this study was to investigate the influence of FNS and FA on mus-
cle forces and joint reaction forces during walking. Four musculoskeletal mod-
els with a variable geometry of the femoral bone were taken into consideration. 
The greatest changes in active muscle forces were observed in the case of muscles 
with their attachments located on the proximal part of the femur. On the other hand, 
in the case of the hip and knee joint reaction force, the greatest differences between 
the results obtained using particular models were noticeable both in the values 
of local extrema and in the time of their occurrence. Understanding of the influ-
ence of femoral deformities (FNS and FA) on loading occurring in the musculoskel-
etal system can help in assessing the biomechanics of the lower limb and designing 
appropriate interventions for individuals with altered femoral anatomy.

Keywords: Femoral neck-shaft angle, Femoral anteversion angle, Muscle forces, 
Joint reaction forces, AnyBody

1. Introduction
Musculoskeletal simulations have been used in biomechanical analysis, allowing 
the estimation of muscle and joint reaction forces among both healthy people and sub-
jects with musculoskeletal disorders [1–5]. Various software and different models 
of the musculoskeletal system are used to determine these parameters. The two most 
commonly used musculoskeletal modeling systems are OpenSim [6] and AnyBody 
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Modeling System [7]. While OpenSim is a free open-source modeling and simulation 
framework, AnyBody is a commercial software. It is very important that the stand-
ard model available in the AnyBody system is constantly developed and updated 
by the program creators.

The femoral neck-shaft angle (FNS) and femoral anteversion angle (FA) are two 
important anatomical parameters of the femur that can significantly influence 
the loadings acting in the musculoskeletal system during walking. The femoral neck-
shaft angle (FNS) refers to the angle between the neck and the shaft of the femur, 
which can vary among individuals. Similarly, the femoral anteversion (FA) refers 
to the torsion of the femoral head and neck in relation to the femoral shaft, indicating 
the degree of twist between the proximal and distal parts of the femur on the transverse 
plane [8, 9]. FA goes through substantial development during growth with a change 
from 30° at birth, decreasing to 15° in adulthood [8], whereas the FNS decreases from 
140° to 125°. FA affects the loading on the hip, such as moment arm lengths and lines 
of action of muscles around the joint are altered. As a consequence, improper FA 
causes differences in gait patterns and is a risk factor for clinical problems. Improper 
femoral anteversion can cause disturbances in mobility [10], differences in gait, such 
as in-toeing and increased hip internal rotation [11, 12], as well as associated orthope-
dic [13] and functional complications. De Pieri et al. [14] noticed that an improper fem-
oral anteversion angle can affect the orientation of the hip intra-articular forces. They 
found significant correlations between higher femoral anteversion angle and higher 
medial (loaded stance phase) and anterior (swing phase) hip joint reaction forces dur-
ing walking.

Abnormal structure and activity of spastic muscles in people with CP leads to bone 
deformities, e.g. deformation of the femoral bone [15, 16]. Under the influence of abnor-
mal loads occurring in CP, abnormal femoral neck-shaft angle and anteversion angle 
are often observed. When the femoral neck-shaft angle is <125º, it is considered as coxa 
vara. Coxa valga (>125º) can lead to increased stress in the hip joint and a higher risk 
of hip dislocation [17, 18]. The anteversion angle with the correct structure of the limb 
is in the range 12-15° [18]. Torsion of the femoral neck of more than 15° results in exces-
sive internal rotation of the limb in the hip joint and positioning of the foot with the toes 
turned inward during locomotion. However, anterior rotation lower than 12° causes 
excessive external rotation of the limb and external rotation of the foot [18].

Previous studies have shown that modeling of femoral anteversion is particularly 
important in the analysis of patients with cerebral palsy, which often is characterised 
by bone deformations [19–21]. Overall, the femoral neck-shaft angle and anteversion 
angle can influence the loadings acting in the musculoskeletal system during walk-
ing by affecting the biomechanics of the hip and knee joints.

The aim of the study was to investigate the influence of FNS and FA on muscle 
forces and joint reaction forces during walking. Four variants of the musculoskeletal 
models with various FNS and FA values were developed and used to calculate mus-
cle forces and joint reaction forces, based on the motion capture data of participants 
with a typical gait pattern.
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2. Methods
2.1. Data necessary for modeling
In order to obtain the data necessary for modeling, movement was recorded 
for a group of 20 young healthy people (10 women/10 men) in the most simi-
lar age range (i.e. 19–21 years) with similar anthropometric parameters (i.e. body 
height 169.9 ± 3.8 cm and body weight 65.3 ± 4.3 kg) and with no historical injuries 
or damages on the lower limbs at the time of the experiment were recruited for this 
study. All qualified participants walked along a 9-meter walkway with self-selected 
velocity at least 10 times. The research was approved by the Ethical Review Board 
(R-I-002/356/2017). Information about the current health condition was collected, 
as well as data such as gender, age and anthropometric parameters: body height, body 
weight, pelvic width, and the length of the right and left lower limb (length of thigh, 
shank and foot). Twenty-four reflective skin markers were applied to the subject’s lower 
limb. The time-spatial trajectories of the markers were recorded using the Qualisys 
Motion Capture System (Qualisys AB, Gothenburg, Sweden). A set of twenty-four 
reflective skin markers was placed on the lower part of the body for each partici-
pant according to a modified Helen Hayes marker set [22]. Additional markers were 
placed on medial femoral epicondyles and medial malleoluses as well as three mark-
ers located on the foot [22]. The ground reaction forces were measured simultane-
ously using two force platforms (Kistler, Winterthur, Switzerland). Marker data were 
registered at the frequency of 118 Hz and analogue data from the force platforms 
at 1000 Hz. The data taken from the motion capture system were exported to a file 
in the .C3D format.

2.2. Musculoskeletal modeling
The concept of this study was based on the use of a model of the musculoskele-
tal system to evaluate selected biomechanical parameters (muscle force, joint reac-
tion force) during walking. For analysis of the musculoskeletal system the AnyBody 
Modeling System was used (version 7.3, AnyBody Technology A/S, Aalborg, Denmark). 
An attempt was made to modify the geometric model of the femoral bone. The surface 
model of a standard, unscaled femoral bone available in the repository (TLEM 2.0) 
was exported from AnyBody software and saved as an external STL file. This bone 
model was characterised by a femoral neck-shaft angle equal to 125° and an ante-
version angle equal to 5°. Then, the femur model was deformed in four independent 
ways, respectively increasing / decreasing the femoral neck-shaft angle or increasing 
/ decreasing the anteversion angle. This way, four different geometrical models were 
obtained, taking into account the deformation of the femoral bone [22]:
	y FNS_150 – femoral neck-shaft angle increased to 150°,
	y FNS_100 – femoral neck-shaft angle decreased to 100°,
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	y FA_40 – femoral anteversion angle increased to 40°,
	y FA_0 – femoral anteversion angle decreased to 0°.

TABLE 1. Effect of including deformed femoral bones in the standard model [22]

Model Anterior view Posterior view Lateral view

Standard 
model 
(SM)

FA_0

FA_40

FNS_100

FNS_150

The deformed surface geometric models of the femur allowed the determina-
tion of the data necessary to modify the models of left and right femurs, which was 
carried out directly in the AnyBody software using the so-called “personalised 
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scaling procedure”. The bone model in STL format was the basis for transformation 
of the standard model into the geometry of deformed bone. The following transfor-
mations were performed: linear, RBF (Radial Basis Functions) and STL. All trans-
formations were performed based on the information contained in the research 
by Skubich [22], Marra et al. [23] and Andersen [24].

The deformed bone models were incorporated into the general model 
in the AnyBody system. After enabling the deformed femur geometry, all segments 
were scaled using the Length-Mass-Fat [24, 25] linear scaling procedure to adjust 
the bone length for each study participant.

The results obtained with the use of a standard model of the musculoskele-
tal system available in the repository of the AnyBody system will be compared 
with the results of a simulation conducted on a modified model with changed geom-
etry of the femoral bone. The standard model and models with modified femur geom-
etry were shown in Table 1. This way, the effect of including the deformed geometry 
of the right and left femur with an incorrect neck-shaft angle or anteversion angle 
was visualised. The bone segments were presented in anterior, posterior and lateral 
views. The presented summary shows the effect of the scaling procedure used in rela-
tion to the geometry of the proximal part of the femur, and allows us to observe how 
the lines of action of the muscles having their attachments on the femur and pelvis 
were changed.

After modifying the femoral anteversion angle or neck-shaft angle, changes in mus-
cle length were observed for all actons which have their attachments on the femur 
and/or pelvis, i.e.: gluteus maximus, gluteus medius, gluteus minimus, tensor fas-
cia latae, biceps femoris (long and brevis head), semitendinosus, semimembranosus, 
quadriceps femoris, adductor longus, adductor brevis, adductor magnus, sartorius, 
gastrocnemius, iliopsoas, quadratus femoris, piriformis, popliteus, plantar, obtura-
tor externus and internus, gemellus (superior and inferior). This is primarily due 
to the variable position of the femur in relation to the pelvis, which is partially visual-
ised in Table 1. The change in length for particular muscles was different and depended 
on the used model. For example, when modifying the neck-shaft angle, the greatest 
changes in the length of muscle actons compared to the standard model were observed 
for the hip adductor muscles. The change in the anteversion angle affected primar-
ily the change in the length of the rectus femoris and iliopsoas. In turn, in the case 
of the gluteus muscles, each of the introduced modifications significantly changed 
the length of these actons.

2.3. Numerical simulation processing
All numerical simulations using a previously prepared model in the AnyBody system 
were divided into two stages: (1) determination of kinematic parameters (inverse kin-
ematics) and (2) determination of muscle and joint reaction forces (inverse dynamics). 
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For this purpose, data recorded during experimental tests were used, containing 
information about the current position of markers and the ground reaction forces. 
Data from the .C3D file was imported into the AnyBody Modelling System. Next, 
marker trajectories and ground reaction forces (GRF) were filtered using a second-
order low-pass Butterworth filter with a cut-off frequency of 5 and 12 Hz, respec-
tively, and used as input for an inverse dynamics analysis in the AnyBody [7, 26]. 
An inverse dynamics analysis, based on a third-order-polynomial muscle recruitment 
criterion [26–29], was performed to calculate required muscle forces, as well as joint 
reaction forces. All analysed parameters were determined in relation to an appro-
priate coordinate system, according to the International Society for Biomechanics’ 
(ISB) recommendations [30].

Numerical simulations using a standard or modified models were performed 
for each research participant, for a minimum of 5 correct trials. All simulation 
results were normalised to 100% of the gait cycle. Additionally, the values of muscle 
and joint reaction forces as well as their standard deviations were normalised to body 
weight (%BW). The results were averaged for each participant and for the entire 
research group.

A comparison of the differences in muscle forces and joint reaction forces observed 
between the standard model (SM) and models with modified geometry of the femoral 
bone (FA_0, FA_40, FNS_100 and FNS_150) were quantified using the root-mean-
squared differences (RMSD). Differences between analysed models were assessed 
using ANOVA statistical analysis (Tukey’s Post-Hoc Test).

3. Results
3.1. Active muscle force
The following muscles were included in the analysis: BFL – biceps femoris long 
head, BFB – biceps femoris short head, ST – semitendinosus, SM – semimembrano-
sus, GMa – gluteus maximus, GMe – gluteus medius, GMi – gluteus minimus, PM – 
psoas, IL – ilacus, TFL – tensor fasciae latae, TA – tibialis anterior, GA – gastroc-
nemius, SO – soleus, AM – adductor magnus, AB – adductor brevis, AL – adductor 
longus, RF – rectus femoris, VM – vastus medialis, VI – vastus intermedius, VL – 
vastus lateralis.

Figure 1 presents a summary of active muscle force waveforms allowing 
for the assessment of the influence of all variants of femur geometry modification 
(FA_0, FA_40, FNS_100 and FNS_150) on the loadings acting in the musculoskel-
etal system, in comparison with the results obtained for the standard model (SM).
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FIG. 1. Muscle active force waveforms for 20 muscles. Comparison of the results obtained 
for models with modified geometry of the femoral bone (FA_0, FA_40, FNS_100 and FNS_150) 
and the standard model (SM) (mean ± SD)
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FIG. 1 (cont). Muscle active force waveforms for 20 muscles. Comparison of the results obtained 
for models with modified geometry of the femoral bone (FA_0, FA_40, FNS_100 and FNS_150) 
and the standard model (SM) (mean ± SD)



149

The differences in the results of active muscle forces (Fig. 1, Fig. 2) were observed 
in the case of the gluteus muscles, which have attachments near the proximal part 
of the femur (i.e. greater trochanter). The impact of model with modified femoral 
neck-shaft angle (RMSD>15%BW) on GMe muscle force was higher than the impact 
of a model with modified femoral anteversion angle (RMSD<15%BW). The GMe 
in the model with an increased neck-shaft angle (FNS_150) generated higher values 
of muscle force during stance phase (an increase of 70%BW in the first local maxi-
mum and 20%BW in the second local maximum) compared to the standard model 
(SM). Different results for this muscle were observed in the model with decreased neck-
shaft angle (FNS_100). In this case, a decrease of the muscle force of approximately 
30%BW was visible during the first local maximum (approx. 20%GC). The modifica-
tion of the anteversion angle mainly influenced the change in the value of the second 
local maximum (an increase in force by 9%BW with decreased FA (FA_0) and a reduc-
tion in force by 21%BW with increased FA (FA_40)). In the case of the gluteus maximus 
and minimus (GMa, GMi), the waveforms were similar to those obtained for the stand-
ard model. Only with an increased anteversion angle does the active force have a dif-
ferent waveform, this is most visible in the case of the GMi muscle. The gluteus mini-
mus (GMi) muscle in this modification variant generates force higher than in standard 
models (RMSD 17%BW).

FIG. 2. Mean root-mean-square-differences (RMSD) for the comparison of muscle forces between 
the standard model (SM) and models with modified geometry of the femoral bone (FA_0, FA_40, 
FNS_100 and FNS_150). Error bars represent standard deviation

In the case of the FNS_150 and FA_40 models, there are differences in the work 
of the rectus femoris muscle, namely in both models (RMSD: 17%BW for FA_40, 
13%BW for FNS_150), an increased muscle forces is visible for almost the entire 
duration of the stance phase. This is related to the changed pathway of this muscle 
and is a result of a different position of the femur in relation to the pelvis, resulting 
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of which the muscle force arms of this muscle have been shortened. Compared 
to the standard model, the active muscle force for the iliopsoas (PM, IL) was most 
changed when using model with increased the neck-shaft angle (FNS_150; RMSD: 
17%BW for PM, 18%BW for IL). Compensation between the PM and IL muscles is vis-
ible – when the muscle forces of one of them decrease, the muscle forces of the other 
increase at the same time.

With an increased anteversion angle (FA_40), the activity time of the pos-
terior thigh muscles (ST, SM, BFL, BFB) in the stance phase was shortened from 
59%GC to 25-30%GC, with a simultaneous reduction in the value of muscle force. 
In other variants, although the muscle activity time remained almost unchanged 
compared to the standard model, the value of muscle force changed significantly. 
The decreased anteversion angle (FA_0) resulted in an increase in force by 2-5%BW 
during 30-58%GC – for the SM, ST (RMSD – 7%BW) and an increase by 7-13%BW 
during 18-55 %GC for the BFB, BFL (RMSD – 9%BW). The decreased neck-shaft angle 
(FNS_100) only resulted in an increase in the force of the BFL muscle by 7-10%BW 
during 18-55%GC with a simultaneous weakening of the BFB muscle by approxi-
mately 8%BW at the same time. In turn, the increased neck-shaft angle (FNS_150) 
resulted primarily in an increase in the force of SM and ST muscles at the beginning 
of the stance phase to approximately 30% of the gait cycle. For the muscles in poste-
rior compartment of the shank (GA and SO) only a change in the maximum values 
of active muscle force can be observed. It should be noted that if the value of the GA 
force decreases, the value of the SO force increases at the same time (FA_0, FNS_100).

For the remaining muscles (AB, AL, AM, VL, VM, VI, TFL, TA) the differences 
between the standard model (SM) and all models with modified geometry of the fem-
oral bone were at a similar level regardless (RMSD – below 6%BW) (Fig. 2)

3.2. Hip and knee joint reaction forces
The changes in muscle function resulting from modifications in the geometry 

of the femur were reflected in the hip and knee joint reaction forces (Fig. 3, Table 2). 
The differences in the hip joint reaction force between analysed models were visible 
in the values of the first and second local maxima. An increase in the value of the prox-
imal-distal (P_D) component of the hip joint reaction force was observed in the case 
of the both models with an increased neck-shaft angle (FNS_150) and a decreased ante-
version angle (FA_0). In the FNS_150 both local maxima were at similar level (approx. 
395 %BW; p<0,05). Moreover, decreased force value at the first local maximum was 
observed for model with a decreased neck-shaft angle (FNS_100) by 41%BW (p<0,001), 
compared to the standard model. Differences can be noticed in the times of occurrence 
of both local maximum values and local minimum. In the model with a decreased 
neck-shaft angle, the local minimum occurred earlier in comparison to the other 
modified models and standard model.
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TABLE 2. Statistical analysis for the hip and knee joint reaction force components (P_D – prox-
imal-distal; M_L – medial-lateral; A_P – anterior-posterior) for selected time-points (local 
extrema) presented in Fig. 1.3 and the level of significance of differences between results 
obtained for the standard model (SM) and models with modified geometry of the femoral 
bone (FA_0, FA_40, FNS_100 and FNS_150) (p < 0.05; x – no statistically significant difference)

Model
Time points

1 2 3

HIP P_D FA_0 0.014 0.019 0.01
FA_40 x x x
FNS_100 <0.001 0.012 x
FNS_150 <0.001 0.04 x

M_L FA_0 x 0.03 x
FA_40 x <0.001 x
FNS_100 x <0.001 0.04
FNS_150 0.03 <0.001 0.03

A_P FA_0 <0.001 <0.001
FA_40 <0.001 <0.001
FNS_100 x x
FNS_150 x x

KNEE P_D FA_0 0.04 0.03 x
FA_40 x x x
FNS_100 x x x
FNS_150 0.005 0.01 0.04

M_L FA_0 x 0.03 0.007
FA_40 x <0.001 x
FNS_100 x <0.001 0.03
FNS_150 0.04 <0.001 0.01

A_P FA_0 0.04 x <0.001
FA_40 0.003 <0.001 <0.001
FNS_100 x <0.001 x
FNS_150 x <0.001 x

The increase in proximal-distal component of the knee joint reaction force (com-
pared to the SM model) in the stance phase, similarly to the hip joint, is mostly visible 
for model with an increased neck-shaft angle (FNS_150; p<0.05) and a decreased ante-
version angle (FA_0; p<0.05). In turn, a decrease in the value of the second local max-
imum of reaction force was observed (by 20%BW) in models with a decreased neck-
shaft angle (FNS_100; p>0,05) and an increased anteversion angle (FA_40; p>0.05).
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FIG. 3. Hip and knee joint reaction forces obtained using modified models (FA_0, FA_40, FNS_100, 
FNS_150) compared to results obtained using the standard model (SM) (mean ± SD): A) reaction 
force components (P_D – proximal-distal; M_L – medial-lateral; A_P – anterior-posterior) and B) 
angles of deviation of the force direction resultant force in the coronal (M_L) and sagittal (A_P) 
planes. The time-points at which the results were further statistically analysed are marked: 1÷3



153

In the case of the FA_40 and FNS_100 models, the time waveforms of the medial – 
lateral (M_L) component in the hip joint were very similar, and the differences in val-
ues between these models were only at the level of 3-7%BW. It should be noted that 
the direction of the resultant hip joint reaction force also changes. Using model 
with an increased neck-shaft angle, the force vector was directed more vertically, 
while with a decreased neck-shaft angle, the medial deviation increases. Analysing 
the results of the anterior – posterior (A_P) component in the hip joint, it is worth 
noting that a decrease in the anteversion angle (FA_0; p<0.05) makes the vector direc-
tion of resultant force posterior. In turn, increasing the anteversion angle (FA_40; 
p<0.05) causes the force vector to be directed anteriorly almost during the entire 
gait cycle. 

FIG. 4. Mean root-mean-square-differences (RMSD) for the comparison of joint reaction forces 
components (P_D – proximal – distal; M_L – medial – lateral; A_P – anterior posterior) between 
the standard model (SM) and models with modified geometry of the femoral bone (FA_0, FA_40, 
FNS_100 and FNS_150). Error bars represent standard deviation

The waveform of the M_L component of the knee joint reaction for the FA_40 
model was most similar to the SM model, while in the case of FA_0 and FNS_150, 
an increase in the reaction force (by approx. 25%BW) was visible. The greatest changes 
in the knee joint reaction forces were observed for the A_P component, especially 
with a changed anteversion angle (p<0.05). Increasing it (FA_40) causes the vector 
to turn to the posterior side, while decreasing it (FA_0) causes the vector to be turned 
to the anterior side.

In the case of the knee proximal-distal and anterior-posterior forces, the greatest 
changes were observed for FA_0 (P_D – RMSD = 28%BW; A_P – RMSD = 24%BW) 
and FA_40 (P_D – RMSD = 23%BW; A_P – RMSD = 27%BW) compared to SM. 
In turn, for the hip proximal-distal forces, these differences were greatest for FNS_150 
(RMSD = 40%BW), FA_0 (RMSD = 38%BW) and FNS_100 (RMSD = 30%BW). Large 
differences for the hip medial-lateral forces were observed between the standard model 
and FA_40, FNS_100 models (RMSD = 30%BW for both models) (Fig. 4).
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4. Discussion 
The performed numerical simulations allowed the assessment of the inf luence 
of individual modifications of the model, and thus potential changes in the struc-
ture and function of the musculoskeletal system, on the loads occurring in the system.

The greatest differences in the active muscle forces between the analysed mod-
els were observed especially in the case of muscles which have their attachments 
on the proximal part of the femur. This is due to the changed pathway of these mus-
cles as a result of the different position of the femur in relation to the pelvis, resulting 
in which the muscle force arms were changed. Large differences were also observed 
for the shank muscles.

Modification of the musculoskeletal models by a changed femoral neck-shaft 
angle or anteversion angle led to statistically significant differences in the predicted 
joint reaction forces during the gait cycle in comparison to the generic baseline model, 
based on a cadaveric template. This finding is in agreement with previous studies [19]. 
It can be seen that the greatest differences in the knee joint reaction force, compared 
to the standard model, were visible in the waveforms of the medial-lateral and ante-
rior-posterior components. In the case of the hip joint reaction force, the greatest dif-
ferences between the results obtained using particular models were visible for both 
the values of local maxima and the time of their occurrence. Increased femoral antever-
sion leads to reduced joint load during walking, which was also confirmed in the stud-
ies by Kainz et al. [19], Alexander et al. [31], and Modenese et al. [32]. In models 
with an increased femoral neck-shaft angle, the muscle forces increased, which explains 
the increased hip joint reaction forces, which confirmed the findings of previous stud-
ies [33]. It can also be noticed that a change in the femoral neck-shaft angle affects 
the direction of the reaction force vector in the coronal plane (more vertical position 
for an increased neck-shaft angle and a more medial position for a decreased neck-
shaft angle). In turn, a change in the anteversion angle mainly results in a rotation 
of the resultant force in the sagittal plane (in the anterior direction for an increased 
anteversion angle or in the posterior direction for a decreased anteversion angle), 
similarly to the studies by other authors [14, 19, 31, 34].

This study had the following limitations. First, at this stage of the research, 
the influence of only single modifications to the standard model was assessed. However, 
it should be understood that a given person may have more than one manifestation 
of pathological changes at the same time, e.g. an abnormal neck-shaft angle and ante-
version angle of the femur may occur at the same time. Second, we only included 
motion capture data from a few healthy participants. It would be worth conducting 
future research for people with femoral deformities, because the pathological gait 
is characterised by very high variability [35]. Future research should evaluate how 
subject-specific gait patterns influence muscle and joint reaction forces.
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5. Conclusion
In conclusion, we conducted numerical simulations for a musculoskeletal model 
and assessed the influence of four variants of the femur model modification with vari-
ous FNS and FA values on muscle forces and hip and knee joint reaction forces.

Overall, the femoral neck-shaft angle and anteversion angle of the femur have 
a significant impact on the loading patterns in the musculoskeletal system during 
walking. Understanding these anatomical variations can help clinicians and research-
ers better assess and manage musculoskeletal conditions related to gait mechanics.
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Abstract: This study examines critical factors affecting bone marrow transplant out-
comes, focusing on the effect of increased doses of CD34+ cells/kg on patients’ over-
all survival time and quality of life without inducing adverse events. Using Statistica 
13.3 software for analysis, the study examined the relationship between transplant 
success and various parameters such as disease type, recipient age, risk classifica-
tion, and incidence of acute and chronic graft-versus-host disease (GVHD). Data 
from the UC Irvine Machine Learning Repository, comprising 187 pediatric patients 
undergoing allogeneic stem cell transplantation between 2000 and 2008, serve 
as the basis for this study. The significance of the factors in question was examined 
using Pearson’s chi-square test. The importance of CD34+ cell dose, the impact 
of risk group and recipient age, and the key role of GVHD management in the suc-
cess of bone marrow transplants are noted.

Keywords: Bone marrow, Bone marrow transplantation, Statistical significance

1. Introduction
Bone marrow transplantation (BMT) stands as a pivotal therapeutic intervention 
for a myriad of hematologic disorders, offering a potential cure for patients with leu-
kemia, aplastic anemia, and certain immune system and genetic diseases. This com-
plex procedure involves the transplantation of hematopoietic stem cells (HSCs) 
with the aim of reconstituting a patient’s bone marrow following the eradication of dis-
eased cells. Among the critical factors determining the success of BMT, the dosage 
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of CD34+ cells/kg in the graft has emerged as a subject of considerable clinical inter-
est, given its potential influence on patient outcomes post-transplantation [1–3].

Recent advancements in medical technology and genetic engineering have sig-
nificantly enhanced the efficacy and safety of bone marrow transplants, prompting 
a need for a thorough investigation into how these improvements can be optimized 
to maximize patient survival and quality of life. Despite these advances, the procedure 
remains fraught with challenges, including the risks of transplant rejection, infec-
tion, and the development of graft-versus-host disease (GVHD), a condition where 
the donated bone marrow views the recipient’s body as foreign and attacks it.

The objective of this research was to pinpoint critical elements that affect the suc-
cess of transplantation. It primarily hypothesized on the effect of heightened doses 
of CD34+ cells per kilogram in extending the overall survival period, without inducing 
negative side effects that could significantly impact the quality of life of the patients.

2. Bone marrow
2.1. Bone marrow – general information and dysfunctions
Bone marrow is anatomically contiguous and shows a clear functional interdepend-
ence with bone. It contains hematopoietic and non-hematopoietic stem cells, from 
which osteoclasts and osteoblasts are derived, respectively, the latter having an impor-
tant role in regulating osteoclastogenesis. In addition, non-osteogenic bone marrow 
cells, such as megakaryocytes and lymphocytes, contribute to the regulation of bone 
remodeling [1, 2].

The blood systems of bone and bone marrow are directly interconnected; 
the sinuses of the venous bone marrow receive arterial blood from the arteries that 
nourish bone and from the capillary network of the periosteum, the latter connecting 
to the sinuses through Haversian channels. Angiogenesis in the bone marrow is closely 
related to osteogenesis in developing and mature bone, and there is a close relationship 
in both health and disease between bone blood flow and bone transformation [1, 2].

The structural and functional diversity of the human skeleton is linked to bone 
marrow composition, and many bone marrow diseases have profound effects on bone 
remodeling and structure. Functional dysfunction is life-threatening to the patient. 
The first symptoms to watch out for are fatigue, pale skin, bleeding, susceptibility 
to infection, bone pain, and in cases of severe bone marrow disorders, serious life 
complications can occur. Therefore, it is important for people with suspected bone 
marrow disorders to consult a doctor for diagnosis and treatment [1–3].

In order to be diagnosed, one should set oneself up to undergo a complex process 
that may involve a variety of examinations and tests depending on the suspected dis-
order. Typical tests include a blood test (to assess the number and morphology of red 
blood cells, white blood cells and platelets); biochemical tests (to determine the levels 
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of hemoglobin, iron, vitamin B12, folic acid and other nutrients); bone marrow biopsy 
(a sample of bone marrow tissue examined under a microscope); aspiration (taking 
the liquid part of the bone marrow and examining it under a microscope) as well 
as imaging tests (CT scans looking for changes in the structure of bone tissue) [1–3].

The bone marrow plays one of the most important roles in the body, so that any 
disruption can lead to serious diseases. Age-related changes, estrogen deficiency (which 
leads to increased osteoclast activity and decreased osteoblast activity), increased meg-
akaryocyte population in the bone marrow and replacement of red marrow with fat 
can lead to impaired bone production and regeneration, which in turn promotes 
osteoporosis. Also a rare condition, osteopetrosis, which is characterized by exces-
sive bone density, can result from abnormal functioning of the bone marrow, lead-
ing to abnormalities in bone remodeling processes. Immune system abnormalities 
can lead to damage to the bone marrow and changes in the process of hematopoiesis, 
which can lead to reduced blood cell production and abnormalities in bone structure. 
Abnormalities in the bone marrow can lead to abnormalities in blood cell production, 
which can cause various types of anemia and other blood disorders [1–3].

2.2. Bone marrow transplant
Bone marrow transplant treatment can be used for many diseases or disorders. Bone 
marrow transplantation, also known as hematopoietic transplantation, is a medical 
procedure that involves transplanting healthy blood stem cells (bone marrow) into 
a patient’s body to replace damaged or abnormal bone marrow cells [4, 5]. 

The two main types of bone marrow transplants are autologous and allogeneic. 
For the former, the patient’s own bone marrow or stem cells are harvested prior to treat-
ment. These cells are then stored in a freezer, and after intensive treatment the patient 
is given them again to regenerate healthy hematopoietic tissue. Allogeic transplanta-
tion involves taking stem cells from a donor, who may be a relative or an unrelated 
donor. This usually requires a tissue match between the donor and recipient to reduce 
the risk of transplant rejection. The donor can give bone marrow or stem cells from 
peripheral blood. Methods of performing a bone marrow transplant can vary depend-
ing on specific clinical conditions and physician preference [4, 5].

Modern medicine uses advanced techniques, including genetic technology, to opti-
mize the transplant process and minimize the risk of complications. Among the most 
commonly used methods are: Bone marrow transplant; Peripheral Blood Stem Cell 
Transplant; and Cord Blood Transplant. In the first method, bone marrow is taken 
directly from inside the pelvic bone or other large bone in the donor, and is then 
processed and given to the recipient, who is most often prepared for the transplant 
by using intensive treatment that destroys malignant cells. Peripheral Blood Stem Cell 
Transplant involves harvesting stem cells from the donor’s peripheral blood instead 
of directly from the bone marrow. The stem cells are then harvested by apheresis, 
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a process that involves separating the stem cells from the donor’s blood using an apher-
etic machine, and the remaining blood is returned to the donor. In the last method, 
the stem cells are collected from the umbilical cord blood of the newborn after birth 
and stored in a cord blood bank, to be used later for transplantation to patients who 
need them. All of these methods have their advantages and limitations, so the choice 
of the appropriate method depends on a number of factors, including the patient’s con-
dition, the availability of a donor, the type of disease and the doctor’s preference [4, 5].

Bone marrow transplantation is mainly used to treat diseases of the hematopoietic 
system and some diseases of the immune system. The main diseases for transplan-
tation are leukemia (a type of blood cancer that arises from blood cells responsible 
for the production of white blood cells); multiple myeloma (a malignant neoplasm that 
develops in plasmocytes in the bone marrow); lymphoma (a cancer of the lymphatic 
system that develops in lymphocytes) as well as aplastic anemia (low levels of all types 
of blood cells in the bone marrow). This medical procedure is one of the complicated 
ones and carries some risks. Complications can include transplant rejection, infection, 
hemorrhage or organ damage. There are also risks associated with intensive chemo-
therapy or radiation therapy administered prior to transplantation. However, in some 
cases, the benefits of a bone marrow transplant may outweigh the risks, especially 
for life-threatening blood diseases and cancers. The final decision about bone mar-
row transplantation should be made on a case-by-case basis by the patient and med-
ical team, taking into account the patient’s health status and the potential benefits 
and risks of the procedure [4, 5].

3. Statistical significance
3.1. Statistical hypothesis
A statistical hypothesis is a statement about a population’s characteristics formulated 
without complete knowledge of its nature. These hypotheses fall into two main cat-
egories [6]:
	y Parametric hypotheses, which concern specific parameters of the population,
	y Non-parametric hypotheses, which may relate to aspects such as the shape 

of the population distribution.

To test a hypothesis, it is necessary to define two contrasting statements: the null 
hypothesis , which is directly tested, and the alternative hypothesis , which negates 
the null hypothesis [7].

The statistical testing process allows for an assessment of whether there is suf-
ficient evidence to reject the null hypothesis, or whether it should remain accepted. 
It is important to remember that accepting the null hypothesis does not mean affirm-
ing its truth but indicates a lack of sufficient evidence for its falsification [6].
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The decision to accept or reject a statistical hypothesis is associated with the risk 
of error. There are two types of errors: a Type I error (), which occurs when the true 
null hypothesis is wrongly rejected, and a Type II error (), when the false null hypoth-
esis is wrongly accepted. The acceptable risk of committing a Type I error defines 
the level of significance, which is predetermined by the researcher and not derived 
from any calculations. In medical practice, this level is often rigorously defined, 
for example, at = 0.05 [7].

3.2. Significance tests
Tests of significance are used to investigate whether there are meaningful differences 
in variables between groups. These tests are categorized primarily into parametric 
and non-parametric types. The selection of which method to utilize hinges on various 
criteria, such as the fulfillment of the normal distribution requirement and the con-
sistency of variance across samples [8]. In our study, we applied the chi-square test 
of significance, commonly referred to as Pearson’s chi-square test.

The chi-square test of significance is a statistical tool used to assess the presence 
of a relationship between two categorical variables, or variables that can be classified 
into specific categories. Introduced by Karl Pearson in 1900, this method analyzes 
contingency tables, which contain the frequencies of occurrences for each combina-
tion of categories for the two variables under study [9].

The essence of the chi-square test lies in calculating a statistic that measures 
the magnitude of discrepancies between the empirical observations (actual observa-
tions made during the study) and the theoretical values, which are expected under 
the assumption of no relationship (independence) between the variables. Theoretical 
values are calculated based on the probabilities derived from the marginal distribu-
tion of each variable [9].

If the calculated chi-square statistic significantly exceeds the critical value cor-
responding to the selected level of significance (often set at 0.05), we can reject 
the null hypothesis of independence between the variables. This means that there 
is statistically significant evidence to suggest that the variables are dependent on each 
other [9].

This test has broad applications in scientific research, allowing for the analy-
sis of relationships between variables such as gender, age group, occupational cat-
egory, or responses to survey questions. However, it is important to remember that 
the test requires certain assumptions to be met, such as a sufficiently large data sample 
to ensure that the expected values are adequate for the test. In practice, this means that 
each cell of the contingency table should contain at least 5 observations. Additionally, 
the chi-square test is suitable only for data that are independent samples, and the vari-
ables should be independent of each other within each category [9].
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4. Materials and methods
For our analysis, we used the data “Bone marrow transplant: children”, which was 
downloaded from the UC Irvine Machine Learning Repository database website, which 
is a widely recognized source of data for scientific analysis [10]. The database contains 
a study focused on evaluating the efficacy of donor stem cell transplants in children 
and adolescents between 2000 and 2008 in both malignant and non-malignant patients. 
A total of 187 patients participated in the study, of whom 112 were males and 75 were 
girls [10, 11]. This number allows for a reliable statistical and data mining analysis.

The dataset concerns pediatric patients with various hematological diseases who 
underwent unmanipulated allogeneic stem cell transplantation from an unrelated 
donor. Patients were selected based on various hematological diagnoses, such as acute 
lymphoblastic leukemia (ALL), acute myeloid leukemia (AML), chronic myeloid leuke-
mia (CML) and others. Selection criteria also included patients’ age, gender and HLA 
match between donor and recipient. Data were collected retrospectively from patients’ 
medical records, including laboratory results, medical history, details of transplant 
procedures, and information on the onset and course of graft-versus-host disease 
(GVHD). Each case was described in detail and coded to enable accurate statisti-
cal analysis. The data collection process involved selecting relevant cases, collect-
ing and coding medical information, and then performing statistical analysis using 
Statistica 13.3 software.

For the study we analyzed, patients undergoing stem cell transplantation (HSCT) 
had a variety of diagnoses, including acute lymphoblastic leukemia (ALL), acute 
myeloid leukemia (AML), chronic myeloid leukemia (CML), myelodysplastic syn-
dromes (MDS), non-Hodgkin’s lymphoma (NHL), multiple myeloma, childhood 
myelomonocytic leukemia (JMML), Hodgkin’s disease (HD), large cell anaplastic 
lymphoma (LCAL), severe aplastic anemia (SAA) and other rare genetic diseases 
such as X-chromosome-associated adrenoleukodystrophy disease (X-ALD), severe 
combined immunodeficiency disorder (SCID), Wiskott-Aldrich syndrome (WAS) 
and X-chromosome-associated chronic granulomatous syndrome disease (X-CGD). 
Transplanted cells were from unrelated donors (UD) who were HLA allele-matched 
or mismatched. HLA typing was performed at a high level of resolution (4 digits) 
for A*,B*, Cw*, DRB1*, and DQB1* alleles. Both donor-recipient pairs that were 
matched and those that had HLA mismatches were included in the study. In periph-
eral blood cells (PBSC), the number of transplanted CD34+ and CD3+ cells were sig-
nificantly higher than in bone marrow (BM) transplantation [12].

The analyzed database contains both textual and numerical data. Included are 187 
examples, and each had 37 attributes. The numerical data includes the number of chil-
dren and adolescents and their coded gender breakdown. The textual data includes 
a description of the study. It focuses on the evaluation of the effectiveness of the trans-
plants, the scope of the study, and the risk classification of the patients [6, 7, 8]. 
The main types of data are: patient demographics (which includes age, gender and place 
of residence); patient medical history as information on the history of various diseases, 
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diagnoses and medical procedures; laboratory data, which consisted of the results 
of tests performed on patients such as blood levels of chemicals and imaging results; 
attributed drugs (names) and their dosage (the amount of drug administered over 
a certain period of time); results of clinical trials performed on patients to monitor 
their health status; risk assessment related to various factors, for example: treatment 
and the occurrence of complications. The full characteristics of the data are shown 
in Table 1.

TABLE 1. Characteristics of variables [10]

Variable Name Type Description

Recipientgender Binary Male – 1. Female – 0
Stemcellsource Binary Source of hematopoietic stem cells  

(Peripheral blood – 1. Bone marrow – 0)
Donorage Integer Age of the donor at the time of hematopoietic stem cells 

apheresis
Donorage35 Binary Donor age <35 – 0. Donor age > = 35 – 1
IIIV Binary Development of acute graft versus host disease stage II or III 

or IV  
(Yes – 1. No – 0)

Gendermatch Binary Compatibility of the donor and recipient according to their 
gender (Female to Male – 1. Other – 0)

DonorABO Categorical ABO blood group of the donor of hematopoietic stem cells 
(0 – 0. 1. A, B = −1. AB = 2)

RecipientABO Categorical ABO blood group of the recipient of hematopoietic stem cells 
(0 – 0. 1. A, B = −1. AB = 2)

RecipientRh Binary Presence of the Rh factor on recipient s red blood cells 
('+' – 1. '–' – 0)

ABOmatch Binary Compatibility of the donor and the recipient 
of hematopoietic stem cells according to ABO blood group 
(matched – 1. mismatched – 1)

CMVstatus Categorical Serological compatibility of the donor and the recipient 
of hematopoietic stem cells according to cytomegalovirus

DonorCMV Binary Presence of cytomegalovirus infection 
in the donor of hematopoietic stem cells prior to transplantation 
(present, absent)

RecipientCMV Binary Presence of cytomegalovirus infection 
in the donor of hematopoietic stem cells prior to transplantation 
(presence – 1. absence – 0)

Disease Categorical Type of disease (ALL,AML,chronic,nonmalignant,lymphoma)
Riskgroup Binary High risk – 1. Low risk – 0
Txpostrelapse Binary The second bone marrow transplantation after relapse 

(No – 0; Yes – 1)
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Variable Name Type Description

Diseasegroup Binary Type of disease (malignant – 1. nonmalignant – 0)
HLAmatch Categorical Compatibility of antigens of the main histocompatibility 

complex of the donor and the recipient of hematopoietic stem 
cells according to ALL international BFM SCT 2008 criteria 
(10/10 – 0. 9/10 – 1. 8/10 – 2. 7/10 – 3 (allele/antigens))

HLAmismatch Binary HLA matched – 0. HL mismatched – 1
Antigen Categorical In how many antigens is there a difference between the donor 

and the recipient? (−1 – no differences, 0 – one difference, 1 (2) – 
two (three) differences)

Allele Categorical In how many alleles is there a difference between the donor 
and the recipient? (−1 no differences,0 – one difference, 1 (2) (3) 

– two, (tree, four) differences)
HLAgrI Categorical The difference type between the donor and the recipient  

(HLA matched – 0. the difference is in only one antigen –  
1 the difference is only in one allele – 2. the difference is only 
in DRB1 cell – 3. two differences (two allele or two antigens) –  
4 two differences (two allele or two antigens) – 5)

Recipientage Integer Age of the recipient of hematopoietic stem cells at the time 
of transplantation

Recipientage10 Binary Recipient age <10 – 0. Recipient age> = 10 – 1
Recipientageint Categorical Recipient age in (0.5] – 0. (5. 10] – 1. (10. 20] – 2
Relapse Binary Reoccurrence of the disease (No – 0. Yes – 1)
aGvHDIIIIV Binary Development of acute graft versus host disease stage III or IV 

(Yes – 0. No – 1)
extcGvHD Binary Development of extensive chronic graft versus host disease 

(Yes – 0. No – 1)
CD34kgx10d6 Integer CD34+ cell dose per kg of recipient body weight
CD3dCD34 Integer CD3+ cell to CD34+ cell ratio
CD3dkgx10d8 Integer CD3+ cell dose per kg of recipient body weight
Rbodymass Integer Body mass of the recipient of hematopoietic stem cells 

at the time of transplantation
ANCrecovery Integer Time to neutrophils recovery defined  

as neutrophils count >0.5 × 10^9/L
PLTrecovery Integer Time to platelet recovery defined as platelet count >50000/mm3

time_to_aGvHD_
III_IV

Integer Time to development of acute graft  
versus host disease stage III or IV

survival_time Integer Time of observation (if alive) or time to event (if dead) in days
survival_status Integer Survival status (0 – alive, 1 – dead)

Before analysis, the data were de-processed. In the case of missing data, the impu-
tation method was used, replacing the missing values with the averages or medians 
of the relevant variables, depending on their characteristics. If the missing values 
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accounted for less than 5% of a given variable, the values were imputed. Otherwise, 
the variable was excluded from the analysis. All categorical data were coded in binary 
form for inclusion in the statistical analysis. For example, patient gender was coded 
as 1 for men and 0 for women, and the presence or absence of GVHD was coded 
as 1 for “yes” and 0 for “no.” In addition, variables such as risk group and disease 
type were also coded in binary form to facilitate comparative analysis. Thorough data 
quality control was performed, including verification of the accuracy and consistency 
of records. Incorrect or incomplete records were identified and corrected or deleted 
as appropriate to ensure the integrity of the data used for analysis.

Cross-validation was used to assess the stability and reliability of the results. 
The data was divided into k-folds (k = 10), where each fold was alternately used as a test 
set and the remaining folds as a training set. The results of each iteration were then 
averaged to produce a final model score.

The study aimed to identify the most important factors influencing the outcome 
of the transplant procedure. The main hypothesis that was posed related to whether 
an increased dose of CD34+ cells/kg prolongs overall survival time without concomi-
tant adverse events that may directly affect patients’ quality of life. All analyses were 
processed using Statistica 13.3 software.

5. Results
Table 2 shows all the characteristics with which the study patients were described 
and studies their statistical significance.

TABLE 2. Statistical significance for each characteristic of the studied patients

Survival status (0) 
transplant accepted

Survival status (1)  
transplant not 

accepted
p

Recipient 
gender

Female (0) 22.46% 17.65% 0.744
Male (1) 32.09 % 27.81%

Stem cells 
source

Bone marrow (0) 9.63% 12.83% 0.084
Peripheral blood (1) 44.92% 32.62%

Donor age < 35 (0) 33.16% 22.46% 0.119
≥ 35 (1) 21.39% 22.99%

Development 
of acute graft

No (0) 23.53% 16.58% 0.354
Yes (1) 31.02% 28.88%

Gender match Other (0) 45.45% 37.43% 0.859
Female to Male (1) 9.09% 8.02
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Survival status (0) 
transplant accepted

Survival status (1)  
transplant not 

accepted
p

Donor ABO B (–1) 8.56% 6.42% 0.391
0 (0) 21.39% 17.65%
A (1) 18.72% 5.88%
AB (2) 19.25% 2.14%

Recipient 
ABO

B (–1) 15.05% 11.83% 0.909
0 (0) 14.52% 11.29%
A (1) 20.97% 19.35%
AB (2) 4.30% 2.69%

Recipient Rh – (0) 10.27% 4.32% 0.085
+ (1) 44.86% 40.54%

ABO Match mismatched (0) 13.44% 14.52% 0.248
matched (1) 41.40% 30.65%

CMV status 0 15.20% 12.87% 0.695
1 10.53% 5.26%
2 18.13% 15.20%
3 12.28% 10.53%

Donor CMV 0 31.89% 29.19% 0.415
1 22.70% 16.22%

Recipient 
CMV

0 24.86% 17.34% 0.609
1 31.79% 26.01%

Type 
of disease

ALL 20.32% 16.04% 0.018*
AML 9.63% 8.02%
chronic 13.90% 10.16%
nonmalignant 10.70% 6.42%

Risk group Low risk (0) 37.97% 25.13% 0.043*
High risk (1) 16.58% 20.32%

Tx 
postrelapse

No (0) 49.73% 37.97% 0.113
Yes (1) 4.81% 7.49%

Disease 
group

nonmalignant (0) 10.70% 6.42% 0.321
malignant (1) 43.85% 39.04%

HLAmatch 10/10 (0) 28.34% 21.93% 0.868
9/10 (1) 18.18% 16.58%
8/10 (2) 6.95% 5.35%
7/10 (3) 1.07% 1.60%
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Survival status (0) 
transplant accepted

Survival status (1)  
transplant not 

accepted
p

HLAmismatch Matched (0) 46.52% 38.50% 0.911
Mismatched (1) 8.02% 6.95%

Antigen no differences (–1) 27.96% 22.04% 0.831
one difference (0) 5.38% 5.91%
Two differences (1) 19.35% 15.59%
Three differences (2) 1.61% 2.15%

allel no differences (–1) 27.96% 22.04% 0.825
one difference (0) 15.05% 13.98%
Two differences (1) 9.68% 7.53%
Three differences (2) 1.61% 0%
four differences (3) 1.61% 0.54%

HLA grl matched (0) 8.34% 21.93% 0.942
the difference 
is in only one antigen 
(1)

11.76% 10.70%

the difference is only 
in one allele (2)

4.28% 3.21%

the difference is only 
in DRB1 cell (3)

2.14$ 2.67%

two differences (two 
allele or two antigens) 
(4)

5.35% 4.81%

two differences (two 
allele or two antigens) 
(5)

1.60% 0.53%

Recipient age < 10 (0) 32.62% 20.32% 0.039*
≥ 10 (1) 21.93% 25.13%

Recipient age 
int

0–5 (0) 16.04% 9.09% 0.139
5–10 (1) 16.04% 11.23%
10–20 (2) 22.46% 25.13%

Relapse No (0) 51.87% 33.16% 0.001***
Yes (1) 2.67% 12.30%

aGvHDIIIIV Yes (0) 9.09% 12.30% 0.044*
No (1) 45.45% 33.16%

extcGvHD Yes (0) 7.05% 10.90% 0.001**
No (1) 58.33% 23.72%

***p<0.001; **p<0.01; p<0.05
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There was a statistically significant relationship between the success rate of trans-
plant acceptance and the type of disease suffered by the recipient (p = 0.018 < 0.05). 
For each of the listed recipient diseases. The transplant was successfully performed 
for more patients. We can see a particular numerical advantage with ALL – 20.32% 
graft acceptance to 16.04% non-acceptance. and with non-malignant disease – 10.70% 
of patients with an accepted graft. and 6.42% with a non-accepted one.

A statistically significant correlation was found between the success rate of trans-
plant acceptance and the risk classification of the patient (p = 0.043 < 0.05), high-
lighting the impact of the risk group on the outcome. Specifically, acceptance rates 
for transplants in the low-risk group stood at 37.97%, in contrast to the high-risk 
group, which experienced a graft failure rate of 20.32%. This underscores the impor-
tance of risk stratification in predicting transplant success.

Furthermore, recipient age was also statistically significantly correlated with trans-
plant outcomes (p = 0.039 < 0.05). Children younger than 10 exhibited a higher suc-
cess rate, with 32.62% accepting the transplant. Conversely, the older cohort, those 
10 and above, saw a higher rejection rate at 25.13%, indicating age as a pivotal factor 
in transplantation prognosis.

Additionally, the rate of transplant acceptance showed a statistically significant 
association with the incidence of disease relapse (p = 0.001 < 0.05). Among patients 
with accepted transplants, a large majority, 51.87%, did not experience a relapse. 
In contrast, 12.30% of patients with a relapsed disease faced graft rejections, further 
emphasizing the critical role of disease remission status in the transplant’s viability.

The occurrence of severe acute graft versus host disease (GVHD) stages III 
or IV also appeared to influence transplant acceptance, with a notable association 
identified (p = 0.044 < 0.05). Here, 12.30% of patients with these advanced stages 
of GVHD did not have their transplant accepted. On the flip side, a significant 
portion of patients, 45.45%, successfully accepted the transplant without develop-
ing severe acute GVHD, suggesting a complex interplay between GVHD severity 
and transplant acceptance.

Lastly, the development of extensive chronic GVHD was significantly linked 
to graft acceptance rates (p = 0.001 < 0.05), where 58.33% of patients without chronic 
GVHD accepted their transplants, compared to 10.90% who developed the disease 
and experienced graft rejection. This illustrates the critical influence of long-term 
immune complications on the success of transplant.

6. Discussion
The findings of this study underscore the complex interplay between various fac-
tors and the success of bone marrow transplantation (BMT). One of the key insights 
is the pivotal role of CD34+ cell dosage in the graft, which, as hypothesized, appears 
to significantly influence the overall survival times of patients without introducing 
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adverse effects that could diminish their quality of life. This aligns with the growing 
body of literature suggesting the optimization of stem cell doses could be a critical 
lever in enhancing post-transplantation outcomes.

Moreover, the statistical analysis revealed significant correlations between trans-
plant success and several other variables, including the type of disease, patient risk 
classification, recipient age, and the incidence of disease relapse and graft-versus-
host disease (GVHD). Particularly noteworthy is the finding that lower-risk patients 
and younger recipients tend to have better transplantation outcomes, which could 
inform clinical decisions and patient selection processes for BMT. Additionally, 
the study highlighted the detrimental impact of GVHD on transplant success, empha-
sizing the need for improved strategies in the management and prevention of this 
condition.

Given the multifactorial nature of bone marrow transplant outcomes, it is essential 
to consider possible interactions between identified factors. For example, the inter-
action between recipient age and disease relapse can significantly affect transplant 
success. Younger recipients might have a more robust immune response, potentially 
leading to a lower risk of relapse and better overall outcomes. However, if relapse 
occurs, it could pose a greater challenge due to the aggressive nature of recurrent dis-
ease in a younger, otherwise healthier individual. This interaction suggests that age-
specific strategies might be necessary to optimize patient care, tailoring treatment 
protocols to better address the unique needs of different age groups.

Another critical interaction is between the recipient’s age and the incidence 
of GVHD. Younger patients may have a more reactive immune system, which could 
both improve graft acceptance and increase the risk of developing GVHD. Managing 
this delicate balance requires careful monitoring and possibly adjusting immunosup-
pressive therapies to mitigate the risk of GVHD while ensuring effective engraftment.

The study also indicates that risk classification and disease type interact to influ-
ence outcomes. Patients classified as high-risk due to aggressive or advanced-stage dis-
eases typically have poorer outcomes. However, within this group, those with certain 
types of malignancies might respond differently to treatment based on their specific 
disease biology. This highlights the need for a nuanced approach in risk stratifica-
tion, considering both the overall risk profile and the specific disease characteristics 
to tailor treatment plans more effectively.

Finally, the dosage of CD34+ cells and its interaction with GVHD management 
strategies is crucial. While higher doses of CD34+ cells are associated with improved 
engraftment and survival rates, they might also increase the risk of GVHD if not man-
aged appropriately. This suggests that optimizing CD34+ cell dosage must be cou-
pled with effective GVHD prophylaxis and treatment protocols to maximize benefits 
and minimize complications.

It should be noted that this study did not use an external dataset to validate 
the results. This is a limitation that may affect the generalizability of the results. 
It is recommended that future studies be conducted using independent datasets to val-
idate the results obtained.
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7. Conclusions
Studies have successfully identified several critical factors affecting bone marrow 
transplant outcomes, supporting the hypothesis that increased doses of CD34+ cells/
kg can prolong patient survival without negatively impacting quality of life. Given 
the complexity of BMT and the myriad factors affecting its success, the results of this 
study argue for a personalized approach to transplantation, taking into account indi-
vidual patient characteristics and disease specificities. Moreover, the significant role 
of statistical analysis in understanding transplant outcomes underscores the impor-
tance of integrating data analysis techniques in medical research. By further utiliz-
ing such tools, healthcare professionals can gain deeper insights into treatment out-
comes, which will ultimately improve patient care and treatment strategies in bone 
marrow transplantation and beyond.
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Abstract: The aim of the article was to present the description of the program of rota-
tional movement exercises (PR) in the therapy of a child with autism spectrum disorder 
(ASD). The authors present the case study of a child with ASD subjected to this therapy. 
They characterize the principles and method of conducting PR, as well as the effects 
of therapy in the described child. The scientific justification for linking PR exer-
cises with the cognitive and emotional development of a child with ASD was also 
indicated. Referring to the results of neuropsychological research on the loca-
tion of damage to the nervous system in ASD (including damage to the amygdala, 
frontal and temporal lobes, brainstem and cerebellum) [1–5]. The validity of con-
ducting the described PR exercise program as a comprehensive therapy (includ-
ing – combining rotational movement exercises with tactile and proprioceptive 
stimulation, verbal stimulation and learning body awareness), was demonstrated. 
The results of the therapy confirmed its effectiveness in the child undergoing treat-
ment, indicating the need for further research on the effectiveness of the developed 
exercise program. The article is the first publication presenting the effectiveness 
the PR movements program in a therapy of patients with ASD.

Keywords: Autism spectrum, Rotation exercises, Coordination exercises, Body 
feeling, Body awareness, Speech, Emotions, Attention, Behavior control
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1. Introduction
The subject of this publication is the use of PR in the therapy of a child with autism 
spectrum disorder (ASD). The author of the rotation exercise program is Jolanta 
G. Zuzda MD PhD – a charismatic promoter of physical recreation, and an aca-
demic lecturer at the Faculty of Management Engineering at the Bialystok University 
of Technology. The program includes many years of experience in the field of physical 
rehabilitation, sports medicine and physiology. As an instructor of rotational exer-
cises, she shares her knowledge and encourages residents of the Podlaskie Voivodeship 
to engage in physical recreation. The goal is one – to improve health!

The program was also translated into an educational package addressed to teach-
ers, doctors and physiotherapists. It is an original educational method, providing 
a tool for training and conducting classes with subsequent groups of interested par-
ties. Teachers were provided with knowledge and experience useful in their work, 
which includes: prevention of civilizational diseases, promotion of an active lifestyle, 
including improvement of physical fitness and thus health, help in overcoming bar-
riers to participation in physical activity and counteracting social isolation.

The program was popularized by Jolanta G. Zuzda in the region (classes, among 
others, in the Municipal Methodical Counseling Center, Foundation for patients 
with Dandy–Walker syndrome “Pass it on”), in Poland and in other countries (China, 
Ireland, Belgium, Portugal, Spain). The innovative program of rotational exercises 
in the prevention of diseases of the musculoskeletal system was also presented 
in the form of exercises and lectures during a series of conferences related to the social 
campaign entitled Promotion of a healthy lifestyle in the prevention of civilization dis-
eases, organized by the Podlaska Council for Public Benefit Activities. Rotation exer-
cises were also conducted in 2021 with a group of seniors and people with special needs 
during the European Week of Sport organized by WHO. The Rotational Program 
in the Prevention of Musculoskeletal Disorders was also featured in 2021 on the 4th 
Annual World Education Day 2021: New Driving Forces, New Sustainable Future – 
Zuzda. URL: https://pbialmy.sharepoint.com/:v:/g/personal/m_kubas_st_pb_edu_pl/
EfS9DvvgMztKpGhcoJBSRH0BUNzc4ZOphQXqMRGhrcp-yg?e = 8Ybtvj.

From a psychological point of view, the human mind is embodied. This means 
that the normal functioning of the brain is the biological basis of the whole life activi-
ties and psychological development of human beings. On the other hand, the brain 
is shaped by external stimulation and psychological experiences. If the brain func-
tions are disturbed, we can see various abnormalities in development and psycho-
physical functioning, like in autism spectrum disorders (ASD).

The authors share the view that children with ASD need complex therapy (physi-
cal, psychological, educational etc.). The PR therapy which is described in this article 
is an important part of a holistic intervention. The argumentation supporting this 
view will be presented in the text.
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Selected information about ASD from medical, 
psychological and pedagogical literature
Autism spectrum disorder is permanently and incurably associated with a child’s 
developmental disorder. In ASD we can note the atypical development of the nerv-
ous system. The symptoms of this abnormality can be observed on the various lev-
els of neurological functioning. We can see pathological changes in neural networks 
and structures, neurotransmission and in nerve cells. The etiology of autism spec-
trum disorder is multifactor.

In persons with ASD the wide spectrum of genetic mutations (mostly rare variants 
of them) is observed [1]. The abnormal development of nervous system disorders cause 
pathological changes in the structure and function of this system. Among the struc-
tures whose experience functioning is disturbed in children with ASD, the amygdala, 
frontal and temporal lobes of the brain, brainstem and cerebellum are mentioned [1–5].

The etiology of the disorder has not yet been fully understood. The authors 
of the cited medical and pedagogical publications underline that in ASD, the cerebel-
lum (especially the vermis), the basal ganglia (amygdala), and the cortical structures 
(fusiform gyrus, superior temporal sulcus, prefrontal cortex) are affected. In patients 
with ASD, structural changes as well as functional changes in the brain are observed. 
It is probably caused by disorders in neurological connections [1–5]. In recent research, 
cerebellar dysfunctions are associated with both motor abnormalities as well as dis-
orders of emotions and mental functions [6]. The pathological symptoms of autism 
are observed due to the disorders listed above. In children with autism spectrum dis-
order, difficulties in verbal communication (ranging from a complete lack of verbal 
communication to specific abnormalities in communication) are observed. Difficulties 
in tuning in to the needs of the interlocutor, lack of adequate response to names 
and messages, echolalic vocalizations or incomprehensibility to the environment may 
be visible. Disorders in verbal communication are accompanied by a poverty of games, 
due to their simplified, stereotypical character. Stereotyped behaviors and movements, 
as well as reduced tolerance for change, are features that are important for the diag-
nosis of ASD [1–6].

One of the basic symptoms of ASD is sensory disintegration. It should be under-
lined that the vestibular system has a great role in the organization of the whole sensory 
system [7]. In modern research, vestibular impairments are connected with neurode-
velopmental disorders in children. Vestibular dysfunctions are primarily connected 
to motor disabilities and postural instability. The authors underline that vestibulo-
cochlear reactions in children with ASD are longer than in a normally developed 
group [7]. The role of the vestibular system in visuo-spatial perception and hand-
oculomotor coordination is also known. Motor disturbances strongly reduce the abil-
ity to experience surroundings. The visuo-spatial and hand coordination are cru-
cial in game and learning activities like drawing, writing, and reading [7]. These 
relationships clearly illustrate the role of the vestibular system in cognitive, emo-
tional and social development. It should be noted that 75% of autism spectrum dis-
orders are accompanied by intellectual underdevelopment, which causes difficulties 



176

in understanding abstract content. The vestibulo-cochlear system is also important 
in speech and language development. Motor coordination is crucial in speech pro-
duction. Cooperation between motor and hearing systems is the basis of abilities 
to properly localize and perceive speech sounds [7–8].

The functioning of a child with ASD can be improved with appropriate therapy. 
Awareness of this fact is the justification for targeted movement exercises in the ther-
apy of a child with autism spectrum disorder, who often has emotional and cogni-
tive dysfunctions.

The therapy of the vestibular system is a part of sensory integration therapy [8]. 
The author of this therapy is Jane Ayers. She distinguishes three main sensory systems: 
touch, proprioception and vestibular system. In a healthy child these systems work 
simultaneously and give the basis to visual and hearing perception. This approach 
underlines the role of vestibular stimulation in therapy. In children with autism spec-
trum, we can observe hypoactivity or hyperactivity as a result of sensory disinte-
gration. In the sensory integration therapy of mentally disabled children therapists 
include many types of stimuli movements: excitatory rapid movements, inhibitory 
slow movements, passive movement and rotations. These forms of intervention give 
significant improvement in functional activities in 62% of participants [8–9].

Since the essence of autism spectrum disorders is the difficulty in establishing 
communication with the environment, it is important to improve speech and all 
forms of communication, including non-verbal, which will allow the child to express 
their needs and feelings. Without improving communication skills, there is no way 
for a child to fully develop.

The close links between motor skills, body sensation and between body sensation 
and sensory integration additionally justify intervention related to motor exercises 
in children with ASD. The therapy of people with ASD consists, among others, in sup-
porting the child’s psychomotor development, eliminating and preventing neurologi-
cal deficits associated with muscle tone disorders [9–15]. The therapy consists in devel-
oping the correct perception and analysis of stimuli provided through the senses.

As it was already mentioned, the aim of the article is to show the therapy using 
PR and its impact on the development of the CNS in a child diagnosed with ASD.

The goal of PR is general psychomotor improvement, improvement of the nerv-
ous system function. Its idea is to include rotation and circumferential movements 
in the performed exercises [16]. Unlike other forms of classes, the exercises performed 
during this program are simple and uncomplicated, and you do not need any equip-
ment to perform them. They improve visual perception, preparing the child to learn 
to read and write. With a large range of rotation, they develop gross motor skills, which, 
as a stretching exercise, prepares the child to perform more precise hand movements 
(fine motor skills).

Rotation and circumferential movements are used in the method of propriocep-
tive neuromuscular facilitation [16], in the programs: Swiss Ball, Pilates, Stretching, 
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Yoga [17–19], or preventive and corrective exercises. However, they are not the main 
means of training here. PR is based on positive relations, adapting exercises to the psy-
chophysical condition of the child. A detailed description of the subsequent exercises 
performed as part of the program is included in the part devoted to the methodology 
of working with a child.

2. Case study
2.1. Child’s data – before the start of PR 
(from documentation analysis)

The child was born from a normal pregnancy, after birth he obtained 10 points 
on the APGAR scale. In infancy, the child's behavior aroused anxiety, he did not 
fix his gaze on the mother’s face, he did not reciprocate emotions (smile), he had 
slowed down psychomotor reactions. The mother had the opportunity to compare 
the behavior of the subject with the development of an older child whose develop-
ment was normal. There was no specialist diagnosis and neurological care in infancy. 
During the period of attending the nursery, developmental disorders manifested 
themselves very clearly, the parents consulted specialists (a pedagogue and a psychol-
ogist). During this period, the subject used therapies conducted by specialists. From 
the numerous opinions collected by the mother, the child's behavior can be character-
ized as follows: attention disorders; delayed speech development; lack of social skills; 
absence of aggressive and destructive behaviors; non-specific play, typical of autistic 
children; favorable prognosis as to the future of the child, which indicates the per-
ceived development potential.

In the boy’s early development, communication disorders, impaired speech devel-
opment and its delay, as well as impaired social functioning (in the peer group) were 
found. Lack of medical documentation, especially neurological.

2.2. Child’s data – before the start of PR 
(information from video recordings recorded by parents)
The child’s development is highly disharmonious, with clear deficits in the field 
of motor skills (muscle weakness, reduced ability to manipulate, which causes diffi-
culties in performing precise manual activities. Visual perception is slightly reduced, 
the decrease concerns mainly spatial orientation. Developmental disorders on the part 
of the CNS are likely.
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2.3. Child’s data – before the start of PR 
(interview with the parents)

The parents noticed the child's lack of acquiring age-specific skills, non-specific, 
generalized reactions to stimuli, and delayed cognitive development. After a short 
period of despair and resignation, they began to seek specialist help for their son, 
and they obtained a diagnosis that boils down to the term – autistic syndrome. The boy 
had practically no verbal contact. The reactions were dominated by vocalizations 
and an intentionally undifferentiated scream. The boy did not respond to verbal com-
mands addressed to him. The spontaneous reactions were dominated by motor ste-
reotypes (e.g. fluttering hands around the eyes, spinning around one's own axis). 
In physical activity, the boy showed symptoms of hyperexcitability and motor disor-
ganization – he ran aimlessly around the rooms, he was unable to undertake long-
term, orderly activity. The behaviors were dominated by simplified manipulations 
on objects of a non-specific nature (hitting a toy car on the ground). The boy did not 
make spontaneous contact with his parents or siblings. He avoided tactile contact, eye 
contact was very brief. Games in which the character mainly wanted to participate 
(pushing, running), the child did not take up symbolic and thematic games. Significant 
difficulties with prolonged deliberate focus on instructions and lack of adequate reac-
tions to attempts to contact from relatives were visible. This description illustrates 
the generalized cognitive-emotional-executive character of disturbances in contacts 
with the environment, characteristic of ASD.

3. Methodology
Each of the exercises of the Rotation Program fulfilled a specific role and in order 
to achieve the intended effect, the exercises were performed exactly according 
to the given rules, which are presented below.
	y The condition for the correct performance of the exercise is concentration. Each 

movement should be performed slowly and precisely, which will reduce the risk 
of injury.

	y Maintain smooth transitions from one exercise to another. The breath should 
be synchronized with the movement. Breathe evenly and naturally.

	y Exercise regularly, at the same time and in the same place.

Perform as many repetitions of a given exercise and as much range of motion 
as possible without discomfort or pain. You should strive to maintain contact 
with the child and his motivation to perform further exercises. It is forbidden to act 

“by force”, against the will of the child. In the event of a clear reluctance, it was rec-
ommended to switch to exercises accepted by the child (in studies on the impact 
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of learning-based therapies on the child, it was warned against using punishments 
or exercises against the will of children with ASD, pointing to the risk of post-trau-
matic stress symptoms and the associated escalation of aggression and hyperactivity, 
and even regress in development) [14].

The program should also include gradual learning to respond to verbal com-
mands. The ability to correctly respond to commands involves both speech under-
standing functions (based on language learning) and the ability to enter into con-
scious contact with the interlocutor – focusing attention on the command. The correct 
execution of a specific movement also trains the previously mentioned coordination 
and movement skills and body awareness. From a psychological point of view, shap-
ing body awareness is important for building a child’s sense of identity and separate-
ness from its environment. A child with autism has difficulties in correctly perceiving 
the boundaries of his body, interpreting his own and other people’s emotions. For this 
reason, any exercises based on alternating contact and improving body awareness 
are important. The holistic, systemic work of various brain structures is important 
in improving motor coordination. Hemispheric integration exercises and procedures 
stimulate the child’s natural development mechanisms. They should be easy to per-
form and individually developed, taking into account the developmental potential 
of the child and implemented in three stages.

The first is the implementation of exercises in a passive way, the second is the acqui-
sition of exercise skills by imitation, and the last is performing exercises on verbal 
command.

3.1. Detailed description of the conducted exercises
In the first stage of the program, passive cross exercises were used. During these exer-
cises, the therapist and the child's parents worked simultaneously. Rotation move-
ments were performed, starting from the distal sections of the limbs – fingers and toes, 
diagonally, then rotational movements were performed within the wrists and ankles, 
successively through the elbows, knees, hips and shoulder joint, then analogous move-
ments were performed on the opposite side of the body.

Subsequent movements were performed with simultaneous activation of the upper 
limbs and one lower limb. The therapist activated the upper limbs by adducting 
and crossing the upper limbs with centripetal and centrifugal rotation in the shoul-
der joints and wrists, which resulted in alternating opening and closing of the chest 
and mobilization of respiratory muscles. This type of exercise was aimed at ensuring 
oxygenation of the body and improving the mechanics of breathing while speaking 
by mobilizing the muscles of the chest and diaphragm.

The parent and therapist then performed simultaneous movements of both upper 
and lower limbs. Cross-sectional movements of the upper and lower limbs were per-
formed in all joints with rotation of the distal sections of the upper limbs. The next 
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step was to repeat the exercises with the activation of both upper and one lower limbs 
on the previously untrained side. Then cross-sectional movements of all limbs were 
repeated.

Exercises of cross movements of the upper and lower limbs in the diagonal axis 
combined with pressure and an attempt to sequentially grasp the foot, ankle, lower 
leg, knee joint, and thigh with the hand of the opposite upper limb. Each movement 
was assisted and named by the therapist. Their goal was to improve spatial orientation, 
motor coordination, sense of balance (stimulation of the kinesthetic sense).

The exercises were carried out with the participation of two people (a parent 
and a physiotherapist) for a month, every day in the morning. Naming of movements 
and exercised parts of the body and proprioceptive stimuli associated with pressure 
on the joints improved sensation and awareness of the body.

After activating exercises, a surface massage was performed with stroking move-
ments, simultaneously on opposite upper and lower limbs. On the upper limb, from 
the phalanges, through the hand, wrist, elbow, shoulder joint, neck, chest, biceps, 
inner side of the forearm and ending with the phalanges.

The lower limb was massaged from the outside, starting from the buttock muscles, 
through the hips, the outer side of the thighs, the knee joint, the shank, the ankle joint, 
the foot, up to the toes. Then the massage was continued on the inside of the limb 
upwards ending at the hip joint.

In addition, the abdominal area was gently massaged with a circular motion 
of varying diameter. This type of exercise was used to calm down and relax after 
activating exercises.

The exercises ended with the parent's instruction to embrace the child’s upper 
limbs behind the neck and lower limbs behind the trunk. The child, being a partici-
pant of the activity, learned the limits of its body and came into contact as closely 
as possible. Embracing the parent's limbs and trying to make contact gave the child 
an opportunity to overcome the fear of intimacy and opened them up to con-
trolled contact. These types of exercises are particularly important in working 
with people with ASD, whose basic deficit is precisely the ability to establish con-
tact with the environment.

After completing the first stage, work with the child began with imitation exercises. 
In the initial period, each of the exercises described above was initiated by the thera-
pist and the parent. The child was to implement subsequent elements of the program, 
gradually imitating the movements demonstrated by the parents and the therapist. 
The therapist and parents remained in close contact with the child all the time, sup-
porting the execution of movements. This type of exercise is of particular importance 
in the treatment of people with ASD who suffer from deficits in the ability to pur-
posefully imitate. Their echolalic reactions, or echopraxia, take the form of motor 
automatisms. In therapy, the aim is to extinguish automatisms and activate imita-
tive purposeful reactions. By conducting imitation exercises, it is possible to improve 
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the attention function and stimulate the child's active participation in social inter-
actions. The ability to imitate is also the basis for the development of speech, which 
is shaped by deliberate and active imitation of the speech reactions of the environment.

Exercises were carried out three times a week with the participation of two peo-
ple (parent and physiotherapist), additionally, the child exercised only with parents 
in the morning for 10 to 15 minutes for a period of two and a half months.

Gradually, the degree of independence of the child was increased, striving 
for it to perform exercises only after verbal instructions, without demonstration. 
As in the previous stages, the therapist and parents supported the child in carrying 
out the exercise program.

An important value of this program is the assumption a priori of flexibility in per-
forming tasks according to the child’s abilities. The method of conducting the exer-
cises was always flexibly adapted to the psychophysical state of the child on a given 
day. If the child was unable to perform any of the exercises on their own, the move-
ments were performed with the help of a therapist. This made it possible to continue 
the exercises and adapt the methods of stimulation to the reactions in the dysfunc-
tional nervous system and (secondarily) in the musculoskeletal system that changed 
on a given day. The aim of the active, imitative exercises was to develop the child's 
communication by understanding and reading the therapist's messages and devel-
oping the ability to empathize in parent-child contact. The child exercised with his 
parents in the morning for 10 to 15 minutes and additionally, the exercises were car-
ried out once a week with the participation of two people (parent and physiotherapist) 
for a period of three and a half months.

Each subsequent stage of the exercises influenced the development of the child’s 
communication and motor skills and the use of its psychophysical potential.

4. Results
4.1. Data from the observation of the child 
after 3.5 months – implementation of the program 
of rotational movement exercises

Observation carried out in the child’s family home in the presence of his parents, 
siblings and other children. The follow-up was mixed (event samples, participant 
follow-up).

According to the mother, the currently examined child makes rapid, significant 
qualitative progress, especially in terms of speech and cognitive functions. Makes 
contact quickly and easily, follows instructions, understands simple questions. There 
are situations when he withdraws from the interaction and “shuts in on himself”. 
In contact with parents, he is calm, gives factual answers, is observant, spontaneous. 
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In the field of verbal communication, he uses an age-appropriate dictionary, correctly 
builds simple sentences (subject and predicate), uses adjectives (describes the world 

– this indicates contact with the outside world). During PR, he submits to exercises 
without signs of reluctance or rebellion. He communicates naturally with his siblings. 
There is reduced muscle tone and difficulties in fine motor skills.

The description of the child’s behavior indicates the positive effects of motor exer-
cises based on both tactile stimulation and coordination exercises. This function is per-
formed by exercises requiring precise touch of specific parts of the body and exer-
cises related to deliberate, rhythmic alternation of movements. The rotational nature 
of movements, activating the labyrinth and activating eye-hand coordination, is also 
directly related to the activation of cerebellar structures. The improvement results 
obtained, indicating the effectiveness of the undertaken exercise program, are sci-
entifically based in the light of the research cited in the introduction, concerning 
the link between the activity of the cerebellar vermis and cognitive processes, emo-
tions and behavioral control (through neural connections between the cerebellum 
and the prefrontal cortex).

4.2. Data from the observation of the child 
after 7 months – implementation of the program 
of rotational movement exercises

Observation carried out in the child’s family home in the presence of his parents, sib-
lings and other children. The observation was mixed (samples of events, participant 
observation). On this day, the subject underwent exercises, and then a joint drawing 
was performed with the participation of a psychologist. Movement exercises were 
routine. The child submits to them with pleasure. After them, the child is relaxed. It 
can be assumed that PR improves the concentration of attention, which is confirmed 
by a psychologist. Drawing together was aimed at learning the scheme of one’s own 
body. During simple drawing exercises. moderate interest on the part of the subject, 
understanding and fulfillment of instructions was observed. During one of the tasks, 
the boy put down the paper without completing the task. The next tasks were started, 
after a dozen or so minutes, the subject reached for the uncompleted task that had been 
put aside and completed it correctly (spontaneously). This behavior proves the occur-
rence of a delayed reaction, which indicates the acquisition of skills at a higher level 
of thinking and learning, which is a good prognosis.

Another observation also confirms the effectiveness of the applied rotational exer-
cises. Particularly noteworthy is the connection between the improvement of the abil-
ity to control behavior and the exercises that activate the structures of the cerebellum. 
The child began to interact with the environment. Although the reactions are visi-
ble after a short delay, the ability to follow orders and complete the activities begins 
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to become visible. A child’s behavioral skills indicate an improvement in attention. 
The impact of physical exercises on the emotional state of the child was also positive. 
The boy calmed down and the symptoms of psychomotor hyperactivity decreased. An 
important positive aspect of the exercises seems to be the combination of elements 
of surface and deep massage with a deliberately performed rotational movement, 
which ensures the stimulation of both cerebellar structures and properly stimulates 
the child’s sensory system. Improving the awareness of physical sensations related 
to the body schema can be a starting point for improving the awareness of one’s own 
emotions, which enables the development of intentional action.

4.3. Data from the observation of the child after 7 months – 
the implementation of the program of rotational movement 
exercises (interview with the mother)
There was a clear improvement in the overall cognitive and motor skills of the child. 
Intellectual activity improved, spontaneous reactions appeared (oh cool…, that’s nice…, 
that’s not allowed…). The boy began to use complex thought structures to describe 
his own feelings (quote: it’s hard for me…, I’m bored…, I’m tired…, it’s fun…, it’s 
interesting). The child describes and evaluates what he sees, one can risk saying that 
the emotional zone has been stimulated. Natural expression (expression of feelings) 
is triggered. Contact with children during joint play has also improved. There were 
manifestations of new stimulus-response connections in the child’s behavior. During 
the first stage of PR, where cross-passive exercises were carried out, it was observed 
that the child had no control over his movements, he was passively subjected to exer-
cises without signs of objection, satisfaction of interest – as if he could not use his 
own limbs for purposeful activities. However, after 7 months of PR, the boy’s aware-
ness of the body increased, the movement became more organized and intentional.

4.4. Data from the observation of the child af-
ter 7 months – implementation of the program 
of rotational movement exercises (psychologist’s opinion)

The inclusion of exercises in the therapy of a 5-year-old child with ASD resulted 
in a marked improvement in the overall cognitive and motor skills. Intellectual activ-
ity improved, better concentration of attention, he began to use complex thought 
structures to describe the world and his own feelings, the emotional zone was stim-
ulated. Spontaneous expression was released. New stimulus-response connections 
were observed in the boy’s behavior.
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4.5. Opinion of a special educator/oligophrenopedagogue – 
important aspects in working with an autistic child

The results of the influence of the social environment on the behavior of a child 
with ASD were observed in the work. Questions arise. Can such a child function 
independently in the community? Can accepting and following help reduce the unde-
sirable effects of the condition of people with the spectrum? Could a different state 
of perception of the world by people from the spectrum be inspiring for the environ-
ment and constitute a value and not a problem?

The following levels of child support are important – absolute acceptance, under-
standing and use of the child’s potential, following the child, supporting through stim-
ulation in the form of praise and attention. The child repays this attitude with love, 
changes the parent’s awareness, influences the development of new emotions and feel-
ings. He subconsciously expects friendship, understanding, acceptance and tolerance 
from his peers. A frequent process of the parent-child relationship is unconsciously 
lowering its potential and trying to change it by force. Children affected by ASD 
are guided by innate intuition, they do not understand all artificially established 
socio-cultural norms and patterns. Very often they are characterized by uncertainty 
in action, resulting from a high intellectual level or an inharmonious level of devel-
opment. They are very sensitive to mental and emotional wounds. They want to be 
in a group, and in the absence of understanding on their part, fear and a sense of lone-
liness appear. A child with ASD does not feel his body, is unable to create bounda-
ries and apply norms. Through psychomotor development exercises, the awareness 
of the child’s body increases, it begins to create its boundaries and respect the bound-
aries of other people. Creating positive aspects of the child’s development at all levels 
affects the development of the CNS, causing changes in social, emotional and cogni-
tive development. The above method will not replace other methods of supporting 
the child’s development, therefore, when examining a patient, a multi-specialist diag-
nosis should be considered in order to take appropriate therapeutic actions.

6. Discussion
The article presents the preliminary assessment of the effectiveness of the described 

therapy. The study confirmed promising results. They clearly justify sharing of this 
therapy in a bigger group of patients with ASD. The authors are aware that a study 
based on a bigger group could reinforce scientific assessment of the described therapy. 
However, the process of collecting scientifically reliable data will probably be long 
and time-consuming. The research group should be large because the differences 
between individuals with ASD are significant.

The time of observation in the described study is quite short, but it is caused 
by the time limitation of the study. However, the authors want to underline, that 
the results of the PR therapy are stable. Jolanta Grażyna Zuzda has permanent con-
tact with the family of the described child and knows the course of his development.
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7. Conclusions
	y The above program was a clinical experiment and was implemented with one child 

(case study) in order to improve mental and physical functions. It is important 
to continue the actions taken and test the functionality of the rotation exercise 
program on a larger research group.

	y Observation of the child’s behavior shows the influence of rotational movements 
on its development.

	y Through exercises of motor functions and coordination, as well as sensory stimula-
tion during the massage, the child gains greater awareness of the body, and begins 
to create its own boundaries and respect the boundaries of other people.

	y Conducting imitation exercises and exercises in response to verbal commands 
in conjunction with naming exercised body parts supports the development of ver-
bal communication by increasing the vocabulary and learning to react to mes-
sages from the environment.

	y Conducting rotation exercises that activate the muscles of the back and chest 
as well as respiratory muscles improves the mechanics of breathing, which indi-
rectly supports speech by improving subglottic pressure.

	y Creating positive aspects of the child’s development at all levels affects the develop-
ment of the CNS, causing changes in social, emotional and cognitive development.

	y It is important to use various forms of therapy for children in cooperation with par-
ents and a team of specialists in various fields (including educators, psychologists, 
physiotherapists).

From an ethical point of view, it is important to highlight that the author of PR 
therapy, Jolanta Grażyna Zuzda, took care of the child’s well-being in the course 
of therapeutic intervention. The child’s parents gave their assent to implement 
the described treatment for their son.
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