
acta mechanica et automatica, vol.17 no.1 (2023) 

III 

CONTENTS   

 
Zbyszko Klockiewicz, Grzegorz Ślaski 
Comparison of Vehicle Suspension Dynamic Responses for Simplified and Advanced Adjustable Damper Models with Friction, 
Hysteresis and Actuation Delay for Different Comfort-Oriented Control Strategies .......................................................................  1 
 
Piotr Odyjas, Jędrzej Więckowski, Damian Pietrusiak, Przemysław Moczko 
Challenges in the Design of New Centrifugal Fan with Variable Impeller Geometry ......................................................................  16 
 
Bartosz Wieczorek, Łukasz Warguła, Mateusz Kukla 
Influence of a Hybrid Manual–Electric Wheelchair Propulsion System on the User's Muscular Effort ...........................................  28 
 
Mária Michalková, Ivana Pobočíková  
Time Series Analysis of Fossil Fuels Consumption in Slovakia by ARIMA Model .........................................................................  35 
 
Pavol Šťastniak, Michal Rakár, Jakub Tížek 
Design of a Height-Adjustable Boarding System for a New Double-Deck Railway Vehicle ...........................................................  44 
 
Jacek Jackiewicz 
A Flywheel-Based Regenerative Braking System for Railway Vehicles .........................................................................................  52 
 
Ján Dižo, Miroslav Blatnický, Paweł Droździel, Rafał Melnik, Jacek Caban, Adam Kafrik 
Investigation of Driving Stability of a Vehicle-Trailer Combination Depending on the Load’s Position within the Trailer ...............  60 
 
Dariusz Kurpisz, Maciej Obst, Tadeusz Szymczak, Radosław Wilde 
Analytical Approach for Vehicle Body Structures Behaviour under Crash at Aspects of Overloading and Crumple Zone Length  68 
 
Paweł Bałon, Bartłomiej Kiełbasa, Łukasz Kowalski, Robert Smusz 
Thermal Performance of the Thermal Storage Energy With Phase Change Material ....................................................................  76 
 
Piotr Rybak, Zdzisław Hryciów, Bogusław Michałowski, Andrzej Wiśniewski 
Assessment of the Impact of Wear and Tear of Rubber Elements in Tracked Mechanism  
on the Dynamic Loads of High-Speed Tracked Vehicles ...............................................................................................................  85 
 
Robert Baran, Krzysztof Michalczyk, Mariusz Warzecha 
Experimental Analysis of Transverse Stiffness Distribution of Helical Compression Springs ........................................................  95 
 
Yuriy Pyr’yev, Andrzej Penkul, Leszek Cybula 
Research of Dynamic Processes in an Anvil During a Collision with a Sample .............................................................................  104 
 
Bouchmel Mliki, Rached Miri, Ridha Djebali, Mohamed A. Abbassi 
CuO–Water MHD Mixed Convection Analysis and Entropy Generation Minimization in Double-Lid–Driven U-Shaped Enclosure 
with Discrete Heating ......................................................................................................................................................................  112 
 
Andrew Omame, Fiazud Din Zaman 
Solution of the Modified Time Fractional Coupled Burgers Equations Using the Laplace Adomian Decomposition Method .........  124 
 
Patryk Różyło 
Failure Analysis of Beam Composite Elements Subjected to Three-Point Bending using Advanced Numerical Damage Models  133 
  

 

Abstracts .........................................................................................................................................................................................  V 
  

 
 

 



acta mechanica et automatica, vol.17 no.1 (2023) 

V 

ABSTRACTS 

Zbyszko Klockiewicz, Grzegorz Ślaski 
Comparison of Vehicle Suspension Dynamic Responses for Simplified and Advanced Adjustable Damper Models with Friction, Hysteresis 
and Actuation Delay for Different Comfort-Oriented Control Strategies 

Throughout the years, many control strategies for adjustable dampers have been proposed, designed to boost the performance 
characteristics of a vehicle. Comfort control strategies such as Skyhook (SH), acceleration-driven damping or power-driven  
damping have been tested many times using simulation models of vehicles. Those tests, however, were carried out using  
simplified damper models – linear or simple bilinear with symmetric characteristics. This article presents the results of examination 
of the influence of using more complex damper models, with friction, hysteresis and time delay of state switching implemented,  
on the chosen dynamic responses of a suspension system for excitations in the typical exploitation frequency range. The results  
of the test are compared with those found in the literature and with the results of simulations performed with a simplified version  
of the advanced model used. The main conclusion is that friction and hysteresis add extra force to the already existing damping 
force, acting like a damping increase for all analysed control strategies. The actuation delays limit the effectiveness in a sense  
of comfort increasing to only some frequencies. The research shows the importance of including the proposed modules in testing 
for both adjustable and passive dampers. 

Piotr Odyjas, Jędrzej Więckowski, Damian Pietrusiak, Przemysław Moczko 
Challenges in the Design of New Centrifugal Fan with Variable Impeller Geometry 

This article presents a description of design work for newly created centrifugal fans. This was done based on the example  
of an innovative solution that uses a change in impeller geometry. In the described solution, this is achieved by shortening  
and lengthening the impeller blades. The development of a technical solution with such properties requires a change of approach 
in the design process compared with classic solutions. Therefore, the following text describes this process from the concept stage 
to demonstrator tests. The principle of operation of such a solution is presented and the assumptions made based on analytical 
calculations are also described. The text also shows a 3D model of the centrifugal fan with variable impeller geometry, made  
with the help of computer aided design (CAD) tools. In the further part, numerical calculations were made on its basis. The finite 
element method (FEM) calculation made it possible to verify the structural strength of the project and its modal properties as well 
as to verify flow parameters, thanks to the use of computational fluid dynamics (CFD) calculations. The next step describes  
the procedure for testing centrifugal fans with variable rotor geometry, which is different from that of fans without this feature.  
The next part presents the results of research from the tests carried out. 

Bartosz Wieczorek, Łukasz Warguła, Mateusz Kukla 
Influence of a Hybrid Manual–Electric Wheelchair Propulsion System on the User's Muscular Effort 

Self-propelled wheelchairs favour the rehabilitation process, forcing the user to be physically active. Unfortunately, in most cases, 
the manual propulsion is not adapted to the individual needs and physical capabilities of the user. This paper presents the results 
of operational tests of a wheelchair equipped with a hybrid propulsion system in which the muscle strength generated by the user 
is assisted by two independent electric motors. The research aimed to investigate the influence of the applied control algorithm  
and the assistance factor (W) on the value of the muscular effort (MA) while propelling the wheelchair with the use of push rims.  
A modified ARmedical AR-405 wheelchair equipped with two MagicPie 5 electric motors built into the wheelchair’s hubs  
with a power of 500 W was used in this research. The tests were carried out on a wheelchair test bench simulating the moment  
of resistance within the range of 8–11 Nm. Surface electromyography was employed for the measurement of MA, specifically,  
a four-channel Noraxon Mini DTS apparatus. The research was carried out on five patients from the group of C50 anthropometric 
dimensions. The effort was measured for four muscles: deltoid–anterior part, deltoid–posteriori part, and triceps brachii  
and extensor carpi radialis longus. The effectiveness of the hybrid propulsion system was observed based on the extensor carpi 
radialis longus muscle. In this case, for the standard wheelchair, the MA ranged from 93% to 123%. In contrast, for a wheelchair 
equipped with the hybrid propulsion system, at W = 70%, the MA was within the range of 43%–75%. 

Mária Michalková, Ivana Pobočíková,  
Time Series Analysis of Fossil Fuels Consumption in Slovakia by ARIMA Model 

According to the Green Deal, the carbon neutrality of the European Union (EU) should be reached partly by the transition  
from fossil fuels to alternative renewable sources. However, fossil fuels still play an essential role in energy production,  
and are widely used in the world with no alternative to be completely replaced with, so far. In recent years, we have observed  
the rapidly growing prices of commodities such as oil or gas. The analysis of past fossil fuels consumption might contribute  
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significantly to the responsible formulation of the energy policy of each country, reflected in policies of related organisations  
and the industrial sector. Over the years, a number of papers have been published on modelling production and consumption  
of fossil and renewable energy sources on the level of national economics, industrial sectors and households, exploiting  
and comparing a variety of approaches. In this paper, we model the consumption of fossil fuels (gas and coal) in Slovakia based 
on the annual data during the years 1965–2020. To our knowledge, no such model, which analyses historical data and provides 
forecasts for future consumption of gas and coal, respectively, in Slovakia, is currently available in the literature. For building  
the model, we have used the Box–Jenkins methodology. Because of the presence of trend in the data, we have considered  
the autoregressive integrated moving average (ARIMA (p,d,q)) model. By fitting models with various combinations of parameters p, 
d, q, the best fitting model has been chosen based on the value of Akaike’s information criterion. According to this, the model  
for coal consumption is ARIMA(0, 2, 1) and for gas consumption it is ARIMA(2, 2, 2). 

Pavol Šťastniak, Michal Rakár, Jakub Tížek 
Design of a Height-Adjustable Boarding System for a New Double-Deck Railway Vehicle 

This paper deals with a solution for faster and safer boarding and leaving of passengers at railway station platforms from 150 mm 
to 550 mm higher than the head of the rail. This conception is based on the requirements of railway infrastructure administrators, 
transporters and also manufacturers of passenger rolling stock. This device is designed for the new double-deck railway vehicle  
for suburban and regional transport, which fulfils legislative and normative requirements that are specified for the selected area  
of vehicle construction and operational features. Selected parts of the construction were verified through a series of simulation 
analyses. This article also includes a study that deals with optimization of the boarding area considering designed changes  
in the construction of the floor and a draft for modification of the vertical clearance of the boarding entrance area in a rough  
construction of the vehicle. 

Jacek Jackiewicz 
A Flywheel-Based Regenerative Braking System for Railway Vehicles 

Regenerative braking is a technique that employs electric motors to convert the dynamic mechanical energy from the motor’s  
spinning rotor and any attached loads into electricity. However, such a type of regenerative braking can only slow but not stop  
the vehicle because there is too little energy to excite the motor acting as a generator at low speeds. Therefore, this paper  
presents a unique flywheel-based regenerative braking system for railway vehicles. This system is supposed to meet high safety 
and comfort expectations in all operating conditions. The braking action control of this system should allow braking of empty  
or loaded vehicles according to load, the anti-blockage braking action of wheels and prevent wheel-slide during braking or wheel 
slip during acceleration. The new regenerative braking system under development, like any kinetic energy recovery system,  
requires the application of continuously variable transmission. The essence of the new solution is to design and build this type  
of variable transmission using only one planetary gear controlled through the powertrain control module for an electric motor  
cooperating concurrently. This paper describes complete modelling and simulation realisation on a closed-loop servomotor drive, 
which cooperates with the variable transmission of the regenerative braking system based on the Scilab/Xcos environment. 

Ján Dižo, Miroslav Blatnický, Paweł Droździel, Rafał Melnik, Jacek Caban, Adam Kafrik 
Investigation of Driving Stability of a Vehicle-Trailer Combination Depending on the Load’s Position within the Trailer 

Passenger cars are a means of transportation used widely for various purposes. The category that a vehicle belongs to is largely 
responsible for determining its size and storage capacity. There are situations when the capacity of a passenger vehicle is not  
sufficient. On the one hand, this insufficient capacity is related to a paucity in the space needed for stowing luggage. It is possible 
to mount a rooftop cargo carrier or a roof basket on the roof of a vehicle. If a vehicle is equipped with a towbar, a towbar cargo  
carrier can be used for improving its space capacity. These accessories, however, offer limited additional space, and the maximal 
load is determined by the maximal payload of the concerned vehicle. If, on the other hand, there is a requirement for transporting  
a load with a mass or dimensions that are greater than what could be supported using these accessories, then, provided  
the vehicle is equipped with a towbar, a trailer represents an elegant solution for such demanding requirements. A standard flat 
trailer allows the transportation of goods of various characters, such as goods on pallets, bulk material, etc. However, the towing  
of a trailer changes the distribution of the loads, together with changes of loads of individual axes of the vehicle–trailer axles.  
The distribution of the loads is one of the key factors affecting the driving properties of a vehicle–trailer combination in terms  
of driving stability, which is mainly a function of the distribution of the load on the trailer. This research introduces a study into how 
the distribution of the load on a trailer influences the driving stability of a vehicle–trailer combination. The research activities  
are based on simulation computations performed in a commercial multibody software. While the results presented in the article  
are reached for a particular vehicle–trailer combination as well as for a particular set of driving conditions, the applicability  
of the findings can also be extended more generally to the impact that the load distributions corresponding to various  
vehicle–trailer combinations have on the related parameters and other driving properties. 

 
 



acta mechanica et automatica, vol.17 no.1 (2023) 

VII 

Dariusz Kurpisz, Maciej Obst, Tadeusz Szymczak, Radosław Wilde 
Analytical Approach for Vehicle Body Structures Behaviour under Crash at Aspects of Overloading and Crumple Zone Length 

Road safety problem is still topical, especially since the number of vehicles and the volume of traffic are increasing. It is possible  
to increase the safety of road users through systemic changes in many areas related to transport. The deformation of the vehicle 
body during an accident has an impact on the loads acting on the passengers. Vehicle body deformation depends on complex  
parameters, and knowledge of these parameters is essential for designing crumple zones and the accident reconstruction process. 
Knowledge of the mechanical parameters of the vehicle structure during deformation is also a reference to passenger injury  
indicators assessment. This paper reports results from the analytical approach for determining the protection level of personal  
vehicles. The proposed conception is based on the results from the static stiffness characteristic of the Ford Taurus, which gives 
the possibility of phenomenological and simple body crumple analytical description at a speed equal to 10 km/h, 40 km/h, 56 km/h 
and 60 km/h, which is an original part of the work. The approach enables us to describe the vehicle crash by focusing on variations 
of deformation in time, stiffness, vehicle collision time (duration), deceleration and dynamic crash force. Basing on the body  
stiffness data of the personal vehicle, the length of the deformation zone in the front of the car and the maximum values of force  
at the crash for a speed of 60 km/h are presented. Results obtained by the authors show that is possible to estimate  
the overloading level during the crash time of a vehicle based on the stiffness characteristic of the car body. The proposed  
methodology can be developed and the advantage of the presented procedure is an uncomplicated useful tool for solving complex 
problems of a vehicle crash. 

Paweł Bałon, Bartłomiej Kiełbasa, Łukasz Kowalski, Robert Smusz 
Thermal Performance of the Thermal Storage Energy With Phase Change Material 

Values of energy supply and demand vary within the same timeframe and are not equal. Consequently, to minimise the amount  
of energy wasted, there is a need to use various types of energy storing systems. Recently, one can observe a trend in which 
phase change materials (PCM) have gained popularity as materials that can store an excess of heat energy. In this research,  
the authors analysed paraffin wax (cheese wax)’s capability as a PCM energy storing material for a low temperature  
energy-storage device. Due to the relatively low thermal conductivity of wax, the authors also analysed open-cell ceramic 
Al2O3/SiC composite foams’ (in which the PCM was dispersed) influence on heat exchange process. Thermal analysis on paraffin 
wax was performed, determining its specific heat in liquid and solid state, latent heat (LH) of melting, melting temperature  
and thermal conductivity. Thermal tests were also performed on thermal energy container (with built-in PCM and ceramic foams) 
for transient heat transfer. Heat transfer coefficient and value of accumulated energy amount were determined. 

Piotr Rybak, Zdzisław Hryciów, Bogusław Michałowski, Andrzej Wiśniewski 
Assessment of the Impact of Wear and Tear of Rubber Elements in Tracked Mechanism on the Dynamic Loads  
of High-Speed Tracked Vehicles 

The operation of high-speed tracked vehicles takes place in difficult terrain conditions. Hence, to obtain a high operational  
relia-bility, the design or modernisation process must be precise and should consider even the slightest details. The article  
presents issues related to the problem of formulating vehicle models using partial models of flexible elements used in tracked 
mechanisms. Changes occurring in the shape and properties of elements such as track pads and roadwheel bandages  
as a consequence of operating conditions are presented. These changes are reflected in the presented elastic–damping  
characteristics of components of the crawler mechanism. Numerical studies have shown that deterioration of chassis suspension 
components after a significant mileage may increase dynamic loads (forces) acting on the running gear. Increased forces  
in the running gear naturally result in increased stresses in the road surface on which the vehicle is travelling, which can pose  
a danger (or excessive wear and tear) to road infrastructure components such as culverts, bridges and viaducts. In the literature, 
model tests of objects are carried out on models that represent new vehicles, and the characteristics of the adopted elements  
correspond to elements not affected by the process and operating conditions. Its influence should not be ignored in the design, 
testing and running of a special vehicle. The tracked mechanism, as running gear, is designed for special high-speed vehicles  
for off-road and off-road driving. Its design ensures high off-road traversability. The dynamic loads originating from off-road driving 
are superimposed on those generated by the engine, drive train and interaction of the tracks with the roadwheels, sprocket, idler 
and supporting tracks return rollers. 

Robert Baran, Krzysztof Michalczyk, Mariusz Warzecha 
Experimental Analysis of Transverse Stiffness Distribution of Helical Compression Springs 

This paper presents the results of an experimental analysis of the distribution of transverse stiffness of cylindrical compression  
helical springs with selected values of geometric parameters. The influence of the number of active coils and the design  
of the end coils on the transverse stiffness distribution was investigated. Experimental tests were carried out for 18 sets of spring 
samples that differed in the number of active coils, end-coil design and spring index, and three measurements were taken  
per sample, at two values of static axial deflection. The transverse stiffnesses in the radial directions were tested at every 30  
angle. A total of 1,296 measurements were taken, from which the transverse stiffness distributions were determined. It was shown 
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that depending on the direction of deflection, the differences between the highest and lowest value of transverse stiffness  
of a given spring can exceed 25%. The experimental results were compared with the results of the formulas for transverse stiffness 
available in the literature. It was shown that in the case of springs with a small number of active coils, discrepancies between  
the average transverse stiffness of a given spring and the transverse stiffness calculated based on literature relations can reach 
several tens of percent. Analysis of the results of the tests carried out allowed conclusions to be drawn, making it possible  
to estimate the suitability of a given computational model for determining the transverse stiffness of a spring with given geometrical 
parameters. 

Yuriy Pyr’yev, Andrzej Penkul, Leszek Cybula 
Research of Dynamic Processes in an Anvil During a Collision with a Sample 

The paper concerns modelling the dynamics of the contact system of the tested sample with an elastic half-space (anvil)  
during their collision. The original elements in the paper include the proposed general approach to solving the problem of contact 
dynamics. The presented approach consists in determining the force of impact on the sample during the collision and the joint  
solution of the problem for the tested sample and the problem for an elastic semi-space under the conditions of the assumptions  
of Hertz's theory. The resulting interaction forces allow the determination of displacements and stresses. 

Bouchmel Mliki, Rached Miri, Ridha Djebali, Mohamed A. Abbassi 
CuO–Water MHD Mixed Convection Analysis and Entropy Generation Minimization in Double-Lid–Driven U-Shaped Enclosure  
with Discrete Heating 

The present study explores magnetic nanoliquid mixed convection in a double lid–driven U-shaped enclosure with discrete heating 
using the lattice Boltzmann method (LBM) numerical method. The nanoliquid thermal conductivity and viscosity are calculated  
using the Maxwell and Brinkman models respectively. Nanoliquid magnetohydrodynamics (MHD) and mixed convection  
are analyzed and entropy generation minimisation has been studied. The presented results for isotherms, stream isolines and en-
tropy generation describe the interaction between the various physical phenomena inherent to the problem including the buoyancy, 

magnetic and shear forces. The operating parameters’ ranges are: Reynolds number (Re: 1– 100), Hartman number 

(Ha: 0– 80), magnetic field inclination (γ: 0°– 90°), nanoparticles volume fraction (ϕ: 0– 0.04) and inclination angle  

(α: 0°– 90°). It was found that the Num and the total entropy generation augment by increasing Re, ϕ: and γ. conversely,  

an opposite effect was obtained by increasing Ha and α. The optimum magnetic field and cavity inclination angles to maximum 

heat transfer are γ =  90° and α =  0. 

Andrew Omame, Fiazud Din Zaman 
Solution of the Modified Time Fractional Coupled Burgers Equations Using the Laplace Adomian Decomposition Method 

In this work, a coupled system of time-fractional modified Burgers’ equations is considered. Three different fractional operators: 
Caputo, Caputo-Fabrizio and Atangana-Baleanu operators are implemented for the equations. Also, two different scenarios  
are examined for each fractional operator: when the initial conditions are u(x, y, 0)  =  sin(xy),  v(x, y, 0)  =  sin(xy),  

and when they are u(x, y, 0)  =  e{−kxy},  v(x, y, 0)  =  e{−kxy}, where k, α are some positive constants. With the aid  
of computable Adomian polynomials, the solutions are obtained using Laplace Adomian decomposition method (LADM).  
The method does not need linearization, weak nonlinearity assumptions or perturbation theory. Simulations are also presented  
to support theoretical results, and the behaviour of the solutions under the three different fractional operators compared. 

Patryk Różyło 
Failure Analysis of Beam Composite Elements Subjected to Three-Point Bending using Advanced Numerical Damage Models 

This paper deals with the experimental and numerical analysis of three-point bending phenomenon on beam composite profiles. 
Flat rectangular test specimens made of carbon–epoxy composite, characterised by symmetric [0/90/0/90]s laminate ply lay-up, 
were used in this study. Experimental testing was carried out with a COMETECH universal testing machine, using special three-
point bending heads. In addition, macroscopic evaluation was performed experimentally using a KEYENCE Digital Microscope  
with a mobile head recording real-time images. Parallel to the experimental studies, numerical simulations were performed  
using the finite element method in ABAQUS software. The application of the above-mentioned interdisciplinary research  
techniques allowed for a thorough analysis of the phenomenon of failure of the composite material subjected to bending.  
The obtained research results provided a better understanding of the failure mechanism of the composite material. 
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Abstract: Throughout the years, many control strategies for adjustable dampers have been proposed, designed to boost the performance 
characteristics of a vehicle. Comfort control strategies such as Skyhook (SH), acceleration-driven damping or power-driven damping have 
been tested many times using simulation models of vehicles. Those tests, however, were carried out using simplified damper models  
– linear or simple bilinear with symmetric characteristics. This article presents the results of examination of the influence of using more 
complex damper models, with friction, hysteresis and time delay of state switching implemented, on the chosen dynamic responses  
of a suspension system for excitations in the typical exploitation frequency range. The results of the test are compared with those found  
in the literature and with the results of simulations performed with a simplified version of the advanced model used. The main conclusion  
is that friction and hysteresis add extra force to the already existing damping force, acting like a damping increase for all analysed control 
strategies. The actuation delays limit the effectiveness in a sense of comfort increasing to only some frequencies. The research shows  
the importance of including the proposed modules in testing for both adjustable and passive dampers. 

Key words: vehicle vertical dynamics, damper model, friction, hysteresis, comfort-oriented control strategies, Skyhook, ADD, PDD

1. INTRODUCTION 

The basic task of a suspension system is to ensure safe inter-
actions between vehicle wheels and the road surface while provid-
ing satisfactory ride comfort and working in a designed motion 
range. Oftentimes, satisfying all those needs at once proves 
impossible [1] as different parameters of suspension elements 
have different optimal values for safety and comfort. Also, the use 
of a damper in a typical configuration between sprung and un-
sprung masses in some situations helps dampen vibrations, while 
in others, it induces them. The need to change the way in which a 
damper works in different situations led to the creation of adaptive 
or semiactive suspension systems. They allow for changing some 
parameters or switching the damping force during one cycle of 
vibration. The idea is not new – the patent for adjustable hydraulic 
shock absorbers was granted in 1957 [2], while control strategies 
for computer models of vehicles were studied as far back as 1973 
[3]. The first widely used control was the comfort-oriented 
Skyhook (SH) strategy [4], which since then was implemented 
numerous times in simulations and real-life applications [5–7]. 
Since then, many more control strategies have been proposed [8], 
including safety-oriented Groundhook [9], acceleration-driven 
damper (ADD) [10, 11, 12] and power-driven damper (PDD) [11, 
13].  

The ADD control strategy minimises the vertical body acceler-
ation (comfort objective) when no road preview is available. Unlike 
the SH control, the ADD control suppressed the resonance and 

amplitude in the middle- and high-frequency bands [12]. This 
strategy uses the same sensors as the SH algorithms and a sim-
ple two-state controllable damper. 

The PDD control strategy provides results comparable with 
those of the ADD control strategy, avoiding, at the same time, the 
chattering effects of the damping control valve [11]. 

Although much research in that field is conducted purely on 
theoretical, simplified vehicle models, the real-life implementation 
of said strategies, while not unseen [14], remains rare. The simpli-
fied suspension models use simplified models of damping forces, 
often utilising the linear damping coefficient [11]. More advanced 
models include nonlinear characteristics and/or asymmetrical 
characteristics. In some cases, dry friction is added, while taking 
damping force hysteresis into account is rare. The same is true for 
properties connected with damping force adjustment, especially 
the delay time between the control signal and damping character-
istic change. 

The authors decided to research into the influence of every 
additional feature of the damper model on the effectiveness of the 
damping control strategy in comparison to the model used as the 
reference model. The subject of research was transfer functions of 
a quarter car model with different damper models (with internal 
friction, hysteresis and activation delay implemented) tested with 
the use of a chirp signal within a frequency range of 0.01–25 Hz. 

The present study aims to test the amount of difference in 
chosen dynamic responses when using a more advanced damper 
model in simulations, with internal friction, hysteresis and activa-
tion delay implemented. Simulations using models with such 

https://orcid.org/0000-0003-4353-550X
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features have been carried out before [15, 16]; however, the aim 
of these models was different from that attempted in this study. 

2. RESEARCH METHOD 

The current research used computer simulations of a vertical 
dynamics model of a quarter car implemented in 
MATLAB/Simulink software. In this research, a set of modified 
quarter car models with different damper models were used for 
the different cases of advanced shock absorber models, as pre-
sented in Tab. 1. 

Tab. 1. Shared features of a quarter car model used in research 

Case 
no. 

Nonlinear 
characteristic 

Friction Hysteresis Delay 

1 ✔ - - - 

2 ✔ ✔ - - 

3 ✔ - ✔ - 

4 ✔ - - ✔ 

5 ✔ ✔ ✔ ✔ 

Case number 1 was chosen as the easiest way to model real 
damper characteristics as static characteristics. Case numbers 2–
5 were also tested in two variants – once without any of the con-
trol strategies and once with one of the three tested strategies – 
SH, ADD or PDD. Other parameters of a suspension were shared 
between all versions of a model – linear stiffness characteristics of 
a tire and suspension (Tab. 2). 

Tab. 2. Shared features of a quarter car model used in research 

Parameter Unsprung 
mass 

Sprung 
mass 

Tire 
stiffness 

Tire damp-
ing 

Suspension 
stiffness 

Unit (kg) (kg) (kN/m) (Ns/m) (kN/m) 

Value 50 400 200 350 30 

The tested models were subjected to excitation, enabling the 
calculation of dynamic responses of suspension in the form of 
transfer functions between excitation and responses important to 
the evaluation of the suspension dynamic performance: 

 suspension deflection for the evaluation of the necessary 
rattle space, 

 sprung mass acceleration and sprung mass displacement for 
evaluation of ride comfort, and 

 cumulative tire force for the evaluation of safety potential. 
The excitation used was a vertical sinusoidal displacement 

with a constant amplitude of 3 mm, which had variable frequency 
starting from 0.0001 Hz up to 40 Hz (Fig. 1). The frequency in-
creases were as follows: 
1. from 0.0001 to 1 in 100 s – 0.0099 Hz/s, 
2. from 1 Hz to 3 Hz in 60 s – 0.0333 Hz/s, 
3. from 3 Hz to 10 Hz in 100 s – 0.07 Hz/s and 
4. from 10 Hz to 40 Hz in 80 s – 0.375 Hz/s. 

Important frequencies when analysing suspension dynamics 
cover a range from 0.5 Hz to 25 Hz. The frequency values change 
in a nonlinear fashion in order to allow more cycles in a lower 

range to occur, which in turn gives better results when calculating 
transfer functions. Frequencies, both below 0.5 Hz and above 25 
Hz, were added to the simulation in order to further stabilise re-
sults of the tfestimate MATLAB function used to estimate the 
transfer function of suspension. 

 
Fig. 1. Changes of the frequency of the input signal over simulation time 

2.1. Advanced adjustable damper model 

The damper model for all cases, in addition to case no. 1 (la-
belled as ‘linear’), had a nonlinear, asymmetric characteristic, 
which was identified after empirical testing of damping forces for 
different levels of control current and averaging these forces to get 
static characteristics [1], as presented in Fig. 1. 

To simplify modelling of the influence of control current on a 
damping force characteristics, the medium static damping charac-
teristics, between the lowest and the highest, were used as a 
base characteristic and multiplied by a specific number dependent 
on the control current and whether the damper was compressed 
or extended (Fig. 2), resulting in a force that is within the range 
defined by maximum nonlinear and minimum nonlinear character-
istics on the graph. This allowed to model damping forces due to 
control strategies changing only control current as the input. 

 

Fig. 2. Damper model static characteristics 

All the versions of a damper model, in addition to case no. 
1,included a model of an adjustable damper with hysteresis, 
friction and actuation delay modelled (switched off individually for 
particular tests). The implementation of this model, based on the 
study mentioned in Ref [17], was described in the study men-
tioned in Ref [16] and is shown in Fig. 3. 

A total of three main modules to model the total damper force 
were applied: 



DOI 10.2478/ama-2023-0001              acta mechanica et automatica, vol.17 no.1 (2023) 
Special Issue "Machine Modeling and Simulations 2022" 

3 

 static damping force, 

 hysteresis force, and 

 friction force. 

 

Fig. 3. Damper model diagram 

The module generating the biggest forces in the damper mod-
el is the static damping characteristics module, which is modelling 
damping force as a function of deflection speed, differing for the 
compression and rebound, and also on the control current if it is 
electrically adjusted damper. For linear and symmetrical charac-
teristics, its damping force can be modelled by simple equations 
(it was applied for a linear damper for case number 1): 

𝐹𝑑 = 𝑐𝑥̇  (1) 

where 𝑐 is the damping coefficient and 𝑥̇ is the damper compres-
sion/extension velocity. 

 In cases of nonlinear and asymmetrical characteristics (in 
case numbers 2–6), nonlinear equations or interpolation of exper-
imental characteristics can be used. Implementing a damper 
model in a MATLAB/Simulink software via the lookup table block 
can be used for the interpolation of the damping force value.  

For the adjustable damper, the interpolation is also necessary 
for the value of damping force in relation to the control current. It 
too can be carried out with a lookup table block (two-dimensional) 
for the three-dimensional shock absorber characteristics. In case 
of a linear relation between control current and damping forces, 

the medium damping 𝐹𝑑𝑆_𝑚 static characteristic can be used, and 

the coefficient to increase or decrease damping force according to 
the value of valve coil current and state of damper work – com-
pression or rebound: 

𝐹𝑑𝑆_𝐼 = 𝐹𝑑𝑆_𝑚 ∙ 𝐾𝐼  (2) 

where 𝐹𝑑_𝑆_𝐼 is the interpolated value of damping force from static 

characteristics for given current, 𝐹𝑑𝑆_𝑚 is the middle static char-

acteristics damping force (for the middle value of valve coil cur-
rent), and 𝐾𝐼  is the coefficient to increase or decrease damping 
force according to the value of valve coil current and state of 
damper work – compression or rebound. For modelled shock 
absorber, formulas for calculating 𝐾𝐼  values according to the 

current value 𝐼𝑐  (0.6 ≤ 𝐼𝑐 ≤1.6 [A]) were determined for com-
pression and rebound, respectively, as follows: 

KIC = −0.55Ic + 1.59 and   KIR = −0.71Ic + 1.74  (3) 

The Simulink implementation of implementation of Eqs (2) and 
(3) is presented in Fig. 4.  

 

 

Fig. 4 Damping force calculation subsystem

The damper hysteresis module is important for high damping 
forces and high velocities. A simple model based on the work 
mentioned in Ref [6] is proposed to model the hysteretic force–
velocity characteristic of the damper. This model is given by the 
following formulas: 

𝐹ℎ = 𝑘𝑥 + 𝛼𝑧 (4) 

𝑧 = 𝐹0 ∙ 𝑡𝑎𝑛ℎ(𝛽𝑥̇ + 𝛿𝑠𝑖𝑔𝑛(𝑥)) (5) 

     where k is the stiffness coefficient which is responsible for the 
hysteresis opening found from the vicinity of zero velocity; a large 
value of k corresponds to the hysteresis opening of the ends; z is 
the hysteretic variable given by the hyperbolic tangent function; β 
is the scale factor of the damper velocity defining the hysteretic 
slope, and the large value of β gives a step hysteretic slope; δ is 
the factor determining the width of the hysteresis through the term 
δsign(x), a wide hysteresis resulting from a large value of δ; and α 
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is the scale factor of the hysteresis that determines the height of 
the hysteresis, and its value depends on the control current. 

On the base of an analysis of the dynamic characteristic of 
tested shock absorber, a formula for the relation between the 
scale factor α and valve coil current 𝐼𝐶  was developed: 

𝛼 = 𝛼0 ∙ (−2.15𝐼𝐶 + 4.45) (6) 

where 𝛼0 is the scale factor α of the hysteresis for middle static 
characteristics damping force. 

The hysteresis force value was dependent on both the sus-
pension deflection and its velocity, as well as on the control cur-
rent value and a number of empirically obtained parameters [19]. 

The internal friction module is modelling force 𝐹𝑇, and it con-
sists of two elements – the value of kinetic friction force and a 
signum function due to the model friction force with the opposite 
sign to the damping force. 

The module modelling response time of a shock absorber is 
based on the model presented in the study mentioned in Refs [7, 
8] and consists of two blocks modelling the delay for the damping 
force increase: 

 dead time 𝑇0, 

 time delay with a time constant 𝑇𝑍. 
Considering that the time response of tested shock absorbers 

depends on the stroke direction and the valve operating state, 
including switching direction (from soft to hard, or vice versa), the 
four different time delays with use of different values of 𝑇0 and 𝑇𝑍 
are calculated in the model and is used according to compres-
sion/rebound movement and switching direction. For tested shock 

absorber, these values were determined to be the same for com-
pression and rebound directions; for switching from soft to hard, 
they were 𝑇0=4 ms and i 𝑇𝑍=5 ms, and for switching from hard to 

soft, 𝑇0=2 ms and i 𝑇𝑍=3 ms. 
This shows that the transfer functions obtained and analysed 

in the research will not be the same as those in the simpler model, 
for example, [11]. However, their general course of variability 
should remain the same with slight changes. The aim of the re-
search designed and presented in this article was to check the 
qualitative and quantitative influence of taking into account friction, 
hysteresis and delay time on the transfer function obtained for 
some comfort-oriented semiactive control strategies for suspen-
sion damping. 

Lastly, the friction force calculation depended on the suspen-
sion deflection velocity; if it was greater than a given threshold, 
then the friction force had a value equal to defined kinematic 
friction (35 N), and if it was smaller, then the kinematic friction 
value was multiplied by a ratio of current suspension deflection 
velocity to the threshold value (Fig. 1). 

𝐹𝑓 = {
35 𝑖𝑓 𝑣𝑑𝑒𝑓𝑙 > 0.1 𝑚/𝑠

35 ∙
𝑣𝑑𝑒𝑓𝑙

0.1
 𝑖𝑓 𝑣𝑑𝑒𝑓𝑙 < 0.1 𝑚/𝑠

   [𝑁] (7) 

All the versions of a model that had a control strategy imple-
mented also had a delay module, which caused the current 
change to occur over a given amount of time. The three modules 
– friction, hysteresis and delay – could be turned on or off to test 
their impact on the model behaviour. 

 

Fig. 5. Friction force calculation subsystem

As stated previously, there were a few versions of a quarter 
car model; two static versions, one was set to maximum damping 
force and one with minimum force; and three versions that had 
different control strategies implemented. The strategies were SH, 
ADD and PDD. For reference, there were also simplified versions 
for each of these, which did not have hysteresis, friction or delays, 
as well as a version with a fully linear characteristic, which was 
used to determine the influence of previously mentioned modules 
in the most basic damper model. These three control strategies 
can be found in many studies, for example, studies given in Refs 
[6, 7, 11, 19]. 

3. TESTING AND SIMULATION RESULT ANALYSIS  
METHODOLOGY 

In the cases analysed, a quarter car model was used contain-
ing a nonlinear damper model with controllable friction and hyste-

resis modules, which could be turned on or off. In addition to the 
damper module, the rest of the model was linear, with the pa-
rameters of the model presented in Tab. 2. For each variant, the 
same excitation was applied – a changing frequency sine wave of 
amplitude 3 mm, with the course of frequency variability shown in 
Fig.1. 

The influence of implementing friction, hysteresis or both the 
factors simultaneously was analysed for three indicators – sus-
pension deflections, cumulative force between the tire and the 
road surface, and sprung mass accelerations for passive dampers 
and semiactive dampers controlled with different strategies. Ana-
lysed indicators allow for the suspension performance evaluation 
in terms of ride comfort, ride safety and kinematic limitations 
caused by the finite work range of the suspension. 

Because these indicators are not defined by a single value, 
but rather as a function of frequency, the tool chosen for the anal-
ysis was the transfer functions between the given indicator and 
kinematic excitation. 
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These functions were calculated using the response signals 
(deflection, cumulative tire force and sprung mass acceleration) 
obtained during simulations, as would be performed for a real-life 
experiments. The transfer functions between these responses and 
kinematic excitation were then calculated in MATLAB using the 
tfestimate function for the nonlinear, passive model without fric-
tion, hysteresis and actuation delay modules, which served as a 
reference to which results for other variants were then compared 
to. The reason why these functions were not calculated based on 
the element characteristics was the nonlinear characteristic of 
control strategies. The resulting transfer functions were then 
plotted as graphs, showing their magnitude as the function of 
frequency, with the range of frequencies from 0.5 Hz to 25 Hz 
being investigated. 

The results for the relative values between a given case and 
the reference model were represented as bar charts to show the 
values for four chosen frequencies – near first resonant frequency 
(ca. 1 Hz), 3 Hz, second resonant frequency (around 10 Hz) and 
maximum tested frequency 25 Hz. 

4. RESULTS 

4.1. Influence of friction, hysteresis and actuation delay  
on the SH strategy 

The first tested control strategy that was the SH strategy. The 
friction and hysteresis affect the work of a damper, as if the damp-
ing force increased the, causing the magnitudes for road excita-
tion to suspension deflection transfer function to decrease (Fig. 6).  

For transfer functions between road excitation and both cumu-
lative tire force and sprung mass acceleration, friction and hyste-
resis caused minor changes in the magnitude  - dropping by at 
most 5 % in comparison to reference model. The increase is 
slightly more significant, especially in the range of 3 to 4 Hz, 
where friction causes a 10% increase, and the hysteresis contrib-
utes to a 20% increase. These values drop significantly, being on 
par with the reference model for cumulative tire force, while for 
sprung mass acceleration, after decreasing to around 102%–
104% of reference value in the range of 9–10 Hz, it increases 

again to a maximum tested frequency of 25 Hz. A delay of 30 ms 
did not have much of an impact on a lower frequency response, 
as expected. With the growing frequency, its influence increases, 
which could be observed for sprung mass accelerations and 
cumulative tire force with the relative increase in magnitude of 
frequencies in the range of 1.5 Hz to 6 Hz. For suspension deflec-
tions, the changes become apparent around 4 Hz value, when 
relative magnitude starts dropping quickly, reaching 75% for 10 
Hz. For higher frequencies it starts going back up, reaching 102% 
for 25 Hz. The drop in value is visible for other analysed values as 
well, along with the increase in relative magnitude for values over 
10 Hz. Because of the nature of excitation, which is periodical, 
researchers theorise this behaviour is caused by the fact that the 
delayed response first starts to act in counterphase to the intend-
ed changes, but after reaching a certain threshold, the change 
from a previous cycle starts to coincide with the next excitation 
cycle, making the strategy work better. This is supported by a test, 
in which a 60-ms delay was added, and the results between 
30 ms and 60 ms were plotted; it was noticed that for 60 ms, the 
analogous changes were happening for lower frequencies. The 
effects of friction, hysteresis and delay combined added up to the 
total effect in the model with all three being active. 

Tab. 3 and Fig. 7 present absolute and relative values of 
transfer functions of suspension deflection for damper model with 
the SH control strategy. Frequency ranges chosen for analysis  
included characteristic frequency bands, such as first and second 
resonant frequencies or maximal tested frequency. 

This way of result presentation was also chosen for the rest of 
results to minimise number of charts in the article and for easier 
interpretation of the obtained results. 

For the SH control strategy, suspension deflections were 
mostly influenced by hysteresis for sprung mass resonant fre-
quency and delay in actuation for unsprung mass resonant fre-
quency. Friction had a less impact on transfer function values 
overall. It can also be noted that all three factors combined 
caused a larger difference in the transfer function value than the 
sum of their individual influences. Fig. 8 presents transfer func-
tions between road excitation and cumulative tire force. Tab. 4 
and Fig. 9 present absolute and relative values of these transfer 
functions for the damper model with the SH control strategy. 

 

Fig. 6. Transfer functions between kinematic excitation and suspension deflection for the SH (SkyHook) control strategy  
           for advanced and simple damper models.  SH, SkyHook
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Tab. 3.  Absolute values of transfer functions from road excitation to suspension deflection (m/m) for SH, SkyHook 

 1st resonant freq. 1 
Hz 

3 Hz 2nd resonant freq. 

10 Hz 

Max. tested freq. 25 
Hz 

Reference 0.82 1.08 1.15 0.18 

Friction 0.77 1.08 1.01 0.18 

Hysteresis 0.65 1.07 0.96 0.16 

Delay 60 ms 0.8 1.08 0.87 0.19 

Fric. + Hyst. + Delay 60 ms 0.6 1.06 0.63 0.16 

 
Fig. 7. Relative values of transfer functions from road excitation to suspension deflection of advanced and simple damper models for SH control 
           strategy.  SH, SkyHook

 
Fig. 8. Transfer functions between kinematic excitation and cumulative tire force for SH control strategy. SH, SkyHook 

Tab. 4.  Absolute values of transfer functions from road excitation to cumulative tire force (N*105/m) for SH, SkyHook 

 1st resonant freq. 

1 Hz 
3 Hz 2nd resonant freq. 

10 Hz 

Max. tested freq. 
25 Hz 

Reference 0.36 0.82 3.05 2.39 

Friction 0.37 0.90 2.85 2.38 

Hysteresis 0.37 1.03 2.98 2.37 

Delay 60 ms 0.37 0.88 2.65 2.37 

Fric. + Hyst. + Delay 60 ms 0.37 1.20 2.53 2.30 
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Fig. 9. Relative values of transfer function magnitudes from excitations to tire force cumulative for the SH control strategy  
           and different shock absorber models.  SH, SkyHook

Cumulative tire forces for the SH strategy were mostly influ-
enced by hysteresis for 3 Hz and delay for 10 Hz. The highest 
changes, in general, were seen for the 3 Hz range, where imple-
mentation of all three advanced options in the damper model 
caused the transfer function value to increase by over 40% com-
pared with the reference model; apart from that, for other frequen-
cies, the change was no larger than 13%. 

Fig. 10 presents transfer functions between road excitation 
and sprung mass accelerations, and Tab. 5 and Fig. 11 present 
absolute and relative values of transfer functions of sprung mass 
accelerations for the damper model using the SH control strategy. 
The influence on sprung mass accelerations of all three factors for 
both resonant frequencies was small, reaching 6% at most; how-
ever, it could be much more clearly seen for 3 Hz and 25 Hz. As 
could be expected, the higher the frequency, more the delay in 
actuation, contributing to over 30% higher transfer function values. 

The influence on sprung mass accelerations of all three fac-
tors for both resonant frequencies was small, reaching 6% at 
most; however, it could be much more clearly seen for 3 Hz and 
25 Hz. As could be expected, the higher the frequency, the more 
delay in actuation of shock absorber valves, contributing to over 
30% higher transfer function values. 

The increase in magnitudes of transfer functions between 
road excitation and cumulative tire force and between sprung 
mass acceleration is significant in the range of 3–4 Hz, where 
friction causes a 10% increase and hysteresis contributes to a 
20% increase. These values drop significantly being on par with 
the reference model for cumulative tire force, while sprung mass 
acceleration after decreasing to around 102%–104% of the refer-
ence value in the range of 9–10 Hz, they increased again up to a 
maximum tested frequency of 25 Hz. 

 
Fig. 10 Transfer functions from kinematic excitation to sprung mass acceleration for the SH control strategy. SH, SkyHook 

Tab. 5. Absolute values of transfer functions from road excitation to sprung mass acceleration the for SH control strategy for different damper models 

Values in (m/m/s2) 1st resonant freq. 1 Hz 3 Hz 2nd resonant freq. 10 Hz Max. tested freq. 25 Hz 

Reference 90 190 460 205 

Friction 90 205 465 225 

Hysteresis 90 230 475 235 

Delay 60 ms 90 200 470 270 

Fric. + Hyst. + Delay 60 ms 90 265 485 325 
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Fig. 11. Relative values of transfer function magnitudes from excitations to sprung mass accelerations for the SH control strategy  

  for different shock absorber models. SH, SkyHook 

A delay of 30 ms did not have much of an impact on lower 
frequency response, as expected. With the growing frequency, its 
influence increased, which could be observed for sprung mass 
accelerations and cumulative tire force as the relative increase in 
magnitude for frequencies in the range of 1.5–6 Hz. For suspen-
sion deflections, the changes caused by delay became apparent 
around 4 Hz value, when relative magnitude started dropping 
quickly, reaching 75% for 10 Hz, after which frequency it started 
going back up, reaching 102% for 25 Hz. The drop in value is 
visible for other analysed values as well, along with the rise in 
relative magnitude for values over 10 Hz. Because of the nature of 
excitation, which is periodical, researchers theorise this behaviour 
is caused by the fact that the delayed response first starts to act in 
counterphase to the intended changes, but after reaching a cer-
tain threshold, the change from a previous cycle starts to coincide 
with the next excitation cycle, making the strategy work better. 
This is supported by a test, in which a 60-ms delay was added 
and the results between 30 ms and 60 ms were plotted; it was 
noticed that for 60 ms, the analogous changes occurred for lower 
frequencies. The effects of friction, hysteresis and delay combined 
once again added up to the total effect in the model, with all three 
being active. 

4.2. Influence of friction, hysteresis and actuation delay  
on ADD strategy 

The second analysed strategy was ADD, and similar patterns 
emerge when analysing the transfer functions (Fig. 12), with 
slightly different values. 

Tab. 6. and Figs. 12 and 13 present absolute and relative val-
ues of transfer functions of suspension deflection for the damper 
model using the ADD control strategy. In general, the influence of 
friction and hysteresis was comparable with that of the SH strate-
gy, with the exception of hysteresis having a greater impact on 
low frequency behaviour, increasing the relative values. Delay, in 
general, has less impact on the all analysed transfer functions; 
however, interestingly, it causes a slight increase (3%–4%) in the 
relative value near the first resonant frequency across the board 
and also for the second resonant frequency (2%–3%) in case of 
sprung mass acceleration and cumulative tire force. For suspen-
sion deflection, the relative magnitude is lowered by the same 
amount of around 3%. 

 
Fig. 12. Transfer functions between kinematic excitation and suspension deflection for the ADD control strategy. ADD, acceleration-driven damper 
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Tab. 6. Absolute values of transfer functions from road excitation to suspension deflection (m/m) for the ADD control strategy for different damper models 

 1st resonant freq. 1 Hz 3 Hz 2nd resonant freq. 10 Hz Max. tested freq. 25 Hz 

Reference 1.28 1.13 1.39 0.19 

Friction 1.22 1.13 1.29 0.19 

Hysteresis 1.21 1.13 1.27 0.19 

Delay 60 ms 1.33 1.13 1.35 0.19 

Fric. + Hyst. + Delay 60 ms 1.15 1.13 1.16 0.18 

 
Fig. 13. Relative values of transfer function magnitudes from excitations to suspension deflections for the ADD control strategy  

             for different shock absorber models. ADD, acceleration-driven damper

 
Fig. 14. Transfer functions between kinematic excitation and cumulative tire force for the ADD control strategy. ADD, acceleration-driven damper 

Tab. 7. Absolute values of transfer functions between road excitation and cumulative tire force (N*105/m) for ADD 

 1st resonant freq. 1 Hz 3 Hz 2nd resonant freq. 10 Hz Max. tested freq. 25 Hz 

Reference 0.37 0.57 3.25 2.43 

Friction 0.36 0.67 3.10 2.42 

Hysteresis 0.36 0.71 3.09 2.42 

Delay 60 ms 0.0.40 0.57 3.22 2.43 

Fric. + Hyst. + Delay 60 ms 0.35 0.78 2.90 2.41 
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Fig. 15. Relative values of transfer function magnitudes from excitations to cumulative tire force for the ADD control strategy  

             for different shock absorber models. ADD, acceleration-driven damper

The ADD control strategy in case of suspension deflections is 
less influenced by the addition of damper model elements like 
friction, hysteresis and especially actuation delay than by the SH 
control strategy. Friction and hysteresis affect the model behav-
iour to almost an identical degree, which does not exceed 10%. 

Tab. 7 and Fig. 14 present absolute and relative (Fig. 15) val-
ues of transfer functions of cumulative tire force for various damp-
er models with the ADD control strategy. 

In terms of cumulative tire force, the influence of hysteresis 
and friction can be seen more clearly, especially for the 3 Hz 
range. The transfer function values there are around 15% to 20% 

higher, when these two model elements are added. The actuation 
delay still does not produce a meaningful change in transfer func-
tion values. 

Tab. 8 and Fig. 16 present absolute and relative (Fig. 17) val-
ues of transfer functions of sprung mass accelerations for the 
damper model with the ADD control strategy. 

Sprung mass accelerations are mostly influenced by hystere-
sis, followed by friction. Delay once again almost does not influ-
ence the results. The highest impact is seen for 3 Hz and 25 Hz 
as was also the case for the SH control strategy. 

 
Fig. 16. Transfer functions between kinematic excitation and sprung mass acceleration for the ADD control strategy. ADD, acceleration-driven damper 

Tab. 8. Absolute values of transfer functions between road excitation and sprung mass acceleration ([m/s2]/m) for ADD 

 1st resonant freq. 1 Hz 3 Hz 2nd resonant freq. 10 Hz Max. tested freq. 25 Hz 

Reference 65 135 430 182 

Friction 63 155 438 200 

Hysteresis 63 168 438 203 

Delay 60 ms 66 135 431 185 

Fric. + Hyst. + Delay 60 ms 63 180 442 230 
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Fig. 17. Relative values of sprung mass accelerations for ADD. ADD, acceleration-driven damper

In general, in a case of the ADD strategy, the influence of fric-
tion and hysteresis was comparable with that in the SH strategy, 
with the exception of hysteresis having a greater impact on low 
frequency behaviour, increasing the relative values. Delay, in 
general, has less impact on the all analysed transfer functions; 
however, interestingly, it causes a slight increase (3%–4%) in the 
relative value near the first resonant frequency across the board 
and also for the second resonant frequency (2%–3%) in case of 
sprung mass acceleration and cumulative tire force. For suspen-
sion deflection, the relative magnitude is lowered by the same 
amount of around 3%.        

 

4.3. Influence of friction, hysteresis and actuation delay  
the PDD strategy 

The last tested control strategy was the PDD strategy. The 
overall impact of friction and hysteresis on the behaviour of the 

model was similar to that of the ADD strategy, with hysteresis 
having relative gain slightly lower by around 12% to 14% points 
for the first and second resonant frequencies, respectively, for 
suspension deflection – Tab. 9. Cumulative tire force and sprung 
mass acceleration functions also have slightly lower relative gains 
for most frequencies, except for the 3–4 Hz range, where the 
relative gain is actually higher by around 10% points. Delay func-
tions a bit differently; it has almost no impact on any of the dynam-
ic responses. The cumulative effects of all three are as previously 
– mostly a sum of individual influences. 

The effects of the PDD strategy are similar to those of ADD, 
with the difference being that in case of PDD, the influence is on 
average 5%–10% higher for hysteresis, while friction and delay do 
not change much. The greatest effects are seen for both resonant 
frequencies. 

Tab. 10 and Figs. 20 and 21 present absolute and relative 
values of transfer functions of cumulative tire force for the damper 
model with the PDD control strategy. 

 
Fig. 18. Transfer functions between kinematic excitation and suspension deflection for the PDD control strategy. PDD, power-driven damper 

Tab. 9. Absolute values of transfer functions between road excitation and suspension deflection (m/m) for PDD 

 1st resonant freq. 1 Hz 3 Hz 2nd resonant freq. 10 Hz Max. tested freq. 25 Hz 

Reference 0.78 1.12 1.08 0.17 

Friction 0.72 1.12 1.01 0.17 

Hysteresis 0.58 1.12 0.88 0.16 

Delay 60 ms 0.78 1.12 1.08 0.17 

Fric. + Hyst. + Delay 60 ms 0.53 1.12 0.72 0.15 
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Fig. 19 Relative values of suspension deflections for PDD. PDD, power-driven damper

 
Fig. 20. Transfer functions between kinematic excitation and cumulative tire force for the PDD control strategy. PDD, power-driven damper 

Tab. 10. Absolute values of transfer functions between road excitation and cumulative tire force (N*105/m) for PDD 

 1st resonant freq. 1 Hz 3 Hz 2nd resonant freq. 10 Hz Max. tested freq. 25 Hz 

Reference 0.42 0.81 2.68 2.34 

Friction 0.42 0.91 2.57 2.34 

Hysteresis 0.46 1.12 2.50 2.31 

Delay 60 ms 0.42 0.81 2.65 2.35 

Fric. + Hyst. + Delay 60 ms 0.46 1.20 2.40 2.29 

 
Fig. 21. Relative values of cumulative tire force for PDD. PDD, power-driven damper
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Similarly to suspension deflection, the effects on cumulative 
tire strength are comparable for PDD and ADD strategies. The 
highest influence is caused by hysteresis, especially for low (1–
3 Hz) frequencies, while friction and delay almost do not play a 

role when it comes to changing transfer function values. 
Tab. 11 and Fig. 7 present absolute and relative (Fig. 23) val-

ues of transfer functions of sprung mass accelerations for the 
damper model with the PDD control strategy. 

 
Fig. 22 Transfer functions between kinematic excitation and sprung mass acceleration for the PDD control strategy. PDD, power-driven damper 

Tab. 11. Absolute values of transfer functions between road excitation and sprung mass acceleration ([m/s2]/m) for PDD 

 1st resonant freq. 1 Hz 3 Hz 2nd resonant freq. 10 Hz Max. tested freq. 25 Hz 

Reference 60 200 450 248 

Friction 58 215 452 260 

Hysteresis 57 254 465 285 

Delay 60 ms 60 200 442 250 

Fric. + Hyst. + Delay 60 ms 56 270 470 305 

 
Fig. 23. Relative values of sprung mass accelerations for PDD. PDD, power-driven damper

Sprung mass accelerations are slightly less affected by the 
advanced damper model elements for the PDD strategy than 
those for ADD, but the highest influences can yet again be found 
for 3 Hz and 25 Hz. Hysteresis plays the largest role in transfer 
function values. 

The overall impact of friction and hysteresis on the behaviour 
of the model controlled by the PDD strategy was similar to that of 
an ADD strategy, with hysteresis having relative gain slightly lower 
by around 12%–14% points for the first and second resonant 
frequencies, respectively, for suspension deflection. Cumulative 
tire force and sprung mass acceleration functions also have slight-

ly lower relative gains for most frequencies, except for the 3–4 Hz 
range, where the relative gain is actually higher by around 10% 
points. Delay functions a bit differently; it has almost no impact on 
any of the dynamic responses. The cumulative effects of all three 
are as previously – mostly a sum of individual influences. 

5. CONCLUSIONS 

In case of simulation testing of the advanced nonlinear model 
of suspension (stiffness and damping suspension forces con-
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trolled by nonlinear strategies), transfer functions have to be 
calculated using response signals (deflection, cumulative tire force 
and sprung mass acceleration) obtained during simulations, as 
would be performed for real-life experiments. After preparing 
simulated signals in the form of time histories, frequency response 
evaluation can be made using the quotient of estimator of cross-
power spectral density of kinematic excitation signals and sus-
pension responses signals and estimator of power spectral densi-
ty of kinematic excitation signals. This method can be implement-
ed with the use of ready-to-use software functions used to esti-
mate transfer functions, for example, MATLAB tfestimate, which 
was proved in the present research.  

The obtained results allow for formulating the following con-
clusions about the influence of friction and hysteresis on transfer 
functions for suspension controlled with various control strategies: 

SH: Friction and hysteresis increase the damping force, caus-
ing the magnitudes for road excitation to suspension deflection 
transfer function to decrease. It has a similar effect on transfer 
functions between road excitation and cumulative tire force, as 
well as sprung mass acceleration, albeit to a lesser degree. 

The decrease in the transfer function of suspension deflection 
for only friction added is smaller for the range of 1 Hz (5%) than 
for the 10 Hz range (10%). Friction and hysteresis decrease trans-
fer function magnitude, respectively, about 22% and 44%. In the 
range of frequencies between sprung mass and unsprang mass 
resonance (between 1 Hz and 10 Hz) and over unsprung mass 
resonance (about 25 Hz), the influence of friction and hysteresis is 
smaller – 3% and 12,% respectively. 

The transfer function for tire forces was mostly influenced by 
hysteresis (for 3 Hz) and delay (for 10 Hz). The greatest increase 
in the transfer function was seen for the 3 Hz range, where im-
plementation of all models friction, hysteresis and delay increased 
this function value by about 40% compared with the reference 
model; apart from that, for other frequencies, the change was no 
larger than 13%. 

Actuation delay makes a little difference for low frequencies, 
but this influence starts growing once 1 Hz frequency is achieved, 
peaking around 3 Hz, when it starts to drop again. In addition to 
changing transfer function values, delay also seems to shift un-
sprung mass resonant frequency to lower by around 1 Hz. 

ADD: The same effects of adding friction and hysteresis to the 
damper model as in SH case can be observed; they act as if 
damping force increased. Delay contribution, while acting in the 
same manner for unsprung mass resonant frequency, actually 
causes the model to behave like damping force was lower for the 
sprung mass resonant frequency. In general, compared with other 
modules, delay plays a much smaller role in the ADD control 
strategy, contributing to at most 5% change for resonant frequen-
cies for either of analysed dynamic responses. Friction, while 
mostly having a similar extent of influence on transfer functions, 
reaches 10% of change in the value for sprung mass resonant 
frequency in the suspension deflection transfer function. The 
highest impact on all transfer functions is caused by hysteresis, 
exceeding 20% in case of tire force. 

PDD: Delay has almost no effect on the transfer functions for 
responses in the PDD control strategy. The effects of friction and 
hysteresis once again mimic the increase in damping force. Also, 
similar to the ADD control strategy, hysteresis seems to play a 
much greater role for all analysed dynamic responses, with even 
higher relative changes – up to 30% for cumulative tire forces. 

The main conclusion is that friction and hysteresis add extra 

force to the already existing damping force, thus acting as if its 
value increased for all analysed control strategies. Hysteresis 
seems to have higher impact than friction for all strategies, reach-
ing up to a 30% relative change (PDD tire force), while friction 
reaches at most 14% (ADD, also tire force). SH and ADD strate-
gies seem to be mildly affected by implementation of actuation 
delay, while the PDD strategy remains practically unchanged until 
15 Hz, where slight changes (no more than 2% relative value) can 
be observed for some of the transfer functions. Its importance can 

potentially be higher, if the actuation delay is 60 ms. 
The research shows the importance of including proposed 

modules in testing for both adjustable and passive dampers. The 
combined effects of all three modules often exceed a 40% relative 
value change, which might lead to greatly overestimated gains 
from implying such theoretically beneficial control strategies. The 
inclusion of friction and hysteresis in the equations defining the 
strategies, to offset their real-life effects on stiffening suspension, 
might yield positive results. As for the effects of actuation delay, 
its influence might be diminished by developing forward scanning 
sensors, which could prepare suspension for upcoming excita-
tions in advance. 
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Abstract: This article presents a description of design work for newly created centrifugal fans. This was done based on the example  
of an innovative solution that uses a change in impeller geometry. In the described solution, this is achieved by shortening and lengthening 
the impeller blades. The development of a technical solution with such properties requires a change of approach in the design process 
compared with classic solutions. Therefore, the following text describes this process from the concept stage to demonstrator tests.  
The principle of operation of such a solution is presented and the assumptions made based on analytical calculations are also described. 
The text also shows a 3D model of the centrifugal fan with variable impeller geometry, made with the help of computer aided design (CAD) 
tools. In the further part, numerical calculations were made on its basis. The finite element method (FEM) calculation made it possible  
to verify the structural strength of the project and its modal properties as well as to verify flow parameters, thanks to the use  
of computational fluid dynamics (CFD) calculations. The next step describes the procedure for testing centrifugal fans with variable rotor 
geometry, which is different from that of fans without this feature. The next part presents the results of research from the tests carried out. 

Key words: centrifugal fan, adjustable fan blade, efficiency, field tests 

1. INTRODUCTION 

The current trend to use more and more efficient machines 
and environmentally friendly ones push for the development of 
numerous technological devices. A similar situation applies to 
rotary machines, which include, among others, fans. The principle 
of operation and construction of fans has not undergone 
significant changes for years. Truly, fans made of light or artificial 
metals are currently appearing on the market, but the principle of 
their work is still the same. 

The problem of fans operating in changing conditions seems 
to be still a challenging task for fan users and designers. 
Basically, the fan is applied to installation according to one, 
nominal working point in which the fan should have the best 
possible efficiency. Unfortunately in many cases, the fan is used 
in installations where changes in the flow parameters take place in 
time. In such cases, it is expected to ensure that fan can be 
operated still with relatively high efficiency. Generally, there are 
two main solutions applied in the case of centrifugal fans that 
need to be regulated. These are regulated by a change of the 
rotational velocity with the use of frequency inverter and radial 
vane inlet control (RVIC) system, where the change of the fan 
characteristic occurs due to a swirl formed in the fan inlet duct. 
The first solution generally ensures the best efficiency of the fan 
with the regulation in a wide range [1–6]. 

Other solutions that were proposed within years are less 
efficient or more demanding from the point of view of difficulties in 
their design or manufacturing. In the first group, there are such 
solutions as fan regulation with the use of throttling devices 

(especially in outlet ducts) and fan regulation with the use of a 
variable geometry system. These are the mainly used two control 
systems. The first one is the regulation by change of the blade 
width, which causes a shift of the fan pressure curve in direction 
of lower (narrower impeller width) or higher (wider impeller width) 
flow rate values. The second solution is based on the change of 
the trailing edge angle of the blade. It is realised by rotation of the 
movable blade end in upward or downward directions. Definitely, 
as shown by currently gathered knowledge, the first solution is 
much less efficient than the second one [1–9]. 

In contrast to both mentioned solutions with regulation method 
via variable geometry, we proposed a completely new idea of 
centrifugal fan regulation [10]. This solution is based on the fact 
that the change in the blade length causes a change in the 
amount of energy inverted within the impeller. The lengthening or 
shortening of the blade length also causes a change in the 
impeller outlet diameter D2 and a change of the velocity triangle 
on the trailing edge. It leads to a change in the flow parameters 
and the characteristics of the centrifugal fan. This simple idea is 
presented in Fig. 1. 

In this article, we describe the designing process of this new 
fan from its conception to manufacturing and testing of the 
prototype. This work widens knowledge about regulation methods, 
their drawbacks and possible application. 

2. ANALYTICAL CALCULATIONS 

In the first step, analytical calculations have been used to 
design the geometry of the basic fan. This basic geometry was 
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then used to find the geometry of the fan with the variable 
geometry. The variability of the basic blade trailing edge diameter 

D2, as well as blade length l, has been assumed as 10% of 
deviations from their basic values. On this basis, the design and 
calculation of the steering mechanism for the adjustment of the 
blade during movement or standstill were made. In this case, 
computational methods from the theory of the construction of 
machines and mechanisms were used. The following subsections 
present the results of each step of the calculation. 

2.1. Evaluation of the basic geometry of the centrifugal fan 

In the first stages of the project, it was assumed that the 
designed centrifugal fan at its basic operating point had a total 

pressure rise of pt = 2500 Pa and volumetric flow rate 
V = 2.78 m3/s, with the nominal rotational speed n = 1500 rpm. On 
this basis, the preliminary geometry of the new fan has been 
designed with the use of analytical methods described in the 
literature [3–6]. As a result, following geometrical data of the 
impeller have been defined (Fig. 1): 

 inlet bore diameter D0 = 384.5 mm; 

 blade inlet diameter D1 = D0; 

 blade outer diameter D2 = 810 mm; 

 diameter of disc and cover of the impeller D22 = 820 mm; 

 the width of the blade on the diameter D1: b1 = 172 mm; 

 the width of the blade on the diameter D2: b2 = 123 mm; 

 blade leading edge angle: 1 = 24°; 

 trailing edge angle: 2 = 29°; 

 number of blades: z = 12. 

 
Fig. 1. Main dimensions of the basic impeller 

The length of the blade l in the basic impeller is equal to 
410.33 mm. Assuming that the change of the D2 diameter in the 

newly designed fan should be in the range of 10%, it means that 
the minimal D2min diameter is equal to 729 mm and the maximal 
D2max diameter is equal to 891 mm. Then, resultant blade 
lengths in minimal and maximal positions will be lmin = 369.30 mm 
and lmax = 451.36 mm, respectively. The geometry of the impeller 
with a blade in minimal, basic (middle) and maximal positions is 
shown in Figs 2–4. Apart from the calculations of the impeller, 
dimensions of the volute casing have been defined. The 
geometrical model of this casing is shown in Fig. 5. The fan inlet 

diameter is 450 mm and the outlet hole from the volute is 
355 mm x 450 mm. The width of the volute casing is equal to 
355 mm. 

 
Fig. 2. Geometrical model of the centrifugal fan impeller with the movable  

 blade in the basic (middle) position 

 
Fig. 3. Geometrical model of the centrifugal fan impeller with the movable  

 blade in minimal position 

 

Fig. 4. Geometrical model of the centrifugal fan impeller with the movable  
 blade in maximal position 
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Fig. 5. Geometrical model of the designed centrifugal fan volute casing  

 with main dimensions 

2.2. Calculations and description of the steering mechanism 

The calculations of the forces acting on the main elements of 
the steering system were carried out based on the relevant 
literature [11, 12]. First, the maximum forces acting on the blade 
supports (pos. 5 and 6, Fig. 6) were calculated, derived from the 
centrifugal force related to the mass of the movable part of the 
blade (pos. 2, Fig. 6). The mechanism in the final version is shown 
in Figs 6 and 7. The translation of the movable blade (pos. 2, Fig. 
6) is executed, along rails (pos. 5 and 6, Fig. 6), by the tie rod 
(pos. 3, Fig. 6). The movement of the strand is possible as a result 
of the rotary motion of the steering disc (item 4, Fig. 6). The 
movement of the steering disk is relative to the rotating shaft and 
hub of the fan.  The control disc is rotated (in relation to the shaft) 
by the link (item 8, Fig. 7), the movement of which is generated by 
the positive coupling of the link with the adjusting drum (item 9, 
Fig. 7). The positive connection of the link with the drum is 
realised through the slots of the helical track, which in fact enables 
the axial movement of the drum along the shaft to be changed to 
the angular movement of the link. The axial movement of the 
drum is ensured by a screw drive independent of the fan drive 
system. The position of the fan blades can be controlled during 
operation and at a standstill position of the fan. The designed 
solution of the moving blade system has special handles for each 
blade (pos. 7, Fig. 6). This handle is also a slider on 2D rails (pos. 
6, Fig. 6). 

The performed FEM calculations allowed for precise shaping 
of the blade made of an aluminum alloy with a thickness of 2 mm. 
The shape of the blade in the final solution is shown in Fig. 8. Its 
weight is equal to 213 g. Based on this mass, the forces acting on 
the tie rod and other elements were calculated, assuming that the 
friction coefficient between the sliding elements was relatively high 
and amounted to 0.5. Finally, the axial force that must be applied 
on the drum to move the blade from the maximum position was 
calculated and it is 12 kN. 

 
Fig. 6. Impeller geometry with tie rods mechanism—parts mounted to the  

  impeller 

 
Fig. 7. Impeller geometry with tie rods mechanism—parts mounted on the  

 drive shaft 

 
Fig. 8. Final form of the  geometrical shape of the movable blade 

3. NUMERICAL CALCULATIONS 

CAD tools are currently one of the most popular solutions for 
designing process support. They allow for the integration of work 
on the shape of the developed solution with strength calculations. 
In the case of technical devices responsible for the transport of 
liquids and gases, flow calculations are also important. They are 
also currently being made with a CAD tool. The following 
subsections present the effects of individual verification stages of 
the project. 

3.1. Geometrical model 

Based on the preliminary choice of the geometry type and 
dimensions, with further calculations of the mechanism done, the 
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3D geometrical model of the fan was prepared. The whole model 
of the designed fan is shown in Fig. 9. In Figs 5–8, the model of 
the volute casing, impeller with adjusting mechanism and the final 
shape of the movable blade are shown. This model was used to 
check if there are any collisions between moving parts in the 
model to prevent serious problems after manufacturing the fan. 
The main parts of the fan that are subject to high inertia forces 
(rotating parts) and resultant forces in the mechanism have been 
optimised with the use of FE analysis. A simplified model of the 
impeller was also used for preliminary CFD calculations to 
calculate fan performance curves. It was needed to estimate the 
range of operation of the newly designed fan. 

 
Fig. 9. 3-D geometrical model of the whole fan designed during the  

  project 

Ultimately, based on the geometrical mode and results of 
numerical simulations, technical drawings of the fan have been 
prepared to enable manufacturing of the fan prototype with a new 
regulation method. 

3.2. FEM simulations 

Based on this step, the calculation of the most vulnerable 
components of the fan with the use of FE analysis has been 
carried out. The main intention was to check if any of these 
components are sufficiently resistant to loads acting during fan 
and mechanism operation. These components were any rotating 
parts (impeller parts and others from adjusting mechanism) and 
other components of the fan that were subject to load. Due to the 
quite complicated mechanism of adjusting the position of the 
movable blades, the calculations to ascertain the strength were 
carried out independently for the individual components of the fan. 
The loads acting on these elements were determined based on 
analytical calculations, taking into account the kinematics of the 
system and the maximum operational loads (rotational speed). 
This approach is used to limit the size of the analysis by limiting 
the size of numerical models, while correctly refining the finite 
element mesh. In the case of modal analysis, FEM calculations 
were carried out for the entire fan rotor assembly to correctly 

identify the frequency and mode of natural vibrations. On the other 
hand, the bolted connections used in the fan were carried out 
analytically. 

In case when the strength of fan components was not 
sufficient, the geometry of that component has been optimised. If 
modifications of the geometry did not succeed, more rigid 
materials have been chosen for such components. That was 
especially visible in the case of the blade, adjusting drum and 
connector. 

In the first step, with the use of the geometrical model, the 
discrete model of the calculated components has been prepared 
according to the best practices [13–15]. These were mostly solid 
models to ensure a more detailed assessment. After that proper 
boundary conditions have been applied and an enabled numerical 
simulation was run. Exemplary mesh generated on the calculated 
component are shown in Figs 10–12. In the case of the adjusting 
drum, the mesh size was about 3 mm, and the numbers of 
TETRA6 elements and nodes in the model were equal to 377,629 
and 215,431, respectively. In the case of the connector mixed with 
TETRA6 and HEXA20, the mesh was used. The basic size of the 
element was 4 mm with local refinement to 2 mm, and the total 
number of elements and nodes in the model was equal to 122,840 
and 216,324, respectively. In the case of the movable blade with 
holder and tie rod, basic mixed TETRA6 and HEXA20 mesh was 
used. The basic size of elements was 3 mm with local refinement 
to 0.5 mm. The total number of elements and nodes, in this case, 
was equal to 128,957 and 221,964, respectively. The results of 
the calculation of these components are shown in Figs 13–15. 
The input basic material adopted for the structural elements of the 
fan (impeller, shaft, blade control mechanism) was steel S355 with 
the yield point Re = 355 MPa. Analytical calculations of the 
system loads showed that the mass of the moving part of the 
blade has a significant influence on the stress effort of the control 
system components. Therefore, it was assumed that the movable 
blade of the impeller would be made of a lightweight material, an 
aluminium alloy. 

Based on the strength calculations, the above assumptions 
were verified. In the case of the adjusting drum, the local high 
stress was found with a maximum value of 330 MPa. This gave a 
safety factor of x = 1.08, which was considered too low. On this 
basis, it was found that these elements should be made of steel 
with a higher yield point and higher safety factors. In the case of 
the movable blade, the local maximum stress concentrations were 
obtained at the level of 298 MPa. The target material was the alloy 
EN AW-7075-T6 with a yield strength of Re-500 MPa, which gave 
the safety factor x = 1.68. 

 
Fig. 10. Mesh generated on the geometrical model of the adjusting drum 
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Fig. 11. Mesh generated on the geometrical model of the connector 

 
Fig. 12. Mesh generated on the geometrical model of one of the most  

    critical assemblies in the model (movable blade connected with  
    holder and tie rod) 

 
Fig. 13. Von-Mises stress distribution (in MPa) along the adjusting drum 

 
Fig. 14. Von-Mises stress distribution (in MPa) along the connector 

 
Fig. 15. Von-Mises stress distribution (in MPa) along the movable blade 

3.3. CFD simulations 

Numerical analysis with the use of CFD flow measurement 
has been realised in the early stage of the fan design process. 
The goal of this analysis was to preliminary evaluate fan 
performance curves in at least a few different positions of the 
movable blade. It was realised for the minimal, maximal and basic 
(middle) positions of the blade. In the first step, a geometrical 
model of the fan with the impeller in three positions was prepared. 
Geometrical models were simplified and in each case, the blade 
was without division for the fixed and movable parts. What is 
more, the impeller shroud and impeller hub were cut to the blade’s 
trailing edge. The flow domain was divided into three parts: inlet 
zone, impeller rotating zone and outlet zone (fan volute casing 
zone). The calculation was carried out with the use of the ‘frozen 
rotor approach’, where terms representing the effect of the 
centrifugal force during impeller rotation with a rotational speed 
equal to n = 1500 rpm are taken into consideration within the 
impeller zone. Each domain was meshed with the use of a 
structural grid and the total number of elements was about five 
million, depending on the blade position and impeller size (grid 
generated in case of blade middle position is shown in Figs 16–
18). To use proper turbulence model, boundary layer with first cell 
y+ value about 30 was created [22–24]. It means that the first cell 
thickness in the case of each domain was as follows:  

 inlet: 0.86 mm, 

 impeller: 0.63 mm, 

 volute: 0.86 mm. 
The growth ratio of the cells in the direction normal to the wall 

was in the range of 1.2–1.25. 
To get the whole set of fan performance curves, each model 

was calculated in at least five different working points. The CFD 
calculations were run using a turbulence two equations model k-ω 
(SST), following the best practices for CFD calculation of 
turbomachinery equipment [25–29]. The inlet boundary condition 
was defined as the velocity inlet to the required volumetric flow 
rate. The outlet boundary condition was chosen as a pressure 
outlet with specified static pressure equal to 0. Additionally, 
turbulence intensity in the inlet and outlet sections has been 
chosen as 5% with the proper value of hydraulic diameter. Since 
maximal pressure rise was estimated at about 3500 Pa, each 
simulation was run as incompressible flow. The density of air in 
the model was defined as 1.2 kg/m³, following the standard 
requirements. 
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Fig. 16. CFD mesh generated on the fan inlet duct 

 
Fig. 17. CFD mesh generated on the impeller with the blade  
              in middle position 

 
Fig. 18. CFD mesh generated on the volute casing 

Any simulations were conducted until the most important flow 
parameters pressure and flow rate converged. As a result, a set of 
fan performance curves has been received (Fig. 19). These are 
the total pressure rise curve, shaft efficiency curve and shaft 
power curve in the function of volumetric flow rate. It must be 
underlined that each simulation was conducted with a simplified 
model of the fan with the movable blade. The movable and fixed 
blades were connected and the whole blade was only shortened 
or lengthened in case of minimal or maximal positions of the 
movable blade. This was because of the preliminary stage of the 
project. The main purpose of this simulation was to estimate the 
fan output in the expected operating range. This made it possible 
to define what to expect in the scope of regulation and, second, to 
define the energy requirements. On this basis, an appropriate 
electric motor was selected. At this early stage of the project, full 
validation of the simulations performed could not be performed 
due to the inability to perform tests on the prototype. However, 

during the simulations, the best experience during the preparation 
of the CFD fan model was maintained, and all the rules related to, 
for example, the quality and type of the mesh of the elements 
used were adhered to. The results of experimental tests on the 
prototype carried out in the final stage of the works, confirmed the 
results obtained from CFD simulation tests. 

 
Fig. 19. Fan performance curves of the designed fan in minimal, basic  

   (middle) and maximal movable blade positions get from CFD  
    simulations 

3.4. Modal analysis 

Modal analysis is a very important step during the designing of 
the new rotating machinery components. During the fan operation, 
there are two main excitation frequencies to be considered in the 
dynamic safety analysis. The first frequency is the result of the 
rotation velocity and in the case of rotation with rotational speed 
1500 rpm is equal to frot = 25 Hz. The second frequency is blade 
passing frequency and is equal to fBPF = 300 Hz in the case of the 
designed fan since it is equipped with 12 blades. Modal analysis 
with the use of numerical techniques (FE analysis) should be 
performed before manufacturing the fan. Such an approach gives 
a chance to prevent high vibration levels and noise emissions 
during fan operation. Thanks to this, the higher durability of the 
most important rotating component as well as the bearing can be 
achieved [3, 4, 17–21]. 

In the case of a designed fan, which can be operated in 
different configurations of the movable blade and can also be 
adjusted with the use of a frequency inverter, the modal analysis 
can be used as a tool to find the most dangerous ranges of 
frequencies. Then these values can be used to prepare guidelines 
for the user to prevent the operation of the fan within these 
ranges. The designed fan needs to be verified with the blade at 
least in a few different blade positions between maximal and 



Piotr Odyjas, Jędrzej Więckowski, Damian Pietrusiak, Przemysław Moczko                     DOI 10.2478/ama-2023-0002 

Challenges in the Design of New Centrifugal Fan with Variable Impeller Geometry 

22 

minimal ones. What is more, modal analysis of a single 
component seems to be not a sufficient source of information 
about the behaviour of such a component when it works in 
connection with others. Because of that, a simulation of the main 
rotating components with the blade in minimal, maximal and 
middle (basic) positions has been conducted. Existing contacts 
between connected elements have been simplified and replaced 
by rigid or beam elements to ensure interaction between these 
components. The geometrical mixed surface and solid model of 
the components calculated during modal analysis are shown in 
Fig. 20. There is an impeller with a movable blade in a maximal 
position. Based on this model, a solid-shell discrete model has 
been prepared. What is more, the shaft was simplified and 
modelled with the use of a beam element. The discrete model is 
shown in Fig. 21. All simulations were carried out with a pre-
stressed model (loads due to rotational movement with a speed of 
1500 rpm and gravity forces). As a result, natural frequencies and 
mode shapes have been identified. These results are summarised 
in Table 1 and the exemplary mode shapes are shown in Figs 22–
29. Beyond normal mode shapes of the impeller (torsion and 
bending modes), there are also visible shapes connected with the 
steering mechanism, especially with the tie rod since they are 
vulnerable to vibration because of their small bending stiffness. 
Many of the natural frequencies (about 300 Hz) are close to the 
blade passing frequency in case of impeller movement with a 
rotational speed of 1500 rpm. Mostly these shapes are bending of 
the tie rod, but not only. 

 
Fig. 20. Geometrical model of the impeller with adjusting mechanism  

and shaft with the blade in the maximal position 

 
Fig. 21. Discrete model of the impeller with adjusting mechanism  

 and shaft 

Tab. 1. The results of the modal analysis of the impeller with the most  
             important components of the regulation mechanism  
             with the blade in minimal, maximal and basic (middle) positions 

No of consecutive 
natural frequencies 

Natural frequency with respect to the position of 
the movable blade (Hz) 

Minimal 
Basic 

(middle) 
Maximal 

1 29.78 29.72 29.7 

2 40.88 40.42 40.7 

3 40.89 40.43 40.71 

4 80.45 79.82 80.41 

5 218.64 246.53 258.62 

6 219.16 246.71 258.74 

7 243.56 256.36 261.28 

8 247.46 256.79 261.45 

9 247.98 282.54 288.41 

10 268.59 299.45 301.85 

11 268.89 300.62 302.39 

12 272.22 301.01 306.46 

13 273.02 301.17 308.41 

14 287.98 301.33 308.44 

15 293.28 305.89 309.8 

16 293.54 306.05 309.98 

17 306.63 307.6 312.53 

18 307.57 307.62 312.55 

19 307.71 308.96 313.68 

20 308.13 308.98 313.79 

21 308.40 309.32 314.17 

22 309.97 326.3 358.85 

23 309.99 326.78 359.18 

24 310.75 330.89 413.46 

25 310.76 333.42 413.73 

 
Fig. 22. Exemplary mode shape of the impeller with the blade in minimal 

position (2nd bending mode shape, natural frequency 40.88 Hz) 
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Fig. 23. Exemplary mode shape of the impeller with the blade in minimal 

position (4th bending mode shape, natural frequency 80.45 Hz) 

 
Fig. 24. Exemplary mode shape of the impeller with the blade in minimal 

position (15th bending mode shape, natural frequency 
293.28 Hz) 

 
Fig. 25. Exemplary mode shape of the impeller with the blade in minimal   
            position (17th bending mode shape, natural frequency 306.63 Hz) 

 
Fig. 26. Exemplary mode shape of the impeller with the blade in basic 

(middle) position (9th bending mode shape, natural frequency 
282.54 Hz) 

 
Fig. 27. Exemplary mode shape of the impeller with the blade in basic 

(middle) position (11th bending mode shape, natural frequency 
300.62 Hz) 

 
Fig. 28. Exemplary mode shape of the impeller with the blade in maximal 

position (9th bending mode shape, natural frequency 288.41 Hz) 
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Fig. 29. Exemplary mode shape of the impeller with the blade in maximal 

position (10th bending mode shape, natural frequency 
301.85 Hz) 

4. FINAL PROJECT 

The end result after the analytical and numerical calculations 
is the preparation of technical documentation of the prototype. 
Then, on this basis, its production is commissioned for further 
testing. Figs 30 and 31 show the developed centrifugal fan with 
variable impeller geometry. The change occurs by shortening and 
lengthening the moving part of the blade (pos. 1). This movement 
is carried out by using a specially designed mechanism (pos. 2), 
which changes the translational movement into a rotational 
movement. 

 
Fig. 30. Prototype of the centrifugal fan impeller with adjusting 

mechanism 

The developed form of the finished solution allows you to 
change the geometry during the operation of the fan. This is 
possible because of the forcing mechanism (pos. 2). It has been 
designed to allow free rotation of the fan shaft inside the 
mechanism. Without this feature, it would be impossible to shorten 
and lengthen the blade during operation. At this stage of the 
project, it was necessary to verify the correctness of the work of 
the entire mechanism regulating the geometry of the impeller. This 

is a necessary step before proceeding with the field tests, which 
are described in the next section. The finished demonstrator is 
shown in Fig. 32. 

 
Fig. 31. Steering mechanism forcing a change in rotor geometry on the 

prototype impeller 

 
Fig. 32. Prototype of the centrifugal fan with variable impeller geometry 

5. FIELD TEST 

Test on the real object was aimed at verification of the 
performance and vibration level of the prototype fan. In the 
following subsections, the results of these measurements are 
summarised. 

5.1. Fan performance testing 

Fan performance curves measured during testing on 
standardised airways are used to evaluate the real capabilities of 
the fan. For example, based on these curves, the fan selection 
process is into the expected application. 

A test stand to measure fan performance curves has been 
prepared following suitable standards [30]. It was a standard test 
method with an inlet-side test duct [30]. The whole stand during 
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measurements is shown in Fig. 33. The fact that between minimal 
and maximal movable blade positions, there is an infinite number 
of possible blade positions, measurements have been conducted 
only in five different positions. These are minimal, maximal and 
three others with an interval equal to 25% of the whole blade path. 
These positions have been named as pos. 0% (minimal), pos. 
25% and pos. 50% (basic-middle), pos. 75% and pos. 100% 
(maximal). To get the data that required to draw fan performance 
curves according to the required standard, measurements were 
conducted in five different working points for each blade position. 
It was realised by throttling of the fan in the inlet duct. The 
received results showed as fan performance curves are presented 
in Fig. 34. These are curves of total pressure rise, shaft efficiency 
and shaft power in function of volumetric flow rate. The received 
results show that the newly designed fan has a wider range of 
operation with efficiency >60%. The range of the pressure 
regulation in the case of constant volume flow rate is about 30%, 
When we consider regulation along exemplary resistance curve 
shown in Fig. 34, fan conventional regulation range is equal to 
0.145 [1, 2]. The minimal efficiency in this case is for the lowest 
blade position and it is about 65%. The highest efficiency is for 
75% opening of the movable blade (pos. 75%) and it is about 
81%. 

 
Fig. 33. Standardised airway system during measurements of the 

prototype fan 
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Fig. 34. Fan performance curves of the designed fan measured with the use of standardised airways. These are curves measured in 5 different positions 

between minimal and maximal with an interval of 25%

5.2. Vibration testing 

The vibration tests were taken during regular operation with 
1500 rpm. 

The reference of the rotating unit rotational velocity was 
measured by the tachometer (laser sensor) on channel 1 (C1). 
The accelerometers were placed on the fixed bearing along the 
shaft axis (channel 2 – C2), on the fixed bearing radial horizontal 
direction (channel 3 – C3), on the fixed bearing radial vertical 
direction (channel 4 – C4), on the fan housing back wall (channel 
5 – C5) and the fan housing side/cylindrical wall (channel 6 – C6). 
The placement of the sensor is presented in Fig. 35. The 
acceleration spectra are presented in Fig. 36. The vibration 
energy represented by the RMS factor is listed in Table 2. 

 
Fig. 35. Placement of the sensors during vibrations tests

 
Fig. 36. Vibrations spectra

Tab. 2. Energy of the vibrations 

C2 C3 C4 C5 C6 

0.49 0.48 0.39 4.95 0.58 

One can observe that the harmonics of the rotational velocity 
(25 Hz) are clearly visible at all measurement channels. As 

identified in the numerical modal analysis and analytical 
calculations, the two main ranges of possible resonances are 
placed at 25 Hz and 300 Hz. The analysis of the measured 
spectra does not provide any evidence of resonance trouble. 
Vibrations of the tie rods (Fig. 30) look to have the local character, 
as presented in the modal analysis results, and do not transfer to 
the bearings and casing. However, that does not exclude possible 
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increased wear of the tie rods and connected components in 
future operations. 

The frequency spectrum level and the RMS value of channel 5 
exceed several times the average level, but one has to keep in 
mind that the placement of the sensor is at the backwall casing 
plate of low stiffness in this particular direction. 

In general, the values presented in Table 2 are satisfactory 
from the point of view of the requirements for industrial fans. 

6. CONCLUSIONS 

Summarising the above sections, the development of a fan 
with variable impeller geometry requires to perform two additional 
tasks, compared with the classic solution. The first is to design a 
mechanism responsible for changing the geometry. In classic 
solutions, this process is not needed because the geometry of the 
fan cannot be changed. The second step requires more 
calculations to verify the project. This is due to the need to verify 
the strength, flow and dynamic properties of different positions of 
the variable geometry system. In the presented solution, the test 
results show that thanks to this type of control of the parameters 
of the radial fan, it will be able to operate with about 60% greater 
change in total pressure increase and a 40% increase in the flow 
rate, and with efficiency >60% while maintaining a constant 
rotational speed of the rotor. Such parameters were obtained by 
assuming that the length of the movable part of the blade is about 
30% of the length of the fixed part. Therefore, it has been shown 
that it is possible to significantly and effectively change the 
operating characteristics of the radial fan without changing the 
rotational speed. 

The results show the great potential of such a solution. In 
many cases, it is possible to replace the control method by using 
a frequency converter, i.e., a variable rotational speed, for the 
proposed method of blade length control. This lowers the 
construction costs of fans, especially those with a higher power, 
where the cost of the inverter is significant. In addition, efficiency 
losses that occur during inverter operation are also eliminated. 
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Abstract: Self-propelled wheelchairs favour the rehabilitation process, forcing the user to be physically active. Unfortunately, in most  
cases, the manual propulsion is not adapted to the individual needs and physical capabilities of the user. This paper presents the results  
of operational tests of a wheelchair equipped with a hybrid propulsion system in which the muscle strength generated by the user  
is assisted by two independent electric motors. The research aimed to investigate the influence of the applied control algorithm  
and the assistance factor (W) on the value of the muscular effort (MA) while propelling the wheelchair with the use of push rims. A modified 
ARmedical AR-405 wheelchair equipped with two MagicPie 5 electric motors built into the wheelchair’s hubs with a power of 500 W  
was used in this research. The tests were carried out on a wheelchair test bench simulating the moment of resistance within the range  
of 8–11 Nm. Surface electromyography was employed for the measurement of MA, specifically, a four-channel Noraxon Mini DTS  
apparatus. The research was carried out on five patients from the group of C50 anthropometric dimensions. The effort was measured  
for four muscles: deltoid–anterior part, deltoid–posteriori part, and triceps brachii and extensor carpi radialis longus. The effectiveness  
of the hybrid propulsion system was observed based on the extensor carpi radialis longus muscle. In this case, for the standard  
wheelchair, the MA ranged from 93% to 123%. In contrast, for a wheelchair equipped with the hybrid propulsion system, at W = 70%,  
the MA was within the range of 43%–75%.  

Key words: assistive technology, wheelchair, electromyogram (EMG), electric propulsion, control 

1. INTRODUCTION    

The wheelchair is the basic device enabling the movement of 
people with physical disabilities. Over the years, wheelchairs have 
developed in many directions, increasing their functionality 
through the ability to overcome obstacles (stairs [1,2], thresholds 
[3], hills [4]) or improving basic functions such as locomotion. The 
locomotive function of the wheelchair is strongly dependent on its 
structure and was developed towards reducing weight and size 
[5], strengthening the frame [6] and adjusting the motion control 
function depending on the person’s disability [7]. Structural im-
provement increasing the safety of movement [8,9] and systems 
facilitating manual propulsion of a wheelchair (e.g. through the 
use of gears) are also subject to research and analysis [10]. How-
ever, the main development trend is the use of electric propulsion 
systems [11,12]. Among the many disadvantages of wheelchairs 
powered solely by electric motors (greater weight [13], like the 
control learning problems [14–16], and difficulties in transporting 
electric wheelchairs in public means of transport [17], the greatest 
disadvantage is the reduction of the user’s motor activity. This 
leads to a limitation of physical rehabilitation, which in turn may 
predispose the user to multiple long-term health problems [13]. 
Therefore, more work is currently being devoted to designing 
hybrid drive systems. When it comes to wheelchairs, a parallel 
hybrid drive (manual–electric) is the most advantageous [18]. In 
the literature, these solutions are also described as assistive 
technology solutions [19]. The main task of these systems is to 

assist the movement of people with physical disabilities, and not 
to completely exclude their physical activity.  

Wheelchairs equipped with assistive technology solutions can 
assist the wheelchair users’ effort by adding tractive torque of a 
specific value transferred by electric motors to the wheelchair’s 
drive wheels. This value can be defined by the user [18,20,21], or 
set by the control algorithms based on signals from additional 
sensors, for example, gyroscopic systems recognising slopes 
[18,20]. Although solutions enabling the setting of the wheelchair 
drive assistance level are presented in works by Cooper et al. 
2002, Oh and Hori 2013, Oh et al. 2014, no studies have shown 
the effect of these settings on the muscular effort parameters. 

Assistive technologies make it possible to reduce the force re-
quired to generate by the operator of a machine or device, and 
are used and popular in many different areas of life. Examples of 
such systems are the steering assist system [22–24] and the 
brake pedal control system [25–27] in motor vehicles, electric 
bicycle drive systems [28–30] or rehabilitation support devices 
[31]. Too low value of the supporting force may hinder or prevent 
the performance of tasks, and in extreme cases lead to overload-
ing the operator’s musculoskeletal system. On the other hand, too 
great a value of supporting force may also be problematic, leading 
to a loss of control precision or the ability to assess the operation 
of the system whose control process is being carried out. Exces-
sive support in muscle-driven propulsion systems can also over-
load the operator’s musculoskeletal system. This paper presents 
the influence of the propelling force assistance factor W settings 
on the muscular effort of the upper limbs of the wheelchair user. In 
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the work, the propelling force assistance factor defined the value 
of the maximum flow rate of electric current supplied to the electric 
motors installed in the wheelchair’s wheels. The test was carried 
out for various wheelchair movement resistances, thus mapping 
various conditions of use, such as driving uphill or driving on 
unpaved surfaces.   

2. METHODS AND MATERIALS 

2.1.  Researched patients   

Five men took part in the tests (Tab. 1) and they were catego-
rised according to height, weight, age, maximum push force of the 
upper limb and wheelchair experience. To ensure comparability 
between patients, their dimensions reflected the 50th percentile of 
anthropometric dimensions according to the European standard 
NEN-EN 979. In order to ensure that people with a similar physi-
cal condition were selected for the study, participants in the same 
age range and having a similar value of the force generated by 
the upper limb were selected. The measurement method for the 
push force was formalised in terms of methodology. A special 
stand was used on which the user, in a seated position, pushed a 
handle connected to a strain gauge towards his knee (Fig. 1). The 
evaluation of the participants’ experience was based on a five-
point scale. This assessment was performed by the examined 
patients, taking into account the time of using the wheelchair, the 
variety of places of its use and the general confidence in moving 
in a wheelchair. Each patient was familiarised with the test proce-
dure and had to fill out a consent form to participate in the re-
search. The authors decided to conduct the research on patients 
without physical disabilities due to the use of prototype propulsion 
system solutions in difficult terrain conditions. The research and 
experimental protocols have been positively evaluated by the 
Bioethical Commission at the Karol Marcinkowski Medical Univer-
sity in Poznań Poland, Resolution No. 513/21 of 24 June 2020, 
under the guidance of Prof. M. Krawczyński for the research team 
led by M. Kukla. The authors obtained written consent of the 
researched person for publication of the research test performed 
with their participation. The data were presented in such a way as 
to ensure complete anonymity. The measurement method and 
data acquisition were carried out following the directives of the 
Bioethics Commission at the Karol Marcinkowski Medical Univer-
sity in Poznań Poland, which are in line with the guidelines of the 
Helsinki Declarations. 

Tab. 1. Comparison of anthropometric features and the level  
             of experience in wheelchair operation of the test subjects.  
             Mean values determined with the 95% confidence interval  
             (p = 0.05) 

 
Height Weight Age 

Push 
force 

Experience 

cm kg Years N [-] 

Subject 1 183 90 32 364 ●●●●● 

Subject 2 179 88 33 322 ●●●●● 

Subject 3 175 110 31 298 ●●●●○ 

Subject 4 178 96 30 309 ●●●○○ 

Subject 5 171 93 33 306 ●●●○○ 

average 176 ± 3 86 ± 9 33 ± 2 302 ± 23 – 

 
Fig. 1. Schematic illustration of the push force measurement system, 

where t is strain gauge force sensor and Fp is push force 

2.2. The tested wheelchair  

The tests were carried out using an ARMedical AR-405 
wheelchair equipped with a prototype hybrid propulsion system 
module (parallel manual–electric hybrid) (Fig. 2) (Patent in the 
Patent Office of the Republic of Poland, no. exclusive rights PL 
239350, 2021) and a conventional version of the AR-405 wheel-
chair.  

 
Fig. 2. The tested AR-405 wheelchair is equipped with a hybrid  

propulsion module. a – power of 500 W installed in the drive 
wheel hubs; b – incremental encoders; c – proprietary control  
system with a gyroscope; d – touch screen controller 

The modified wheelchair was equipped with two BLDC 
MagicPie 5 motors by Golden Motor, with a power of 500 W in-
stalled in the drive wheel hubs (a), as well as incremental encod-
ers (b), a proprietary control system with a gyroscope (c) and a 
touch screen controller (d). The screen was used to select the 
assistance mode and the value of the assistance gain factor W. 
The wheelchair control system was based on a 32-bit STM32F407 
microcontroller operating at a frequency of 100 MHz. The main 
task of the control system was to control the rotational speed of 
the two BLDC motors connected with the wheel rims. The speed 
was measured by two incremental encoders connected to the 
digital inputs configured in counter mode. The signal generated by 
the encoder was counted in quadrature, which increased the 
accuracy of the measurement and allowed to determine the direc-



Bartosz Wieczorek, Łukasz Warguła, Mateusz Kukla         DOI 10.2478/ama-2023-0003 
Influence of a Hybrid Manual–Electric Wheelchair Propulsion System on the User's Muscular Effort 

30 

tion of rotation. The speed value was determined with a base of 
30 ms, using an independent counter. 

The heart of the hybrid propulsion system was the algorithm 
reducing the resistance to movement of the wheelchair resulting 
from changing operating conditions. To move the wheelchair, a 
driving torque MN (1) was generated, being the sum of the electric 
motor torque MSE and muscular strength MM. The MM was only 
part of the total driving torque required to overcome the resistance 

to motion: 

𝑀𝑁 = 𝑀𝑆𝐸 + 𝑀𝑀 (1) 

In the adopted resistance to motion reduction algorithm, the 
driving torque generated by the incorporated electric motors 
results from the value of the constant assistance controlled using 
the assistance factor K and the slope angle (Fig. 3).  

Fig. 3. Schematic diagram of the driving torque MN, muscle strength moment MM, and torque of the electric motor MSE,  
depending on the assistance factor w and the terrain conditions 

In this mode, the system itself adjusts the reduction of re-
sistance resulting from the slope of the terrain, whereas the user 
determines the level of reduction of resistance resulting from the 
type of the surface. The resistance reduction mode does not 
allow the wheelchair to be propelled solely by electric motors. To 
induce movement of the wheelchair in this mode, it is required to 
supply muscular force to the push rings of the wheelchair. 

 
Fig. 4. Characteristics of the MagicPie 3 system by Golden Motor;  
            based on the manufacturer’s data; ηem is the efficiency of electric  
            motor, n is rotational speed, I is electric current, Pin is input power,  
            Pout is output power and U is voltage 

According to the above algorithm, the share of torque provid-
ed by muscles depends on the assist factor W set by the user. 
The user can set the W factor in a range from 0% to 100%, where 
0% meant no electric motor was involved in propelling the wheel-
chair. The value of assistance factor W was used to determine 
the value of the electric motors’ control current. The control cur-
rent was calculated based on the equation taking into account 
experimentally determined correction factors (2). It should be 
noted that the formula for the control voltage u was determined 
experimentally and allowed to calculate the value of the voltage in 
the range from 0 V to 3 V. In this equation, the variable is the 
angle of inclination of the wheelchair α and the assistance factor 
W. In this system, the driving torque of the engine (Fig. 4) is 
proportional to the value of the control signal u. 

𝑢 = 𝛼 ∙ 𝑐 + 𝑟3 ∙ 𝑊 + 𝛿, (2) 

where u is the signal sent to the BLDC motor controller, α is the 
wheelchair angle [o], c is the angle coefficient (0.0075), r3 is the 
gain coefficient in mode 3 (0.0016), W is the assistance factor 
[%] and δ is the offset (1.102) [V]. 
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2.3. Research methodology 

The tests were carried out on the proprietary dynamometer 
for wheelchairs [32] which was used to simulate the resistance of 
movement of the wheelchair and its angle of inclination. During 
one measurement test, the participants performed 30 driving 
phases for 9 different configurations of the tested wheelchair. 
Participants performed driving phases to adjust their speed of 
propulsion to the pace set by the metronome at a rate of 45 beats 
per minute (BPM). Muscle activity (MA) performed during such 
propulsion phases was recorded by the myoMOTION software 
and then transformed and statistically processed. 

The MA measurement that allowed to estimate the effort of 
the muscular system of the upper limb was performed using a 
Noraxon miniDTS surface electromyography apparatus, equipped 
with four measurement channels. The analysis and recording of 
the MA signal were performed with the supplied Noraxon MR3 
software. The muscular effort analysis (MA) concerned four mus-
cles that are involved in propelling the wheelchair: deltoid muscle 
anterior MA1 and posteriori MA2, triceps brachii MA3 and extensor 
carpi radialis longus MA4. These muscles were selected because, 
as shown in previous studies, they show the greatest activity 
when propelling a wheelchair [33]. 

Additionally, to determine the effort of the entire upper limb 
MAarm, the measured effort of all measured muscles was aver-
aged as [3] 

𝑀𝐴𝑎𝑟𝑚 =  
∑ 𝑀𝐴𝑖

𝑛
𝑖=0

𝑛
∙ 100%, (3) 

where MAarm is the effort of the entire upper limb, MAi  is the 
muscular effort of the i-th measured muscle of the upper limb and 
n is the number of muscles measured on the upper limb. 

Before starting the measurement of MA, each patient under-
went a normalisation procedure following the guidelines of the 
electromyogram (EMG) apparatus manufacturer. Round elec-
trodes covered with gel (20 mm in diameter) were used for the 
tests. They were placed in the central part of the examined mus-
cle heads. The measurements were made at a frequency of 
1,500 Hz. The research procedure assumed the performance of a 
normalisation procedure for each patient to check the value of the 
maximum voluntary contraction (MVCmax) of the examined mus-
cles during the static test [33]. This procedure was performed 1 h 
before the actual MVC test. The purpose of the procedure was to 
determine the reference value (MVCmax) necessary for further 
calculations.  

The measured EMG signals were rectified and then 
smoothed using RMS algorithms with a window width of 150 ms. 
The MVC test was then performed. This post-processing method 
utilises a reference value to normalise subsequent EMG data 
series [4]. The output is displayed as a percentage of the MVC 
value, which can be used to establish a common ground when 
comparing data between repetitions and individual patients: 

𝑀𝐴 =  
𝑀𝑉𝐶

𝑀𝑉𝐶𝑚𝑎𝑥

∙ 100%, (4) 

where MA is the muscle effort, MVC is measured during the 
measurement test and MVCmax is the maximum voluntary con-
traction measured during the normalisation procedure. 

The test procedure assumed that the participant would per-
form five pushes with his right hand at a frequency of 30 BPM. 
The entire test procedure was performed on a wheelchair dyna-

mometer on which the resistance to motion was simulated. 
During the test, three values of the torque (m) mimicking the 
moment of the resistance force MR were simulated: 8.14 Nm, 
9.67 Nm and 11.19 Nm. 

3. RESULTS 

The research was performed on a group of five participants 
representing the same group of anthropometric dimensions. 
Each of the participants had the same four muscles tested, for 
which the average muscle effort is presented in Tab. 2. Muscle 
effort of the entire upper limb is also included in these tables. 
The estimation of the entire upper limb muscle effort MAarm was 
a compilation of the average values of the muscular effort of all 
four measured muscles. To determine MAarm, the confidence 
interval p = 0.05 was calculated using the t-Student test for the 
significance level. 

To compare the results obtained for the wheelchair with the 
results obtained for the conventional wheelchair, the tests of the 
same muscles for the wheelchair were repeated for the wheel-
chair with a conventional manual propulsion system – also in-
cluded in Tab. 2. 

Tab. 2. Average results of MA from five participants for the tested values 
of the assistance factor W and the moment of resistance  
to movement m , where: MA1 – MA of deltoid – anterior part,  
MA2 – MA of  deltoid – posterior part, MA3 – MA of  triceps  
brachii, MA4 – MA of extensor carpi radialis longus,  
MAarm – muscular effort of entire limb averaged over the  
measurement of four muscles. The value of MAarm  
was determined with the confidence interval  
for the probability level p = 0.05 (MA, muscle activity) 

W m MA1 MA2 MA3 MA4 MAarm 

- [Nm] [%] [%] [%] [%] [%] 

0% 

8.14 66 126 86 59 84 ± 14 

9.67 94 164 109 87 113 ± 16 

11.1
9 

78 205 126 106 129 ± 26 

25% 

8.14 47 132 82 53 78 ± 18 

9.67 73 161 100 80 104 ± 19 

11.1
9 

78 199 118 101 124 ± 25 

30% 

8.14 54 120 80 49 75 ± 15 

9.67 77 151 94 81 101 ± 16 

11.1
9 

70 177 112 96 114 ± 21 

40% 

8.14 51 129 91 47 79 ± 18 

9.67 81 157 88 72 100 ± 18 

11.1
9 

76 169 108 93 111 ± 19 

50% 

8.14 48 130 84 53 79 ± 18 

9.67 92 155 82 66 99 ± 18 

11.1
9 

85 166 102 89 110 ± 18 

60% 

8.14 51 127 92 59 82 ± 16 

9.67 70 141 82 64 89 ± 16 

11.1
9 

81 151 95 83 102 ± 15 
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70% 

8.14 42 151 90 62 86 ± 22 

9.67 66 147 88 60 90 ± 19 

11.1
9 

78 122 87 82 92 ± 10 

75% 

8.14 50 129 87 66 83 ± 16 

9.67 67 141 96 72 94 ±1 6 

11.1
9 

71 147 93 89 100 ± 15 

Standard 

8.14 66 135 53 92 87 ± 16 

9.67 90 140 83 113 107 ± 18 

11.1
9 

83 143 87 127 110 ± 20 

 
Fig. 5. Diagram showing the entire upper limb muscle effort MAarm  

as a function of the resistance to motion moments for different 
values of the assistance factor W. Effort while driving  
a conventional wheelchair is marked as standard in the diagram 

 
Fig. 6. Diagram of the percentage difference in muscle effort ΔMA  

depending on the value of the assistance factor W for the three 
values of the moment of resistance to motion m.  
MA, muscle activity 

In analysing the effort of the upper limb, it was found that the 
value of the assistance factor W affects the muscular effort (Fig. 
5). Based on the observed data, it was noticed that the greatest 

value of the assistance factor did not always translate into the 
greatest reduction in the effort of the upper limb MAarm. 

The above observation is confirmed by the analysis of the 
percentage difference in the entire hand muscle effort ΔMA de-
pending on the assistance factor W setting (Fig. 6). Based on this 
analysis, it is clear that for each of the three tested moments of 
resistance m, there is a different value of the assistance factor W 
that is the most effective in reducing muscle effort. For the mo-
ment of resistance to motion m = 8.14 Nm, corresponding to 
driving on a paved smooth surface, it was found that the greatest 
reduction in muscle effort was obtained for the assistance factor 
W = 30%, whereas for the moment of resistance to motion m = 
11.19 Nm, it was found that the greatest reduction in muscle effort 
was obtained for the assistance factor W = 70%. 

4. DISCUSSION 

Driving a wheelchair with a hybrid propulsion system requires 
the user to re-learn how to use the wheelchair and to feel its 
kinematics. According to Torkia et al. [34] in 2014, problems with 
the control of manually propelled wheelchairs are divided into four 
types and are related to moving in open space, manoeuvring in 
confined spaces, difficulties for novice users, and barriers and 
circumstances that are unpredictable and specific under certain 
conditions. The basic ones include manoeuvring in a confined 
space, driving through narrow doors, obstacles (thresholds, 
stairs, etc.), moving in crowds and weather difficulties (strong 
wind, rain, snow). The problems with using manual, electric and 
hybrid wheelchairs are similar. However, it is the wheelchairs with 
additional assisting propulsion systems that require the user to 
learn and feel the reaction of controls, also mentioned by other 
researchers [35]. 

In the research conducted, the limit value of the assisting 
torque is also noticed. It can be pointed out that too high a value 
of the assisting torque hinders the process of controlling the 
wheelchair, by increasing the muscular activity, which does not 
result mainly from driving, but from braking the wheels of the 
wheelchair in order to maintain the trajectory of movement. In the 
case of propulsion assistance solutions, the main task of the 
system is to provide additional drive torque to the wheels, as in 
bicycles equipped with such systems. However, in bicycles, it is 
easier to install and use such system [36] than in wheelchairs, 
since the propelling force in wheelchairs is transmitted to two 
wheels, and the direction of travel depends on their speed (or to 
be more precise, on the difference in their speed). Hence, the 
wheelchair user must have the ability to brake the individual 
wheels. Research has shown that too high a value of assistive 
propelling force may increase the muscle effort instead of reduc-
ing it. This phenomenon is also confirmed by the muscular activity 
of a different group of muscles than the group used during the 
pushing phase. An inaptly configured and operated hybrid manu-
al–electric propulsion system will cause jerking of the upper limbs 
holding the push rims. This will have an adverse effect on the 
muscular system, as proved by the above analysis (Fig. 6). The 
phenomenon was precisely demonstrated when riding a wheel-
chair loaded with a small moment of resistance to motion (m = 
8.14 Nm). In this particular case, after exceeding the value of the 
assistance factor W, a decrease in the reduction of muscle effort 
in the upper limb was observed. Moreover, for the highest values 
of the W factor, amounting to 70% and 75%, the high value hin-

70

80

90

100

110

120

130

140

8 9 10 11

M
A

ar
m

 [%
] 

Torque of resistance movement [Nm] 

w=0% w=25% w=30%
w=40% w=50% w=60%
w=70% w=75% standard

-5

0

5

10

15

20

25

30

25% 30% 40% 50% 60% 70% 75%

Δ
M

A
 [%

] 

W 
m = 8.14 Nm m = 9.67 Nm m = 11.19 Nm



DOI 10.2478/ama-2023-0003                     acta mechanica et automatica, vol.17 no.1 (2023) 
Special Issue "Machine Modeling and Simulations 2022" 

33 

ders the wheelchair riding, increasing the effort of the entire upper 
limb. 

The above results are confirmed by the analysis of the ex-
tensor carpi radialis longus muscle responsible for holding the 
hand on the push rims and stabilising the wrist while pushing. 
The analysis of the value of the muscle effort MA4 (Fig. 7) has 
confirmed that the effective value of the W factor depends on the 
value of the moment of resistance that the user must overcome 
to move the wheelchair. It should be noted that as the moment of 
resistance decreases, the accuracy of the factor W calibration 
should be increased before using a wheelchair with a hybrid 
propulsion system. 

 
Fig. 7. Muscle Activity MA4 diagram for the extensor carpi radialis longus 

musclea as a function of the assistance factor W for different  
values of the resistance torque m. MA, muscle activity 

Since the performed analysis of a single extensor carpi radi-
alis longus muscle coincides with the conclusions from the anal-
ysis of the muscle strength of the entire upper limb, it is possible 
to perform the electromyographic examination of this muscle as 
a non-invasive and individual calibration method of the propul-
sion system and the correct selection of the assistance factor W 
value depending on the area where the wheelchair is used. The 
values of the moments of resistance selected in the study have 
been estimated experimentally [35] and correspond to the re-
sistance to motion occurring when riding a wheelchair on an 
even hard surface inside a building (m = 8.14 Nm), on pave-
ments in an urban area contaminated with loose sand (m = 9.67 
Nm) and approaching a paved hill with a slope of 4° (m = 11.1 
Nm). The research fits into the modern trend of designing ma-
chines and devices using the analysis of EMG signals of the 
upper limb muscles, and the recorded values of this signal are 
similar to the results obtained by other researchers [37–39]. 

The conducted research has shown that the increase in the 
assistance factor W is not always reflected in the reduction of the 
muscle effort. In some cases, too high a value of the coefficient 
W will cause disturbances in the free movement of the arm 
driving the wheelchair. In the case of the tests carried out, this 
phenomenon was observed as the pulling movement of the 
grasping hand along with the hand rim in order to perform anoth-
er driving phase. On the basis of the above observations, it was 
found that the value of the assistance coefficient W must be 
adjusted by the wheelchair user individually, depending on his 
physical abilities and the place of use of the wheelchair. Based 
on this observation, a design guideline was formulated. Namely, 
in the case of wheelchair propulsion systems with a manual–

electric hybrid drive, it is imperative to enable the user ability to 
independently adjust the degree of assistance of the drive sys-
tem by an electric motor. 

5. CONCLUSION 

Hybrid propulsion systems are currently one of the most im-
portant directions of wheelchair development. The selection of the 
drive torque value assisting the manual propelling of the wheel-
chair is a problem that includes multiple variables. As a part of the 
works performed, it was established that the most advantageous 
value of assistance factor for a man with a healthy musculoskele-
tal system above the waist up (refers to people with motor disabili-
ties caused by an accident, lumbar section spinal cord injury [L1–
L5] or sacral vertebrae section spinal cord injury [S1–S5] section) 
is within the range of 30 ± 10% when riding on a level and hard 
surface. When riding in conditions of increased load, for example, 
loose sand, the most advantageous value of assistance is 60 ± 
10%, whereas when greater resistance occurs, for example, when 
climbing a ramp with a slope of 4°, the value is 70 ± 10%. The 
beneficial value of the assistance is considered to be the one that 
causes the least MA during movement. It has also been noticed 
that too high a value of the assisting propulsion torque causes 
problems with the control of the wheelchair movement and in-
creases MA. This increased MA concerns a larger group of mus-
cles in the upper limb than in the case of the conventional manual 
propulsion, which may indicate the need to put more force in the 
wheelchair riding control, which is carried out by pushing, but also 
braking the wheels. The presented results apply to people with 
disabilities who do not have problems with muscular dystrophy. In 
the future, the research can be extended to a larger group of 
users with different anthropometric dimensions (C5 and C95).  

Considering the dependencies observed in the study, further 
research directions can be set out to automate the selection of the 
assistance factor W. In further works, the use of sensors deter-
mining the angle of the terrain inclination should be considered. 
Additionally, it would be advantageous to associate the continu-
ous measurement of MA in the hand with the control of the value 
of the support factor. 
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Abstract: According to the Green Deal, the carbon neutrality of the European Union (EU) should be reached partly by the transition  
from fossil fuels to alternative renewable sources. However, fossil fuels still play an essential role in energy production, and are widely 
used in the world with no alternative to be completely replaced with, so far. In recent years, we have observed the rapidly growing prices  
of commodities such as oil or gas. The analysis of past fossil fuels consumption might contribute significantly to the responsible formulation 
of the energy policy of each country, reflected in policies of related organisations and the industrial sector. Over the years, a number  
of papers have been published on modelling production and consumption of fossil and renewable energy sources on the level of national 
economics, industrial sectors and households, exploiting and comparing a variety of approaches. In this paper, we model the consumption 
of fossil fuels (gas and coal) in Slovakia based on the annual data during the years 1965–2020. To our knowledge, no such model,  
which analyses historical data and provides forecasts for future consumption of gas and coal, respectively, in Slovakia, is currently  
available in the literature. For building the model, we have used the Box–Jenkins methodology. Because of the presence of trend  
in the data, we have considered the autoregressive integrated moving average (ARIMA (p,d,q)) model. By fitting models with various  
combinations of parameters p, d, q, the best fitting model has been chosen based on the value of Akaike’s information criterion. According 
to this, the model for coal consumption is ARIMA(0, 2, 1) and for gas consumption it is ARIMA(2, 2, 2). 

Key words: ARIMA model, coal, gas, consumption, Slovakia, prediction 

1. INTRODUCTION 

Passing the Green Deal in 2019, the European Union (EU) 
committed to turn Europe into the first climate-neutral continent. 
According to this, each EU member has set itself goals to be 
achieved by 2030. Slovakia has aimed towards the following 
goals: 

 to reduce greenhouse gas emissions by −20% until 2030 
compared with 2005; 

 to increase the share of energy from renewable sources in 
gross final consumption of energy to 19.2%; 

 to increase the energy efficiency by energy savings that will 
lead to 15.7 [Mtoe] for primary energy consumption and 10.3 
[Mtoe] for final energy consumption [1, 2]. 

Fulfilling these targets requires a reconsideration of the national 
strategy for energies. Fossil fuels are still an important part of the 
Slovak energy mix with a share of nearly 28% [3]. With respect to 
the EU targets, the use of coal should end entirely by 2030. Due 
to reduction of coal use, there has been an obvious switch from 
coal to gas in electricity production recently. In 2019, the volume 
of electricity produced in gas-fired power plants increased by 
about 11% in Europe, whereas the production of coal-fired power 
plants decreased by 24% [4]. In addition to power generation, 
thermal coal is used for operations, such as cement production 
and industrial and household heat applications, where alternatives 
are also being sought. Despite gas being considered the “greener” 
among fossil fuels, such status is only temporary, and in the fu-

ture, part of the gas consumption will be replaced with renewable 
sources (see, for example, Jandačka et al. [5] and Nandimanda-
lam et al. [6]). 

In this paper, we model and forecast coal and gas consump-
tion, respectively, in Slovakia by applying autoregressive integrat-
ed moving average (ARIMA) models. The ARIMA model is com-
monly used for modelling production and/or consumption of fuels. 
Dritsaki et al. [7] built the ARIMA model to forecast oil consump-
tion in Greece. The time series covering the period 1960–2020 
was modelled by the ARIMA(1,1,1) model and the forecasts for 
years 2021–2023 were calculated. Ozturk and Ozturk [8] forecast 
consumption of coal, oil, natural gas, renewable energy sources 
as well as of total energy, respectively, by modelling the historical 
data with the ARIMA models. Based on the predictions until the 
year 2040, they estimated the rate of increase to be between 4% 
and 5% for all the sources except that of the renewable energy 
sources, which have been expected to increase by about 1.6%. 
Akpinar and Yumusak [9] predicted a year-ahead demand for 
natural gas for household and low consumption consumers in 
Turkey. They applied three models – time series decomposition, 
ARIMA model and Holt–Winters exponential smoothing – for 
monthly consumption between the years 2011 and 2014. Among 
these considered models, the ARIMA model performed the best. 
Chaturvedi et al. [10] discussed and compared the performances 
of three models – the seasonal ARIMA (SARIMA) model, the Long 
Short-Term Memory Recurrent Neural Network (LSTM RNN) 
model, the Facebook (Fb) Prophet model and the Indian Central 
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Energy Authority (CEA) model as a reference model – for fitting 
the monthly total and peak energy demand in India. 

Recently, the ARIMA models have been combined with other 
methods for creating hybrid models in order to obtain more pre-
cise results. It is common to incorporate the artificial neural net-
work to model the non-linearity in the data, as the ARIMA model is 
able to describe only the linear relationship between the inputs 
and the output. Manowska et al. [11] forecast the natural gas 
consumption in Poland using the ARIMA–LSTM hybrid model. 
The residuals of the ARIMA model were further modelled by the 
LSTM neural network taking historical consumption and prices of 
energy resources, that is, crude oil, natural gas and thermal coal, 
as predictors of the model. Using this approach, the authors 
achieved the average percentage error of 2%. Based on the 
model, the predictions of natural gas consumption in Poland up to 
the year 2040 were constructed. Wang [12] predicted per capita 
coal consumption in China using the ARIMA-BP combined model. 
Proceeding from the hybrid model that combines the ARIMA 
model and the back-propagation neural network and simply sums 
these two models’ results, Wang improved the model accuracy by 
obtaining the predictions via multiple linear regression with the 
linear fitting of the ARIMA model and the non-linear fitting of the 
BP model as independent variables and the consumption as the 
dependent variable. The energy demand in China and India were 
forecast by Wang et al. [13], applying the rolling metabolic grey 
(MGM) model, the rolling metabolic grey – ARIMA (MGM-ARIMA) 
model and the non-linear metabolic grey (NMGM) model. Here, 
the MGM-ARIMA model combined the grey model and the ARIMA 
model in a different way as in the hybrid ARIMA artificial neural 
network models, mentioned previously. The ARIMA model was 
used to model the MGM model’s residuals to minimise their vola-
tility. According to the comparison of three considered models, the 
MGM-ARIMA model fitted the energy demand of India as the best 
one, and the energy demand of China as the second best, outper-
formed by the NMGM model. South Africa’s energy consumption 
was analysed and predicted by Ma and Wang [14]. They consid-
ered the ARIMA model, the nonlinear grey model (NGM) and the 
nonlinear grey – ARIMA model. Achieving the value of the mean 
average percentage error less than 3%, all three models made 
highly reliable predictions. 

The number of papers providing the prediction models regard-
ing the energy sector in Slovakia is scarce. Recently, Pavlicko et 
al. [15] forecast the electricity consumption in Slovakia by applying 
and comparing two approaches – grey models and multi-layer 
feed-forward back-propagation network. They also proposed a 
new model combining both approaches. Based on this model, the 
authors obtained more accurate maximum hourly electricity con-
sumption per day forecasts, compared with the official load predic-
tions. Brabec et al. [16] presented a non-linear mixed effect model 
that was able to predict the daily consumption of natural gas for 
an individual consumer. This model was applied on daily-recorded 
consumptions of 62 larger commercial entities in Slovakia and its 
performance was compared with performances of the ARIMAX 
and ARX model, respectively. Hošovský et al. [17] modelled the 
daily gas consumption considering three particular types of build-
ings, each in a different town in Slovakia. In the paper, they com-
pared the performance of reg(S)ARMA (the regression model with 
ARMA-modelled time series error terms) with regWANN (the 
regression wavelet neural network) model and the SARMA model 
as a reference model. However, as far as we have found out, no 
prediction model of gas or coal consumption for Slovakia as a 
country has been published. To fill this gap, we propose such 

models applying the Box–Jenkins methodology. These models 
can serve as reference models and the bases for further research. 

This paper is organised as follows: In Section 2, the time se-
ries used for study are characterised and their descriptive statis-
tics are given. In Section 3, we provide the methodology for build-
ing ARIMA models. In Section 4, the results of modelling process 
for coal and gas time series, respectively, are summarised. In 
addition, the forecasts for the next 10 years are made. The last 
section “Discussion and Conclusions” summarises and interprets 
the obtained results, and provides the proposals for future re-
search. All the calculations in the paper were conducted using 
MATLAB software, version R2020b. 

2. CHARACTERISTICS OF DATA 

Data modelled in the paper represent annual values of con-
sumption of fossil fuels in Slovakia. Namely, we analyse gas and 
coal consumption, respectively. The records cover the period of 
years 1965–2020, that is, the data count 56 observations for each 
commodity. The gas data are given in milliards of cubic metres; 
the coal data are given in exajoules. The data are obtained from 
the literature [18]. 

The descriptive statistics of datasets are summarised in Tab. 
1. The value of skewness of the coal data close to zero implies 
that the consumptions in the considered years are distributed 
almost symmetrically around the mean. On the other hand, the 
negative value of skewness for the gas consumption shows that 
higher consumptions dominate. The kurtosis values in both cases 
are greater than 1, indicating too peaked (leptokurtic) distributions. 

Tab. 1. The descriptive statistics for coal and gas dataset, respectively 

Statistic Coal [EJ] Gas [109 m3] 

Minimum 0.08296 0.29853 

Maximum 0.35881 7.17380 

Mean 0.23709 4.28430 

Variance 0.00572 3.78942 

Skewness −0.03980 −0.48146 

Kurtosis 1.79441 2.17448 

Lower quantile 0.17385 2.89133 

Median 0.24985 4.63595 

Upper quantile 0.29202 5.91770 

The presence of outliers, which indicate anomalies in the data, 
is checked by the boxplot. As shown in Fig. 1, there are no outli-
ers in the respective datasets of the commodities. 

3. METHODOLOGY 

In general, the process of modelling and analysing the time 
series contains several steps, namely: 

 graphical analysis of data, identification of components; 

 selection of the model, estimation of parameters; 

 checking the adequacy of the model in relation to the data; 

 forecast of future values. 
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3.1. Pre-analysis of data 

The first step in modelling the time series is its visualisation 
that enables us to identify the presence of particular components.  

 
Fig. 1. Boxplot of dataset (a) coal and (b) gas 

Generally, the time series includes the following components: 

 trend; 

 seasonal; 

 cyclic; 

 residual. 
A trend occurs in the data when there can be observed a long-

term change in the mean either as an increase, or as a decrease. 
However, there are cases when the trend is not monotonic. Sea-
sonality is represented by fluctuations with a fixed frequency. 
These fluctuations are related to the seasonal aspects, such as a 
season of the year, a day in the week, etc. Similar to seasonality, 
cycle is also represented by altering the increase and the de-
crease in the data. Contrary to the seasonal component, these 
fluctuations do not have a fixed frequency. Usually, they are ex-
plained as a consequence of business cycles in economics. The 
residual component represents random changes in the data. Time 
series of residuals should be a white noise. 

A stationary time series does not have a predictable pattern in 
the long-term. Therefore, the time series with trend or seasonality 
is not stationary. The verification of the presence of these compo-
nents in the series can be done by testing the series for stationari-
ty. There exist several stationarity tests. In this paper, we have 
selected the unit root tests, namely the augmented Dickey–Fuller 
(ADF) test and the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) 
test. The ADF test tests the null hypothesis H0: there is a unit root 
in an autoregressive AR model (the data series is not stationary) 
against the alternative that the data series is stationary. The 
KPSS test works in a reverse manner to the ADF test since it tests 
the null hypothesis H0: there is no unit root in an AR model (the 
data series is stationary) against the alternative that there is a unit 
root in an AR model, thus the data series is not stationary. 

The results of these two tests should be interpreted as follows: 

 the time series is stationary when H0 in the ADF test is reject-
ed and H0 in the KPSS test cannot be rejected; 

 the time series is non-stationary when H0 in the ADF test 
cannot be rejected and H0 in the KPSS test is rejected [19, 
20]. 
The non-stationarity in the time series is eliminated by differ-

encing. 

3.2. ARIMA model 

The ARIMA models are based on regression models built on 
the observations themselves and on the residual component of 
the time series. The ARIMA(𝑝, 𝑑, 𝑞) model is given as follows: 

𝑦𝑡
′𝑐𝛼1𝑦𝑡−1

′ 𝛼2𝑦𝑡−2
′ 𝛼𝑝𝑦𝑡−𝑝

′ 𝜃1𝜀𝑡−1𝜃2𝜀𝑡−2 

          𝜃𝑞𝜀𝑡−𝑞𝜀𝑡 (1) 

where 𝑦𝑡
′ is the differenced series, 𝑐 is constant, 𝛼1,, 𝛼𝑝 are 

the coefficients of AR(𝑝) process, 𝑦𝑡−1
′ ,, 𝑦𝑡−𝑝

′  are lagged 

values of the differenced series, 𝜃1,, 𝜃𝑞 are coefficients of the 

MA(𝑞) process and 𝜀𝑡 ,, 𝜀𝑡−𝑞 are independent identically 

distributed error terms with zero mean. 

The parameters of the ARIMA(𝑝, 𝑑, 𝑞) model are as follows: 

 𝑝 is the order of the autoregressive part (the AR process); 

 𝑑 is the degree of differencing involved; 

 𝑞 is the order of the moving average part (MA process) [21]. 
The degree of differencing depends on the stationarity/non-

stationarity of the time series. A stationary time series has 𝑑  0. 
The values of parameter 𝑑  2 seldom occur. The order of the AR 
and the MA processes, respectively, can be estimated from the 
correlogram – a plot of autocorrelation coefficients (ACF), and 
from a plot of partial ACF (PACF). The estimates of the ACF are 
given as follows [20]: 

𝑟𝑘
∑ (𝑦𝑡−𝑦̅).(𝑦𝑡−𝑘−𝑦̅)𝑛

𝑡𝑘1

∑ (𝑦𝑡−𝑦̅)2𝑛
𝑡𝑘1

, 𝑘0,1,, 𝑛 − 1 (2) 

where 𝑦𝑡  are the observations, 𝑦̅ is the average of the observa-
tions; and the estimates of the PACF are given as follows [20]: 

𝑟11𝑟1,

𝑟𝑘𝑘
𝑟𝑘−∑ ( 𝑟𝑘−1,𝑗. 𝑟𝑘−𝑗)𝑘−1

𝑗1

1−∑  (𝑟𝑘−1,𝑗.𝑟𝑗)𝑘−1
𝑗1

, 𝑘1,

𝑟𝑘,𝑗𝑟𝑘−1,𝑗 − 𝑟𝑘𝑘 . 𝑟𝑘−1,𝑘−𝑗 , 𝑗1,2,𝑘 − 1.

 (3) 

The methodology for estimating the parameters of the ARIMA 
model from its ACF and PACF can be found in the literature [20]. 

(a) 

(b) 
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However, such estimation of the parameter orders is subjective; 
therefore, it is more convenient to use it as a supporting infor-
mation. 

In this paper, several ARIMA models with different combina-
tions of parameters are fitted to the time series. The coefficients of 
each model are found as maximum likelihood estimates. The best 
fitting model is chosen according to the smallest value of Akaike’s 
information criterion (AIC) [21] 

AIC − 2 log(𝐿) 2(𝑝𝑞𝑘1), (4) 

where log(𝐿) denotes the maximised value of log likelihood 

function, 𝑝, 𝑞 are the parameters of ARIMA model, 𝑘  1 if con-
stant 𝑐  0 and 𝑘  0 if 𝑐  0. 

3.3. Verification of the ARIMA model 

When the model is selected and the coefficients are estimat-
ed, we need to verify the model by checking whether the residu-
als, given as 

𝑒𝑡𝑦𝑡 − 𝑦𝑡̂ , (5) 

are a white noise. Here 𝑦𝑡̂  are the modelled values. A sequence 

of random variables 𝜀𝑡 is said to be a white noise under these 
conditions: 

 the mean is zero, 𝐸(𝜀𝑡)0; 

 the variance is constant, 𝐷(𝜀𝑡)𝜎2; 

 random variables are not correlated,  

𝑐𝑜𝑣(𝜀𝑡 , 𝜀𝑡−𝑘)𝑐𝑜𝑣(𝜀𝑡 , 𝜀𝑡𝑘). 

Furthermore, if the random variables 𝜀𝑡 are drawn from the 

standard normal distribution (𝜀𝑡𝑁(0, 𝜎2)), they are called 
Gaussian white noise. 

The absence of correlation among the residuals is tested by 
the Ljung–Box Q test that tests the null hypothesis H0: the residu-
als are not correlated, against the alternative that the residuals are 
correlated. When the H0 is rejected, the considered model of the 
time series is not adequate and it needs to be changed. 

Zero mean of residuals is tested using the t-test, when we test 
the hypothesis H0: the data come from a normal distribution with a 
mean equal to zero and unknown variance, against the alternative 
hypothesis HA: the population distribution does not have a mean 
equal to zero. 

The homoscedasticity (constant variance) of residuals is test-
ed by the two-sample F-test for equal variance. The normality of 
residuals can be tested by the Kolmogorov–Smirnov (KS) test or 
the Anderson–Darling (AD) test. 

The performance of the model for fitting the data may be also 
considered by the following measures: 

 the root mean square error (RMSE) 

RMSE√
1

𝑛
 ∑ 𝑒𝑡

2𝑛
𝑡1  (6) 

 the mean absolute percentage error (MAPE) 

MAPE
1

𝑛
. ∑

|𝑒𝑡|

𝑦𝑡

𝑛
𝑡1 . 100% (7) 

 the mean percentage error (MPE) 

MPE
1

𝑛
 ∑

𝑒𝑡

𝑦𝑡

𝑛
𝑡1  (8) 

Here 𝑛 is sample size. 

4. RESULTS 

In this section, we summarise the results obtained when mod-
elling the coal and the gas time series, respectively, in accordance 
with the procedure described in the Methodology section. 

4.1. Coal time series 

The visualisation of the time series is presented in Fig. 2. As 
we can see, the series is obviously decreasing with no fluctuations 
of a fixed frequency.  

 
Fig. 2. The time series of coal consumption in Slovakia  

during the years 1965–2020 

The presence of trend is indicated also by the correlogram of 
the time series (Fig. 3). The slow decrease of the ACF is caused 
by a strong correlation between the consecutive observations. 

 
Fig. 3. The correlogram of the coal time series 

We conduct the unit root tests on the significance level 

𝛼0.05. The p-value of the ADF test and the KPSS test, respec-
tively, are summarised in Tab. 2. 
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Tab. 2. Unit root tests for the coal time series 

Original time series ADF test KPSS test 

p-value 0.2845 0.0100 

According to the p-value of the ADF test, the null hypothesis 
cannot be rejected on the significance level 𝛼0.05; according to 
the p-value of the KPSS test, we reject the null hypothesis on the 

significance level 𝛼0.05. The time series is non-stationary. 
To eliminate the trend in the data, we replace the original se-

ries with the series of differences between the consecutive obser-
vations. This time series of first-order differences is also tested for 
stationarity. The p-value of the ADF test and the KPSS test, re-
spectively, are presented in Tab. 3. 

Tab. 3. Unit root tests for the first-order difference series (coal) 

Series of first-order differences ADF test KPSS test 

p-value 0.0159 0.0449 

According to the p-value of the ADF test, we reject the null 
hypothesis on the significance level 𝛼0.05; according to the p-
value of the KPSS test, we also reject the null hypothesis on the 

significance level 𝛼0.05. Because of the conflicting results of 
both tests for the series of differenced data, we cannot make any 
conclusions whether this series is stationary or not. Therefore, we 
calculate the differences of the consecutive observations of the 
differenced time series and test the stationarity of the time series 
of second-order differences. We summarise the p-value of the 
ADF test and the KPSS test, respectively, in Tab. 4. 

Tab. 4. Unit root tests for the second-order difference series (coal) 

Series of second-order differences  ADF test KPSS test 

p-value 0.0010 0.1000 

On the significance level 𝛼  0.05, we reject the null hypoth-
esis of the ADF test, while we do not reject the null hypothesis of 
the KPSS test. We may conclude that the series of second-order 
differences is stationary. 

We fit the ARIMA models with parameters considered as fol-
lows: 

𝑑{1,2};  𝑝{0,1,2};  𝑞{0,1,2}. (9) 

The values of parameter 𝑑 are determined by results of the 
unit root tests; the values of the other two parameters are consid-
ered to not exceed 2 because higher values occur only seldom. 
The best fitting model is chosen according to the AIC value. The 
ARIMA models along with their AIC values are in Tab. 5. 

Tab. 5. The fitted ARIMA models 

ARIMA model 𝐥𝐨𝐠(𝑳) AIC 

(1,1,0) 159.299 −314.597 

(0,1,1) 159.011 −314.022 

(1,1,1) 160.896 −315.792 

(2,1,0) 160.158 −314.315 

(0,1,2) 159.637 −313.274 

(1,1,2) 160.937 −313.874 

(2,1,1) 160.925 −313.849 

(2,1,2) 162.585 −315.171 

(1,2,0) 154.658 −305.316 

(0,2,1) 160.246 −316.492 

(1,2,1) 160.275 −314.550 

(2,2,0) 157.471 −308.942 

(0,2,2) 160.273 −314.546 

(1,2,2) 160.275 −312.551 

(2,2,1) 160.465 −312.929 

(2,2,2) 162.163 −314.327 

The smallest value of the AIC is achieved by the 

MA(0,2,1) model, which means that the second-order differ-

ences of time series follow the MA(1) model in the form 

𝑦𝑡
′′𝜀𝑡 − 0.859𝜀𝑡−1 (10) 

where 𝑦𝑡
′′ is a series of second-order differences, 𝜀𝑡 , 𝜀𝑡−1 are the 

independent identically distributed error terms with zero mean. 
The model fitted to the time series is depicted in Fig. 4. 

We verify the model by checking the residuals. The results of 
the tests are summarised in Tab. 6. 

Tab. 6. The p-values of the tests for verification of the model 

Ljung-Box 
Q test 
(p-value) 

t-test 
(p-value) 

Two-sample 
F-test 
(p-value) 

AD test 
(p-value) 

0.8534 0.4028 0.0626 0.2188 

According to the p-values of all the tests, we may conclude 

that on the significance level 𝛼  0.05, the residuals of the model 
are not autocorrelated and are normally distributed with constant 
variance. Thus, the residual time series is a white noise. 

 
Fig. 4. Model ARIMA(0,2,1) fitted to the coal time series 

The performance of the model is assessed by the measures 
RMSE, MAPE and MPE, respectively; the results are given in 
Tab. 7. The measure MPE indicates that the majority of errors is 
negative, which means that the model systematically overesti-
mates the reality. According to MAPE, the mean absolute per-
centage error between the consumption of coal predicted by the 
model and the actual consumption is 4.75%. 
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Tab. 7. Performance of the ARIMA(0,2,1) model for the coal time series 

RMSE MAPE MPE 

0.0138 4.7506 0.9684 

Based on the fitted model, we may forecast future coal con-
sumption. The forecasts for years 2021–2030 are presented in 
Tab. 8 and visualised in Fig. 5. 

Tab. 8. The forecast of coal consumption for years 2021–2030 

Year Point 

forecast 

Lower 95% 

confidence level 

Upper 95% 

confidence level 

2021 0.072525 0.04462 0.10042 

2022 0.06207 0.01896 0.10519 

2023 0.05163 −0.00573 0.10900 

2024 0.04119 −0.03039 0.11277 

2025 0.03075 −0.05531 0.11681 

2026 0.02031 −0.08063 0.12125 

2027 0.00987 −0.10641 0.12614 

2028 −0.00057 −0.13267 0.13152 

2029 −0.01102 −0.15943 0.13740 

2030 −0.02146 −0.18669 0.14378 

 
Fig. 5. Coal consumption in years 1965–2030  
           (actual values and forecast) 

4.2. Gas time series 

The visualisation of the gas time series is in Fig. 6. As we can 
see, the series is increasing with no obvious seasonality. 

Similarly as in the coal time series, the presence of a trend is 
indicated also by the correlogram of the time series (Fig. 7) where 
the ACF only slowly decrease. 

We conduct the unit root tests on the significance level 

𝛼  0.05. The p-values of the ADF test and the KPSS test are 
presented in Tab. 9. 

According to the p-value of the ADF test, the null hypothesis 

cannot be rejected on the significance level 𝛼  0.05; according 
to the p-value of the KPSS test, we reject the null hypothesis on 
the significance level 𝛼  0.05. This proves our assumption that 
the time series is non-stationary. 

To eliminate the trend in the data, we transform the series by 
differencing. Then we test the stationarity of the first-order differ-

ence series and draw a conclusion from the p-values of the ADF 
test and the KPSS test (Tab. 10). 

 
Fig. 6. The time series of gas consumption in Slovakia  

during the years 1965–2020 

 
Fig. 7. The correlogram of the gas time series 

Tab. 9. Unit root tests for the gas time series 

Original time series ADF test KPSS test 

p-value 0.8200 0.0100 

Tab. 10. Unit root tests for the first-order difference series (gas) 

First-order difference series  ADF test KPSS test 

p-value 0.0046 0.0327 

Just as for the coal time series, according to the p-value of the 
ADF test, we reject the null hypothesis on the significance level 

𝛼  0.05. According to the p-value of the KPSS test we also 
reject the null hypothesis on the significance level 𝛼  0.05. 
Because of the conflicting results of both tests for the first-order 
difference series we cannot make any conclusions whether the 
series is stationary or not. We replace this series with the series of 
the differences of its consecutive observations and test the sta-
tionarity of such second-order difference series. Tab. 11 presents 
the p-values of the ADF test and the KPSS test. 

Tab. 11. Unit root tests for the second-order difference series (gas) 

Second-order difference series  ADF test KPSS test 

p-value 0.0010 0.1000 

3
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On the significance level 𝛼  0.05 we reject the null hypothe-
sis of the ADF test, while we do not reject the null hypothesis of 
the KPSS test. We may conclude that the second-order difference 
series is stationary. 

We fit the ARIMA models with parameters considered as fol-
lows: 

𝑑{1,2};  𝑝{0,1,2};  𝑞{0,1,2}. (11) 

Again, the values of parameter 𝑑 are determined by results of 
the unit root tests. The best fitting model is chosen according to 
the smallest AIC value. The ARIMA models along with their AIC 
are in Tab. 12. 

Tab. 12. The fitted ARIMA models 

ARIMA model 𝐥𝐨𝐠(𝑳) AIC 

(1,1,0) −30.391 64.782 

(0,1,1) −30.495 64.990 

(1,1,1) −30.324 66.647 

(2,1,0) −29.997 65.995 

(0,1,2) −29.216 64.432 

(1,1,2) −27.788 63.577 

(2,1,1) −27.995 63.991 

(2,1,2) −27.788 65.576 

(1,2,0) −40.226 84.452 

(0,2,1) −30.115 64.229 

(1,2,1) −29.342 64.685 

(2,2,0) −31.455 68.910 

(0,2,2) −28.829 63.658 

(1,2,2) −28.708 65.415 

(2,2,1) −29.285 66.569 

(2,2,2) −25.210 60.419 

The smallest value of the AIC is obtained by the 

MA(2,2,2) model, which means that the series of second-order 
differences follow the ARMA(2,2) model in the form 

𝑦𝑡
′′ − 1.1375𝑦𝑡−1

′′ − 0.3978𝑦𝑡−2
′′ 𝜀𝑡 − 0.8086𝜀𝑡−2 (12) 

where 𝑦𝑡
′′ is the second-order difference series, 𝜀𝑡 , 𝜀𝑡−2 are the 

independent identically distributed error terms with zero mean. 
The model fitted to the time series is shown in Fig. 8. 

We verify the model by checking the residuals. The results of 
the tests are summarised in Tab. 13. According to the p-values of 
the tests, we may conclude that on the significance level 
𝛼  0.05, the residuals of the model are not autocorrelated, they 
have constant variance but do not come from the normal distribu-

tion 𝑁(0, 𝜎2), that is, the residual time series is a white noise, 
not Gaussian white noise. 

The performance of the model is assessed by the measures 
RMSE, MAPE and MPE; the results are given in Tab. 14. 
The value of MPE indicates that the majority of errors is positive, 
which means that the model systematically underestimates the 
reality. According to the value of MAPE, the mean absolute per-
centage error between the consumption of gas predicted by the 
model and the actual consumption is 7.88%. 

Based on the fitted model, we predict the annual gas con-
sumption. The forecasts for years 2021–2030 are given in Tab. 15 
and visualised in Fig. 9. 
 

Fig. 8. The model ARIMA(2,2,2) fitted to the gas time series 

Tab. 13. The p-values of tests for verification of the model 

Ljung-Box 

Q test 

(p-value) 

t-test 

(p-value) 

Two sample 

F-test 

(p-value) 

AD test 

(p-value) 

0.8489 0.5287 0.4288 0.0258 

Tab. 14. Performance of the ARIMA(0,2,1) model for the gas time series 

RMSE MAPE MPE 

0.3824 7.8804 0.3135 

Tab. 15. The forecast of gas consumption for years 2021–2030 

Year Point 

forecast 

Lower 95% 

confidence level 

Upper 95% 

confidence level 

2021 4.8126 4.0378 5.5875 

2022 4.8620 3.7920 5.9320 

2023 4.8091 3.5133 6.1048 

2024 4.7933 3.1506 6.4360 

2025 4.7736 2.8838 6.6634 

2026 4.7439 2.5213 6.9665 

2027 4.7277 2.2143 7.2411 

2028 4.6993 1.8550 7.5436 

2029 4.6801 1.5114 7.8489 

2030 4.6547 1.1438 8.1656 

 
Fig. 9. Gas consumption in years 1965–2030 (actual values and forecast) 

3
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5. DISCUSSION AND CONCLUSIONS 

In the paper, we modelled the time series of coal and gas 
consumption, respectively, in Slovakia during the years 1965–
2020 by applying the ARIMA(𝑝, 𝑑, 𝑞) models. Because of the 

trend in each time series, parameter 𝑑  0. After fitting several 

models with various combinations of parameters 𝑝, 𝑑, 𝑞, we have 
chosen the ARIMA(0,2,1) model for the coal consumption and 

the ARIMA(2,2,2) model for the gas consumption, respectively, 
as they achieved the smallest values of AIC. The results of the 
Ljung–Box test verified that for each time series, the chosen 
ARIMA model explains all the autocorrelation in the series, there-
fore it is adequate for modelling the actual time series and can be 
used for predicting future values. The values of MAPE less than 
10% (4.75% for coal and 7.88% for gas) indicate that the fitted 
ARIMA models provide reliable predictions. 

Based on the constructed forecasts, we can formulate the fol-
lowing conclusions: 

 coal consumption shall follow the decrease that has been 
observed in recent years. According to the forecast, close to 
zero coal consumption will be achieved between years 2027 
and 2028. Such a scenario is in agreement with the obliga-
tions of Slovakia to finish the electricity production from coal 
by 2030 (as electricity production alongside households heat-
ing is one of main coal consumers); 

 the gas consumption in the next decade exhibits a very mild 
decrease, almost a stagnation. 
Although there is no other model that can be used for compar-

ison, we can compare our predictions of the gas consumption with 
official predictions reported by the Ministry of Economy of Slovak 
Republic. The ministry issues annually a Report on the results of 
gas supply security monitoring (Správa o výsledkoch moni-
torovania bezpečnosti dodávok plynu), where it is summarised the 
consumption, the production and the import during the year. In 
addition, the ministry provides the prognosis of development in the 
consumption and the production for the following period, including 
the predictions for the next 5 years. The predictions for years 
2021–2025 are presented in Tab. 16. The methodology for obtain-
ing the forecasts declared by the ministry is not available. 

Tab. 16. Predictions of gas consumption for years 2021–2025 

Year 

Gas consumption [109 m3] 

Predictions from the 
Ministry of Economy [22] 

Point forecasts from 
the ARIMA(2,2,2) model 

2021 5.1 4.8126 

2022 5.0 4.8620 

2023 5.0 4.8091 

2024 5.0 4.7933 

2025 5.0 4.7736 

According to the report [22], the Ministry anticipates the stag-
nation of consumption on the level of approx. 5.0 [109 m3] in the 
upcoming years. In our predictions, we observe that after the 
increase in previous years, the consumption should start to slowly 
decrease. This predicted decrease of consumption can be caused 
by the situation in 2020. The COVID-19 pandemic brought re-
strictions to our everyday lives, influencing everything, including 
the industrial sector as the main gas consumer in Slovakia. To 
avoid the influence of unpredictable changes in 2020, Wang et al. 
[23, 24] suggested to consider the consumption from a COVID-

free scenario simulation instead of the real consumption in 2020. 
It is of further research to estimate the influence of the pandemic 
on the future gas consumption, comparing the predictions for the 
original time series and the time series adjusted by the simulation. 

To sum it up, the target to build a prediction model for the coal 
and the gas consumption, respectively, in Slovakia has been 
achieved. Both ARIMA models provide very good fit to the time 
series. Taking these results as reference models, we can carry on 
with the research in the future by applying other approaches, such 
as artificial neural networks, grey models, and by building hybrid 
models in order to improve the fit of the model to the data, and to 
obtain more precise predictions. 

Making responsible energy policy requires trustworthy predic-
tions. Therefore, we hope that the proposed models will be of help 
to the authorities when preparing future strategies. 
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Abstract: This paper deals with a solution for faster and safer boarding and leaving of passengers at railway station platforms  
from 150 mm to 550 mm higher than the head of the rail. This conception is based on the requirements of railway infrastructure  
administrators, transporters and also manufacturers of passenger rolling stock. This device is designed for the new double-deck railway 
vehicle for suburban and regional transport, which fulfils legislative and normative requirements that are specified for the selected area  
of vehicle construction and operational features. Selected parts of the construction were verified through a series of simulation analyses. 
This article also includes a study that deals with optimization of the boarding area considering designed changes in the construction  
of the floor and a draft for modification of the vertical clearance of the boarding entrance area in a rough construction of the vehicle. 

Key words: double-deck railway vehicle, boarding system, railway station platform, simulation, FEA

1. INTRODUCTION 

Recently, the number of passengers and goods transported 
by rail has been growing significantly. This can also be seen as a 
result of the European Union’s commitment to carbon neutrality by 
2050 [1, 2]. In this case, railway transport becomes friendly, safe 
and sustainable. This calls for significant renewal, modernization 
and expansion, in the means of transport and infrastructure [3–9]. 

One manner of reaching transport efficiency is related to the 
reduction of transport time. This can be achieved by increasing 
the maximum speed of vehicles. Another way is connected to 
lowering the time for boarding and leaving, because it reduces a 
train’s stop time [10]. This is also related to limiting the use of 
additional stairs and platforms as they are very often not suited to 
a train and rail platform leading to unsafe situations with respect to 
health [11, 12]. 

The European Commission has set in its regulations two plat-
form heights on newly built or reconstructed railway tracks [13, 
14]. Subsequently, the development of the vehicles is adapted to 
these platform heights so that the boarding edge (vehicle floor) is 
approximately at their level. However, reconstruction of the exist-
ing infrastructure is not progressing fast enough to eliminate the 
problem of platform diversity soon. 

Therefore, manufacturers offer various types of vehicles and 
equipment (e.g. ramps and fixed or moving steps). The paper 
presents the results of research work on the development of 
auxiliary equipment for a double-decker railway vehicle for subur-
ban and regional transport. The aim of the paper follows the pro-
ject of a device for boarding and leaving if the distance between 
the head of the rail and the height of the platform ranges from 150 
mm to 550 mm. This was reached at the requirements of the 
COMMISSION REGULATION (EU) No 1299/2014 and No 

1300/2014 [13, 14] for approval. The article studied verifies 
whether the boarding area meets the legislative requirements in 
case the vehicle would be operated on lines with a platform height 
of between 550 mm and 760 mm above the top of the rail. 

2. PLATFORMS FOR VEHICLES USED IN SUBURBAN  
AND REGIONAL TRANSPORT 

The station platform is one of the basic elements of the rail-
way infrastructure because it allows boarding and leaving based 
on safety rules. It represents a connection between the static and 
dynamic parts of the transport system, which makes it an im-
portant factor for evaluating the safety of the entire transport 
process. 

According to the literature [14], on newly built and upgraded 
tracks, the nominal platform height should be 550 mm or 760 mm 
above the top of the rail. Both types of platforms (height of plat-
forms 550 mm and 760 mm) are being used in Germany. In the 
Czech and Slovak Republics, platforms with a height of 550 mm 
only are used. In the case of suburban and regional rolling stock, 
manufacturers ensure to adapt the boarding edge height to the 
platform height in order to achieve safe and comfortable boarding 
for passengers [15, 16] (Fig. 1). 

In the Czech Republic, there are still a large number of plat-
forms that are <400 mm, which were built many years ago and do 
not comply with current legislations [13, 14, 17]. For this reason, 
boarding vehicles with a boarding area adapted for platform 
heights of 550 mm above the top of rail operated on tracks with 
platforms <400 mm (e.g. 210 mm) are often uncomfortable. 

For this problem, manufacturers are taking action to install 
fixed (Fig. 2) or movable steps (Fig. 3) [18, 19]. These devices 

mailto:pavol.stastniak@fstroj.uniza.sk
mailto:michal.rakar@skoda.cz
mailto:jakub.tizek@skoda.cz
https://orcid.org/0000-0003-1128-7644
https://orcid.org/0000-0003-1164-3506
https://orcid.org/0000-0003-2048-7226


DOI 10.2478/ama-2023-0005                acta mechanica et automatica, vol.17 no.1 (2023) 
Special Issue "Machine Modeling and Simulations 2022" 

45 

fulfil a safety requirement because they fill the gap between the 
platform and the boarding area. 

  
Fig. 1. Railway vehicles with adapted boarding–leaving zone 

 
Fig. 2. Fixed step in the railway vehicle Talent of Bombardier Transporta-

tion: 1 – boarding area of the vehicle; 2 – fixed step; 3 – platform  

If the vehicle is to be operated on tracks with a platform height 
of 550 mm above the top of rail and the vehicle has a boarding 
area height adapted to this platform, the movable step (1) (Fig. 3) 
should be installed just below the boarding area of the vehicle (3) 
(Fig. 3). 

 
Fig. 3. Extendable steps on the vehicle 14Ev from Škoda Transportation: 

1 – movable step; 2 – additional step; 3 – boarding area of the 
vehicle 

When operating a railway vehicle with different platform 
heights, manufacturers install additional steps (2) (Fig. 3) under 
the first retractable step. This solution assists passengers in 
boarding the vehicle from platforms <400 mm above the top of 
rail. 

If the rough construction of the vehicle does not allow placing 
both steps in the space under the interior floor, then a lower step 
is installed under the vehicle bottom. This is not very popular, 
because if the vehicle is operated at low values of temperatures, 
then snow and ice could limit the movement of the auxiliary step 
[20]. 

For these reasons, it is necessary to propose new solutions. 

 
3. TILT PLATFORM CONCEPT 

When proposing boarding the vehicle by means of movable 
steps or adjusting the boarding area, it was necessary to proceed 
in accordance with the literature [14] and [17]. 

A level entrance according to the PRM TSI regulations can be 
considered as the entrance from the platform to the door of the 
railway vehicle, when the interior of the vehicle boarding area 
does not contain any steps. The gap between the end plate of the 
entrance door or also of the extended bridge platform/step and the 
station platform does not exceed 75 mm measured horizontally 
and 50 mm measured vertically. 

A movable step is in this case defined as a retractable device 
built into the vehicle below the level of the vehicle door area and is 
fully automatic and activated in conjunction with the door opening 
and closing procedures [21]. 

The auxiliary step must extend before the vehicle door is 
opened and passengers are allowed to get on/off and conversely, 
the step can only be retracted if the door is already closed, and it 
is not possible to enter/exit the vehicle. 

In the design of the entrance, stairs are very important param-
eters, l2 and l3 (Fig. 4). Parameter l2 is the maximum height be-
tween the upper surface of the external step and the step inside 
the vehicle (or the floor) if there are no more steps in the vehicle 
boarding area. Parameter l3 represents the minimum depth of the 
step. 

 
Fig. 4. Dimensional requirements for interior and exterior stairs 

(STN EN 14752) 

It follows from the entry conditions provided that a suitable so-
lution is to use a retractable and folding mechanism that can 
quickly and safely unfold/fold to the required height above the rail. 

The designed height-adjustable boarding platform (1) (Fig. 5), 
which is installed as a separate device in the vehicle, has dimen-
sions of 1,450 mm x 915 mm x 130 mm. It is a 4-mm thick bent 
sheet metal, in which holes are cut to lighten the construction. At 
the top of the height-adjustable boarding platform the original self-
supporting EN AW-6060 (AlMgSi) aluminium alloy plate with a 75-
mm wide warning strip (2) and part of the vehicle floor (3) is used. 

In order to install the boarding platform under the interior floor, 
it is placed in the rough construction of the vehicle at an angle of 

5 in the direction of the floor slope. The maximum permissible 
height of the module is limited by the height of the milled hole in 
the rough construction of the railway vehicle (130 mm). The width 
is also limited to 1,450 mm. 

To create sufficient space for the construction of the mecha-
nism, a structural material should have mechanical and physical 
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properties for resistance on loading and mass, respectively. 
Therefore, sandwich panels made of EN AW-6060 (AlMgSi) alu-
minium alloy were selected. The module is mounted to the C 
profiles of the vehicle by means of profiles and strength screws 
(Fig. 6). 

 
Fig. 5. Main components of the height-adjustable boarding platform  

for boarding and leaving for a railway vehicle: 1 – the height-
adjustable boarding platform; 2 – wide warning strip; 3 – part  
of the vehicle floor 

 

 
Fig. 6. Tilted lower step-cross section 

The construction of the upper and lower step frames (Fig. 7) 
consists of a welded construction of closed square welded profiles 
measuring 30 mm x 30 mm with a wall thickness of 3 mm (2), bent 
L-profiles made of sheet metal 3 mm (3), rectangular welded 
profile measuring 30 mm x 15 mm with a wall thickness of 2 mm 
(4), sheets forming a reinforcement 3-mm thick (5) and a plastic 
plate (1) with a warning yellow strip 45 mm wide. 

An important parameter in the design of steps is the mass of 
the structure, on which the forces acting on the structure will 
depend:  

𝐹𝑠 = 𝐺𝑠 + 𝐹𝑙 ,            (1) 

where 𝐺𝑠 = 𝑀 ∙ 𝑔 − self-weight of the step, N; 𝑀 − mass of the 

step, kg; 𝐹𝑙 − load from the considered carrying capacity, N. 
The studies conducted show that the design of the steps can 

be made from different materials [22, 23]. These are, for example, 
various variations of metal or plastic floor gratings, or special 
aluminium and composite sandwich panels with anti-slip surface 
treatment that can be used as the filling [22, 23]. The main factors 
determining the choice of materials of the boarding surface are 
determined. These factors are divided into several groups: 

1. Safety (reliability) factor (fr), which includes the strength of the 
material (e.g. plastic, steel, aluminum, etc.) and the coefficient 
of friction (slip) of the step surface (e.g. smooth anti-slip sur-
faces). 

2. Aesthetic factor (fa), which includes appearance and practicali-
ty (the ability to use steps with different types of shoes, includ-
ing stilettos). 
In accordance with these factors, an objective function has 

been developed to determine the optimal material of the boarding 
surface: 

𝑀(𝑓𝑟 , 𝑓𝑎) → 𝑚𝑖𝑛,            (2) 

The physical meaning of the objective function is that when 
selecting the material for the boarding surface, it is necessary that 
the mass tends to be a minimum while achieving the maximum 
safety and comfort. 

In accordance with the developed objective function (2), a hot 
dip galvanized expanded metal grating was suggested. It guaran-
tees low maintenance costs, low weight and at the same time 
sufficient safety. 

 
Fig. 7. Sub-components of the upper step: 1 – plastic plate, 2 – welded 

construction of closed square welded profiles, 3 – bent L-profiles, 
4 – rectangular welded profile, 5 – sheets forming a reinforce-
ment, 6 – hot dip galvanized expanded metal 

The upper step is ensured by a linear guide (Fig. 8) and 
consists of the special shape rail (1) and a runner with rolling 
elements (2). The rails are fixed on the underside of the square 
profile on both sides of the frame of the upper step. The runners 
are fastened with screws to a bracket (3) made of 3 mm thick 
sheet metal. The actuator, which ensures the extension of the 
upper step, is realized by a DC motor with a toothed belt or a 
chain. 

 
Fig. 8. Details of upper step: 1 – special shape rail, 2 – runner with rolling 

elements, 3, 4 – bracket 
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In terms of functionality, simplicity and weight saving of the 
mechanism, the construction of the lower step is designed as part 
of the upper step. To help passengers board from the platforms at 
a height of 550 mm above the top of rail, the upper and lower 
steps slide out together as one unit. In the case of boarding pas-
sengers from platforms 150 mm above the top of rail, after the 
train stops at the station, the upper step is first extended so that 
parameter l3 (150 mm) is observed. Subsequently, the lower step 
will start to tilt down from the upper step. The mechanism for tilting 
the step consists of a pair of arms (7) and (8), which are rotatable 
and mounted on brackets with pins (5), (6), (9) and (10) (Fig. 9). 

 
Fig. 9. Tilt mechanism of lower step 

 
Fig. 10. Details of construction of the vehicle: 1 – non-rigid plate,  

2 – sheet metal cover 

The profile (5) is installed along a linear guide runner. Also, a 
nut (2) is attached to the profile (5), into which the screw (3) of the 
linear drive (1) is screwed. The principle of the lower step tilting 
function is that after the linear actuator has been actuated, the 
linear movement of the nut mounted in the profile is transmitted to 
the linear guide runner due to the rotation of the screw. By moving 
the arm (8), the force is transmitted to the lower step, and under 
the influence of the arm guide (7), the lower step is tilted towards 
the station platform. By suitable adjustment of the lengths of the 

arms, the lower step must be set not turned by 5 as the upper 

step, but in a horizontal position for better comfort when boarding 
the passenger (Fig. 6). 

The contact surface with the exterior consists of a pair of non-
rigid (e.g. plastic) plates (1) together with a sheet metal cover (2), 
which forms the filling of the remaining part of the milled hole in 
the rough construction of the vehicle (Fig. 10).  

On the front surface of the plates, an overlap seal is designed, 
which should slide against the sheet metal cover when the step is 
inserted into the vehicle and thus seal the gaps between the step 
plates and the sheet metal cover. Otherwise, rainwater or snow 
could enter the vehicle and the designed structure, leading to 
failure of the mechanism. Placing the whole construction (module) 
inside the vehicle is also advantageous because heat from the 
interior passes into this space. If the non-rigid plates still freeze, 
there is a possibility to install the heating on the exposed parts. 

4. THE PLATFORM IN FEM APPROACH 

For functional and strength analysis, it is important to correctly 
determine the loads that affect the design of the boarding device 
[14–26]. 

Standard [17] defines the value reflecting stress of 4 kN/m2 in 
the vertical direction (in the z-axis). It follows that the load value 
for the lower step is 780 N and for the upper step it is 1,638 N. 
The selected load value was also determined on the assumption 
that no more than two passengers could board or leave at the 
same time through the door of a vehicle with a clear usable width 
of 1,300 mm. The weight of one passenger according to the litera-
ture [17] is equal to 80 kg. After adding up the weight of the pas-
sengers and adding the weight within the coefficient of safety, 
choose a load capacity for both steps at 300 kg. 

The strength analysis of the designed construction was con-
ducted in the 22.2 ANSYS software. The 3D model was modified 
(simplified) in SpaceClaim. 

For the strength analysis, parts of the tilting mechanism to-
gether with the construction of the lower step frame were selected 
as key supporting elements. The original tread surface from ex-
panded metal was replaced by a simple plane. Due to the sym-
metry of the construction a half model for the simulation was used. 

The shorter arm bracket is attached to the upper step frame 
and the longer arm bracket is connected to the linear guide run-
ner. When the step is in the end position, the linear guide runner 
cannot move because it is held in this position by the linear actua-
tor nut. Therefore, these two elements are considered to be fixed. 

A mesh of volume finite elements for analysis of new design of 
tilt platform by finite element method has been created. The num-
ber of elements in the mesh was 48,189 and nodes 141,784. The 

percentage of elements with an aspect ratio of 3 mm was 74%. 
The dimensions of the finite element mesh model are at a scale of 
1:1 to the dimensions of the structure being analysed. They are 
used as isoparametric, 20-node and 10-node elements with aver-
age size of elements at 2 mm (elements of the tilting mechanism) 
and 6 mm (other parts). The analysis is performed in a linear 
region. The distortion of the results of the analysis resulting from 
the introduction of the simplification mentioned is considered 
negligible. Consideration is given to the fact that the material is 
linear, elastic and isotropic. 

The main parts of the construction were designed from struc-
tural steel of S355J2 (Properties: Min yield strength Re = 355 
MPa, min, tensile strength Rm = 470 MPa, Young modulus of 



Pavol Šťastniak, Michal Rakár, Jakub Tížek          DOI 10.2478/ama-2023-0005 
Design of a Height-Adjustable Boarding System for a New Double-Deck Railway Vehicle 

48 

elasticity E = 2.1e5 MPa, Poisson´s ratio μ = 0.3 and density ρ = 

7,850 kg  m-3. 
The proposed design for three loading conditions is analysed as 
follows: 

 The first loading condition is according to the standard [17] on 
the area defined by parameter l3 and useful step width of 
1,300 mm (force value of 780 N in the direction of the z-axis). 
The maximum calculated value of stress is 110 MPa. The 
most stressed parts of the structure are the bracket with the 
pin and the upper part of the arm in the area of the hole for 
locking in the end position (Fig. 11). The largest value of dis-

placement is located in the middle part of the lower step 
frame. 

 The second loading condition is also according to literature 
[17] for an area of 200 mm x 100 mm at any place on the step 
surface (force value of 2,000 N in the direction of the z-axis). 
The maximum value of stress was levelled at 344 MPa (Fig. 
12). 

 The third loading condition is based on the increased safety 
factor (force value of 3041.1 N in the direction of the z-axis). 
The maximum calculated value of stress is close to 350 MPa 
(Fig. 13). 

 
Fig. 11. Mises stress distribution from analysis under loading condition 780 N 

 
Fig. 12. Mises stress distribution from analysis under loading condition 2,000 N 

 
Fig. 13. Mises stress distribution from analysis under loading condition 3,041.1 N 

Based on the simulation results, it can be concluded that the 
construction fulfils the requirements of the current standards 

because stress values of the  second and third conditions are 
below the yield stress of the material used (Re = 355 MPa). This 
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kind of data follows a static loading, but in the case of cyclic ones 
the boarding–leaving platform should be recalculated. This means 
that the problem considered is represented by a multistage nu-
merical procedure and it is added to the next work schedule of the 
authors. 

5. VEHICLE BOARDING AREA STUDY FOR PLATFORMS 
WITH A HEIGHT OF 760 MM ABOVE TOP OF RAIL 

The boarding area of a railway vehicle is designed for plat-
forms at a height of 550 mm above the top of the rail. The maxi-
mum value of an operational high of a boarding–leaving plate is 
expressed as 570 mm above the top of the rail. In a situation, 
where the vehicle stops at a platform with a maximum value of an 
operational high of 760 mm above the top of the rail, the height 
difference between the boarding levels is 190 mm. 

This defines parameter δv- in the TSI PRM regulation [14]. The 
maximum permissible value of the δv- is 160 mm. This means that 
a railway vehicle does not meet the conditions according to the 
above-mentioned regulation and structural modifications to the 
vehicle's boarding area are required. 

The current floor in the boarding area is sloped at an angle of 
8.1° from the boarding edge to the centre and this is levelled in 
the middle of the vehicle. With reference to the input conditions, it 
is proposed to move the boarding plate 30 mm higher, that is, to a 
height of 600 mm above the top of the rail. With this change, the 

parameter δv reached the minimum required value. The angle of 
slope of the ramp (8.5°) was also changed and the horizontal part 
of the boarding area followed 126 mm compared with the initial 
one reflecting the value equal to 455 mm (Fig. 14). 

 
Fig. 14. Changes in the height and slope of the floor of the boarding area 

on the vehicle: black numbers follow initial dimensions;  
red numbers represent modified construction dimensions 

It was also important to check the vertical clearance of the door. 
The standard [13] only defines boarding of a vehicle with a higher 
boarding edge with fixed interior steps from a lower platform (Fig. 
15a). However, our case is the opposite: boarding from a higher 
platform to a vehicle with a lower boarding area that has no interi-
or steps. For this reason, we considered the following: 

 The lower line is directed from the edge of the platform to a 
point located at the end edge of the horizontal part where the 
floor begins to bend downwards towards the centre of the ve-
hicle. 

 The upper line is parallel to the lower line and is positioned to 
pass through the upper edge of the boarding area of the vehi-
cle (Fig. 15b). 

In this case, the useful vertical clearance l1 has a value of 
1,922 mm, which satisfies the condition of at least 1,900 mm, and 
we assume that a passenger with a height up to the value of 
parameter l1 should not be restricted when boarding the vehicle. 

 
Fig. 15. Checking the vertical clearance of the vehicle's boarding area (a) 

according to STN EN 14752 and (b) own approach 

 
Fig. 16. Vehicle boarding test with vertical clearance l1 = 1,922 mm 

 
Fig. 17. Vehicle boarding test with vertical clearance l1 = 2,042 mm 

However, the edge of the boarding area is above the height of 
a person standing on the railway platform. This case reflects that 
the passenger would be affected by his subjective feeling, which 
would cause him to bow his head when getting into the vehicle. 
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This idea was verified on a simple model: a vehicle’s boarding 
area and a station platform. The test confirmed that the passenger 
tends to bow his head when boarding (Fig. 16, α1). 

Therefore, the height of the upper edge of the boarding was 
represented by 2,042 mm (Fig. 17), wherein α2 < α1. With this 
design, the passenger does not need to bow his head when enter-
ing the vehicle. 

6. SUMMARY 

This paper presented a new design of the boarding–leaving 
device for a railway vehicle at different height levels of platforms. 
The proposed construction, which was created on the basis  of the 
authors’ proposed objective function, combines a system of re-
tractable and tilting steps, thanks to which passengers are board-
ed from plat-forms with a height ranging from 150 mm to 550 mm 
above the top of rail in accordance with the required European 
legislation [13, 17]. 

Selected parts of the device (a mechanism) which ensured tilt-
ing of the lower step was verified by a series of simulation calcula-
tions. Based on the FEM results the maximum calculated value of 
stress for first load conditions is 110 MPa, second is 344 MPa and 
third is 350 MPa. The most stressed parts of the structure are the 
bracket with the pin and the upper part of the arm in the area of 
the hole for locking in the end position. The largest value of dis-
placement is located in the middle part of the lower step frame. 
Stress value proposed construction for the first, second and third 
load conditions below the yield stress of the material used (Re = 
355 MPa). The designed device meets the current requirements 
of European legislation and after the optimization of selected 
structural elements, the prototype can be built and tested.  

In the study of different clearance heights of the boarding 
opening on the model, a clearance height of the boarding opening 
of 2,100 mm proved to be the best compromise. The useful 
ground clearance l1 is 2,042 mm, which meets the requirements of 
STN EN 14752. The ceiling edge of the boarding opening is locat-
ed sufficiently above the head of the passenger standing on the 
platform. The passenger is not limited by the effect caused by the 
subjective feeling of bowing the head when entering the vehicle. 
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Abstract: Regenerative braking is a technique that employs electric motors to convert the dynamic mechanical energy from the motor’s 
spinning rotor and any attached loads into electricity. However, such a type of regenerative braking can only slow but not stop the vehicle 
because there is too little energy to excite the motor acting as a generator at low speeds. Therefore, this paper presents a unique flywheel-
based regenerative braking system for railway vehicles. This system is supposed to meet high safety and comfort expectations in all 
operating conditions. The braking action control of this system should allow braking of empty or loaded vehicles according to load, the anti-
blockage braking action of wheels and prevent wheel-slide during braking or wheel slip during acceleration. The new regenerative braking 
system under development, like any kinetic energy recovery system, requires the application of continuously variable transmission. The 
essence of the new solution is to design and build this type of variable transmission using only one planetary gear controlled through the 
powertrain control module for an electric motor cooperating concurrently. This paper describes complete modelling and simulation 
realisation on a closed-loop servomotor drive, which cooperates with the variable transmission of the regenerative braking system based 
on the Scilab/Xcos environment. 

Key words: railway brakes, flywheel, regenerative braking system 

1. INTRODUCTION 

Various railway brakes [1] are used on vehicles of railway 
trains to enable the deceleration of vehicles and control of 
acceleration of train cars going down a slope. However, when a 
train is parked, they are used to keep its carriages immobile. 
Basic systems of railway brakes can be classified as follows: 
pneumatic, electric, hydraulic and mechanical. All of these 
systems can have various designs and structural arrangements. 

Suburban trains should provide a short travel time between 
stations. The high acceleration of the train leaving the station and 
then a quick reduction of its speed before the next station caused 
by its braking ensure such a requirement. Therefore, operating at 
speeds no higher than 180 km/h, the suburban trains have 
increased numbers of driven wheels or wheelsets in their 
configurations. In addition, such types of trains are not only 
equipped with standard pneumatic and electric brakes but can 
quite often be equipped with rail brakes and eddy current brakes. 
Anyway, this way of the train moving between stations is 
associated with substantial energy losses during braking because 
most brakes use friction between two surfaces pressed together 
to convert the kinetic energy of the moving vehicles into heat, 
commonly. 

This kinetic energy can be reclaimed and stored in a reusable 
manner by regenerative braking systems [2]. Increasingly more 
modern railway vehicles with electric drive systems have 
regenerative braking systems to not only capture but also apply 
this available form of power. During braking, due to the principle of 
reversibility of electrical machines, electric vehicles use their 
traction motors to convert kinetic energy into electromagnetic 
energy by switching them into generator operation mode. When 

electric currents are produced by these dynamo-motors, the 
electrical energy generated from such a process can be 
dissipated as heat through brake grid choppers or resistors (i.e., 
dynamic or rheostatic braking) or can be usefully and beneficially 
absorbed (i.e., regenerative braking). For electric railway vehicles 
and systems, regenerative braking offers the capability to return 
this recovered braking energy to the power supply line. Besides 
this, the recuperated energy can be stored on the train board 
automatically. This method of storing energy provides distinct 
benefits. Namely, the consumption of stored available energy can 
be as independent as possible from the power supply line, and the 
entire system can use such energy at any convenient moment. As 
the application to traction systems is considered ‘hybrid’, the 
ability to self-generate power by railway vehicles allows for their 
less dependence on railway electrification systems. 

Hybrid and plug-in hybrid drive systems have become more 
and more frequent for diesel-electric multiple unit regional railway 
vehicles [3]. When considering the design of these vehicles, they 
are similar to locomotives with diesel engines or gas turbines. A 
significant difference is that hybrid vehicles have additional 
electric motors besides diesel or gas turbine power units. Electric 
energy generated in these vehicles can be stored in electric 
rechargeable batteries, supercapacitors or flywheels. The 
charging of these components can occur during running at the idle 
speed of the diesel generator or gas turbine and, moreover, 
braking when the kinetic energy of train vehicles is transformed 
into electric power. 

Rechargeable batteries are usually used for electrical energy 
storage through a reversible chemical reaction, which allows the 
charge to be stored again after the battery has been drained. 
They can be made from different combinations of electrode 
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materials and electrolytes. However, despite significant 
investments in research, around the world, for improving batteries, 
their use has some drawbacks. They are heavy concerning the 
amount of energy stored per unit mass (i.e., energy density), and 
their manufacturing is very costly [4]. Most importantly, their utility 
characteristics can significantly vary with changes in the ambient 
temperature of operation, which means the operation of hybrid 
systems equipped with batteries can be unpredictable, both in 
scorching heat and cold climates. In those climatic conditions, for 
electric batteries, it is necessary to create advanced systems for 
maintaining temperatures in their predetermined operating range. 
It entails an additional cost due to supplementary energy usage. 

Aside from the technology of electric rechargeable battery 
packs, alternate main methods of energy storage captured via 
regenerative braking are the technology of supercapacitor arrays 
(which store potential energy depending on their state of electric 
charging), the technology of rotating flywheels (which store kinetic 
energy in the form of angular momentum) as well as compressed 
fluid energy storage systems. The methods of storing energy built 
on supercapacitors and rotating flywheels perform very 
reasonably and are less susceptible than electric batteries to the 
influence of temperature. Supercapacitors can be charged very 
quickly, and, by their number of cycles of charging and 
discharging, they have a leading position at the current time. 
However, supercapacitors have a shortcoming concerning their 
low specific energy and the limited efficiency time because of 
linearly reducing their voltage as power is drawn. In turn, the 
batteries hold their voltage during the discharging period. In the 
applications used so far, the rotating flywheels have a good 
enough ability to store energy and a virtually unlimited number of 
charge cycles. Comparing them with supercapacitors and 
batteries in terms of size, weight and operation characteristics, 
they are inferior. Tungsten heavy alloys (WHAs), based on W-Ni-
Cu and W-Ni-Fe, belong to a group of two-phase composites [5]. 
Due to their advantageous combinations of high density, strength 
and ductility WHAs can be used as basic materials for rotors of 
flywheels. Moreover, penetrators in all cannon-fired kinetic energy 
projectiles are made of WHAs and, more often, depleted uranium 
(DU) alloys, U-3/4Ti, as well. Note the chemical symbol, W, of the 
rare metal tungsten comes from its old Swedish name, wolfram. 

Nowadays, flywheels offer a reliable and durable solution for 
storing kinetic energy. Such a storing energy method has the 
potential to bring significant efficiency gains and cost reductions 
for mass rapid transit networks [6]. The key to efficiency 
improvements in rail transport is to provide a local energy storage 
capability, which can capture and store energy produced by 
braking systems and deliver it on demand to reduce the power 
required for an accelerating train. Moreover, any flywheel-based 
regeneration system can stabilise the traction power system 
voltage by eliminating voltage sags and peaks appearing when 
braking energy is dissipated through brake resistors [7, 8]. 
Flywheel-based energy storage technology is both proven and 
mature. Such technology provides a low-risk and low-cost solution 
as well. Flywheels have a high level of reliability, durability, and 
availability. They can operate continuously with two-minute 
minimum headways of trains without compromising product life [9, 
10]. 

The performance of a mechanical energy storage system in 
the form of a flywheel depends on the properties of the used 
drivetrain. In [11], Read compared the operation of two drive 
transmission options, considering the efficiency of energy 
recovery from the flywheel. He examined two representative drive 

transmission methods: (a) electric powertrain (consisting of 
motor/generator, power electronics, motor, and final drive) and (b) 
mechanical toroidal continuously variable transmission with the 
final drive. These drivetrains can change seamlessly through a 
continuous range of gear ratios. However, they operate with 
efficiencies that do not exceed more than 80%. Additionally, as 
stated by Zhang et al. [12], control is crucial to guarantee the 
performance of any flywheel energy storage system. 

Because of the above, the primary goal of this paper is to 
present a new concept of a regenerative braking system based on 
a flywheel. At the same time, the proposed new solution is to 
improve the energy efficiency of the mechanical continuously 
variable transmission conveying the propulsion between the 
flywheel and the wheels of the rail vehicle. This solution requires 
the design of a new control system for a servo motor that should 
smoothly change the gear ratio between active and passive shafts 
of the planetary gear to maintain a constant command value for 
the drive torque. 

2. NEW KINETIC ENERGY STORAGE SYSTEM ABOARD 
RAILWAY VEHICLES 

Increasing the acceleration and deceleration of trains within a 
railway network can improve the performance of railway 
passenger transport. Such a requirement is particularly desirable 
for urban, suburban, and regional trains, which should feature 
relatively high acceleration and deceleration. Passenger comfort 
must be additionally considered when designing railway transit 
systems for their performance and cost-effectiveness. It should be 
kept in mind that with high accelerations and decelerations of 
railway vehicles, the risk of passengers losing their balance and 
falling is also increased [13]. Between two adjacent stations, any 
train’s run can be divided into three stages: (i) starting from the 
station to accelerate to a stable cruise speed, (ii) running at the 
cruise speed for some time, and (iii) decelerating and stopping at 
the next station in an interval. 

This work intends to create an effective regenerative braking 
system for self-propelled railway vehicles. Since most railway 
vehicles are powered by electricity supplied through overhead 
contact lines or diesel engines, which are turbocharging except for 
a few, this recuperating braking system will be appropriate for 
both these drive types. Moreover, this system is incorporated into 
all rail vehicles, which can accelerate and decelerate quickly. 

However, achieving a tractive effort diagram similar to that 
which can be obtainable with the electric traction systems 
operating so far poses a problem for vehicles powered only by 
diesel engines. Namely, the piston engines cannot be started 
under load, cannot reverse rotation direction, and do not provide a 
constant starting tractive effort. Therefore, transmission is 
necessary between the diesel engine and the railway wheels. 
Most diesel locomotives are diesel-electric [14]. They have all the 
components of a series hybrid transmission to make the drive 
systems more flexible and environmentally friendly. For that 
reason, a hybrid drive system that uses an onboard flywheel-
based rechargeable energy storage system is taken here as a 
starting point because it can be used in both electric multiple units 
and electro-diesel multiple units. Recovering kinetic energy via a 
flywheel through regenerative braking seems promising for self-
propelled railway vehicles with frequent starts/stops (see [15, 16]). 
Such a system in railway vehicles will have a meaningful effect on 
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energy saving; it can also drive systems to become more flexible 
and, at the same time, environmentally friendly. However, like any 
kinetic energy recovery system, the new regenerative braking 
system requires the application of continuously variable 
transmission. The essence of the new solution is to design and 
build this type of variable transmission using only one planetary 
gear controlled through the powertrain control module for a 
FAULHABER DC servo motor with an integrated motion controller 
[17], cooperating concurrently. 

Fig. 1 shows a schematic representation of the hybrid traction 
system, which combines a motor-generator (MG) power source 
with the new braking energy recovery system for the electric 
multiple-unit bogie. The energy recovery system is mainly 
composed of the assembly of two flywheels, the control clutch 1, 

the bevel gear transmission, and the clutch 2, as a coupling 
device. The assembly of flywheels is used for energy storage. 
Both of these flywheels operate in vacuum containers. The first 
differential transmission is utilised to change smoothly the varying 
gear ratio between the powertrain and assembly of two flywheels 
by applying theservo motor. The clutch 2 is used to control 
processes of engagement, release, and sliding friction of 
connection between the flywheel energy storage system and drive 
transmission of the electric multiple-unit bogie. When electric 
multiple units are used for braking, the clutch is engaged 
gradually, and the flywheels are accelerated. If the flywheels 
accelerate to a certain borderline degree, the clutch is 
disconnected, and the flywheels rotate at a high speed in the 
vacuum chamber. 

 
Fig. 1. Hybrid traction system, which combines motor-generator power source with mechanical flywheel energy storage system 

As shown in the figure above, both differential transmissions 
comprise three shafts – the sun gear, the planet carrier, and the 
external ring gear. During regenerative braking, the three-shaft 
operation mode of the first planetary gear is used, in which two 
shafts of the outer ring and the carrier are driven, and the sun 
shaft is the driver. In such a case, the planetary gearset operates 
as a summation gear train. 

Planetary gearsets are characterised by their high efficiency 
with the transfer of torque of large values, even in small 
construction spaces. They are suitable for clockwise or counter-
clockwise use and in alternating, constant, and intermittent 
operations. 

According to the analytical method of Willis [18], if the angular 
velocities of the two input shafts of the planetary gearset are 
known, the angular velocity of the output shaft can be determined 
by the following equation: 

𝜔C
(𝑖)

=
NS

(𝑖)

NR
(𝑖)

+NS
(𝑖) 𝜔S

(𝑖)
+

NR
(𝑖)

NR
(𝑖)

+NS
(𝑖) 𝜔R

(𝑖)
 , (1) 

where 𝜔C
(𝑖)

, 𝜔S
(𝑖)

, and 𝜔R
(𝑖)

 are the angular velocities of the planet 

carrier, sun gear, and ring, respectively. In turn, NS
(𝑖)

  

and NR
(𝑖)

 are the numbers of teeth of the sun gear and ring, 

respectively. In Eq. (1), the superscript,  (𝑖), denotes the 
differential transmission number. 

Let's assume for a while that all gear pairs of the first 
differential transmission are operating with 100% efficiency. If this 
is the case, the total power entering and leaving the gearbox must 
also add up to zero [19] as follows: 

MC
(𝑖)

𝜔C
(𝑖)

+ MS
(𝑖)

𝜔S
(𝑖)

+ MR
(𝑖)

𝜔R
(𝑖)

= 0 , (2) 

where MC
(𝑖)

, MS
(𝑖)

 and MR
(𝑖)

 determine the torque of the carrier, 

torque of the sun, and the torque of the ring (annulus), 
respectively. Moreover, to ensure invariable values of the 

following torques: MC
(1)

, MS
(1)

, and MR
(1)

 during deceleration or 

braking of the railway vehicle, the angular accelerations of the 

three main components of the planetary gearset (i.e., 𝜔̇C
(1)

, 𝜔̇S
(1)

, 
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and 𝜔̇R
(1)

) should also be constant. Hence, the differentiation of 

both sides of Eq. (2) gives 

MC
(1)

𝜔̇C
(1)

+ MS
(1)

𝜔̇S
(1)

+ MR
(1)

𝜔̇R
(1)

= 0 . (3) 

The above condition is necessary to meet because according 
to Newton’s Second Law of Motion in rotation, the net torque, 

𝑀FW, on the rotating mass with variable angular speed, 𝜔FW(𝑡), 

and mass moment of inertia, JFW, causes it to accelerate with 
angular acceleration, 𝜀FW ≝ 𝜔̇FW: 

𝑀FW = JFW ⋅ 𝜀FW . (4) 

 As shown in Fig. 1, 𝜔FW = iFW ⋅  𝜔S
(1)

, where 

iFW = 4.245 is the bevel gear ratio. For the first planetary gear, 

the teeth # of the sun is NS
(1)

 = 37, the teeth # of the ring is 

NR
(1)

 = 73. 

To obtain greater efficiency of the drive transmission of the 
mechanical flywheel energy storage system proposed here than in 
the known solutions used so far, it is necessary that the value of 

the moment, MC
(1)

, should be close to zero. In this case, the flow 

of kinetic energy during the charging and discharging of such a 
variant of the so-called 'mechanical' battery will take place with 
very little loss. 

The required value of the angular acceleration, 𝜀R
(1)

≝ 𝜔̇R
(1)

, 

and the value of the torque, MR
(1)

, can be determined for given 

values of deceleration or acceleration of the rail vehicle and based 
on the analysis of its drive system. Then, considering Eqs (3) and 

(4), the angular acceleration, 𝜀S
(1)

≝ 𝜔̇S
(1)

, and the torque, MS
(1)

, 

should be determined. Thus, using Eq. (1), the required value of 

the angular acceleration, 𝜀C
(1)

≝ 𝜔̇C
(1)

, can be established, as 

well as the range of angular velocities of the carrier shaft from its 
initial to final values. Therefore, the control strategy for the 
FAULHABER DC servo motor to determine its desired changes of 
angular velocity and acceleration (or deceleration, as well) has a 
dramatic impact on the performance of this system, which 
constitutes the first differential transmission. 

Similar to the first differential transmission, the second one is 
the speed-coupling unit, which constitutes the hybrid drivetrain.  

In Fig. 1, the flywheel energy storage system supplies power 
to the sun gear through a clutch and transmission. The second 
differential transmission is used to modify the speed-torque 
characteristics to match the traction requirements. For this 

planetary gear, the teeth # of the sun is NS
(2)

 = 30, the teeth # of 

the ring is NR
(2)

 = 76. 

The electric motor-generator supplies power to the ring gear 
of the second planetary gear. Lock 1 and lock 2 are used 
respectively to lock the sun gear and ring gear to the standstill 
frame of the vehicle to satisfy the different operation mode 
requirements. The following operation modes can be 
distinguished [20]: 

 Hybrid traction: When lock 1 and lock 2 are released (the sun 
gear and ring gear can rotate), both the flywheel energy 
storage system and motor generator supply positive torque 
(positive power) to the driven wheels. 

 Flywheel energy storage system alone traction or alone 
regenerative braking: When lock 2 locks the ring gear to the 
vehicle frame and lock 1 is released, only the flywheel energy 
storage system supplies power to the driven wheels or 
performs regenerative braking. 

 Motor-generator alone traction: When lock 1 locks the sun 
gear to the vehicle frame (clutch 2 is disengaged) and lock 2 
is released, only the motor-generator supplies power to the 
driven wheels. 

 Motor-generator alone regenerative braking: When lock 1 is 
set in locking state, the clutch 2 is disengaged, and the 
motor-generator is controlled in regenerating operation 
(negative torque), the kinetic energy of the vehicle can be 
transferred by the electric system to the catenary. 

 Supplying electric energy to the catenary from the flywheel 
energy storage system: When lock 1 and lock 2 are released, 
the rail vehicle brake is locked, and the flywheel energy 
storage system supplies positive power to the railway traction 
network. 

The following condition, 𝜀R
(2)

= 𝜀S
(2)

= 𝜀C
(2)

, is assumed for 

the hybrid traction mode, which can be performed during 

acceleration or deceleration. Note that MC
(2)

= Mwheels iG⁄ , 

where Mwheels is the total torque transmitted by railway wheels of 

one drive axle, and iG = 2.39 is the final drive ratio. 

3. CONCEPT OF THE CONTROL SYSTEM OF THE DC 
SERVO MOTOR 

Correct operation of the flywheel-based regenerative braking 
system requires designing and building a reliable control system 
for the DC motorafterward. This motor  can easily be speed-
controlled by modifying the supply voltage providing a consistent 
amount of torque over its entire speed range. 

The first step to designing a closed-loop control system is to 
identify a mathematical representation of the DC motor [21]. The 
DC motor can be best represented by a transfer function of a 

complex variable, 𝑠. The transfer function, which diagram block is 
shown in Fig. 2, provides a mathematical description for the DC 
motor that relates input voltage, 𝒱m(𝑠), to the  

angular velocity of the motor shaft, 𝛺m(𝑠). Note that the angular 

velocity is 𝜔m(𝑡) ≝ 𝜃̇m(𝑡), where 𝜃m is the angular position of 
the motor shaft. 𝛺m(𝑠) and 𝒱m(𝑠) are the signal Laplace 

transforms of 𝜔m(𝑡) and 𝑣m(𝑡), respectively. 
Hence, the following equation represents the model of the DC 

motor: 

    
𝛺m(𝑠)

𝒱m(𝑠)
=

Km

JeqRm𝑠+Km
2  , (5) 

where Km = 0.028 Vs/rad, Rm = 3.3 Ω, and Jeq = 9.64∙10-

6 kg∙m2 are the motor back ElectroMotive Force (EMF) constant, 
motor armature resistance, and equivalent moment of inertia, 
respectively. 

The next step is to choose a control method and design a 
controller. The feedback system in Fig. 2 is a single-loop feedback 
system with a proportional-integral-derivative (PID) controller, 

which the controller gains (i.e., kP, kD, and kI) should be 
determined to satisfy all design specifications. This closed-loop 
control system uses the measurement of the output and feedback 

of the angular motor shaft position signal, 𝜃m, to compare it with 

the desired input (reference or command), 𝜃d. Since the intended 
purpose of the control is to simultaneously determine the desired 

angular velocity, 𝜔d(𝑡), and the angular acceleration (or 

deceleration) of the motor shaft, 𝜀d, this concept of the single-
input, single-output (SISO) control system is inadequate here. 
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Fig. 2. Schematic of a closed-loop control system for the DC motor with PID controller. PID, proportional-integral-derivative 

 
Fig. 3. Conceptual design configuration for the state-space PD feedback control. PD, proportional-derivative 

Given the transfer function of the SISO system, 

𝛺m(𝑠) 𝒱m(𝑠)⁄ , it can be obtained from its multiple input-output 
(MIMO) state-space representations [22, 23], which is represented 
by the following equations: 

    𝐱̇(𝑡) = 𝐀 ⋅ 𝐱(𝑡) + 𝐁 ⋅ 𝐮(𝑡) , (6) 

    𝐲(𝑡) = 𝐂 ⋅ 𝐱(𝑡) + 𝐃 ⋅ 𝐮(𝑡) , (7) 

for 𝑡 ≥ 𝑡0 and initial conditions 𝐱(𝑡0), where 𝐀, 𝐁, 𝐂, and 𝐃 are 
the system, input, output, and feedforward matrixes, respectively. 

In Eqs (6) and (7), 𝐱(𝑡) is the state vector, 𝐱̇(𝑡) is the derivative 
of the state vector to time, 𝐲(𝑡) is the output vector, and 𝐮(𝑡) is 
the input (or control) vector. Eq. (6) is called the state differential 
equation, and Eq. (7) is the output equation. 

Using Eq. (5), the transfer function of the DC motor can be 
converted to the state-space representation as follows 

    

{
𝜔̇(𝑡)

𝜀̇(𝑡)
} =  [

−Km
2

JeqRm
0

0
−Km

2

JeqRm

] {
𝜔(𝑡)

𝜀(𝑡)
} +

  + [

Km

JeqRm
0

0
Km

JeqRm

] {
𝑣m(𝑡)

𝑣̇m(𝑡)
}

 , (8) 

    {
𝜔(𝑡)

𝜀(𝑡)
} = [

1 0
0 1

] {
𝜔(𝑡)

𝜀(𝑡)
} . (9) 

After coupling with a proportional- derivative (PD) 
compensator, as shown in Fig. 3, the above model creates a 
control system that meets the design assumptions regarding the 
possibility of simultaneous control of the variable linearly angular 

velocity of the electric motor shaft, 𝜔(𝑡), for a predetermined 

constant angular acceleration (or deceleration), 𝜀(𝑡). In the block 
diagram performed by Xcos/Scilab software of Fig. 3, 𝜀f stands for 
the constant acceleration (or deceleration) in the assumed period, 

and 𝜔i and 𝜔f stand for the initial and final velocities, 

respectively. In Fig. 3, kP = 100 and kD = 10 denotes the 
proportional and derivative gains, respectively. 

4. COMPUTATIONAL RESULTS 

The new energy recovery hybrid system with flywheels can 
use various operation modes listed in Section 2. Of these five 
strategies, let’s look at the second one, i.e., ‘flywheel energy 
storage system alone traction or alone regenerative braking’. 

For computer simulations, parameters of a typical high-speed 
railway multiple unit train, i.e., CRH380A, are selected from 
Appendix A of [24]. The maximum operating speed of the train 
CRH380A can be up to 380 km / h. However, its regular operating 
speed is 350 km / h. 

 
Fig. 4. Forces acting on a rotating wheel during braking 

The emergency braking deceleration of some trains reaches 
1.4 m/s2, and the standard braking deceleration is 1.1 m/s2. 
However, according to data in Table 1 presented in [25], the 
vehicle Sheffield Supertram (Siemens-Düwag) can brake with a 
deceleration of 3 m/s2 using emergency track brakes. But their 
use carries a high risk of passenger injury. 
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Tab. 1. Example maximum accelerations for railway vehicles in Great Britain 

Vehicle 
Maximum acceleration (m/s2) 

Traction Service brakes Emergency brakes 

Class 390 Pendolino (intercity EMU) 0.37 0.88 1.18 

Class 156 Super Sprinter (regional DMU) 0.75 0.7–0.8 0.7–0.8 

Class 323 (suburban EMU) 0.99 0.88 1.18 

London Underground 1992 tube stock 1.3 1.15 1.4 

Tyne and Wear Metrocar 1.0 1.15 2.1 ⁽*⁾ 

Manchester tram (Ansaldo T-68) 1.3 1.3 2.6 ⁽*⁾ 

Sheffield Supertram (Siemens-Düwag) 1.3 1.5 3.0 ⁽*⁾ 

Croydon tram (Bombardier FLEXITY) 1.2 1.3 2.73 ⁽*⁾ 

Nottingham tram (Bombardier) 1.2 1.4 2.5 ⁽*⁾ 

⁽*⁾ As experience has shown, emergency track brakes are used as a last resort because their use carries a high risk of passenger injury. 

The distribution of the forces acting on the braked wheel is 
depicted in Fig. 4. The wheel is subject to the following forces: 

 the vertical forces 𝐺⃗ and −𝐺⃗, considered in the cases of load-
bearing and traction wheels, 

 the resisting torque 𝑇1, corresponding to the resistance 𝑅⃗⃗1, 

 the braking torque 𝑇b = 𝐹b ⋅ D 2⁄  (The overall reaction of the 
ground on the wheel is thus given by the resistance force  

𝐹⃗r = 𝐹⃗b + 𝑅⃗⃗1), 

 the horizontal force −𝐹⃗r applied to the spindle in the direction 
of motion, which is equal in magnitude to the ground reaction 

𝐹⃗r. 
Given that all driving and load-bearing wheelsets of the train 

are always braked, for adhesion conditions to apply, it is 
necessary that 

    𝐹b ≤ 𝑓(𝑣) ⋅ 𝐺 ,   (10) 

where 𝑓(𝑣) is the coefficient of friction between the shoe and the 

rail, which depends on train speed, 𝑣. 

Example 1: Regenerative braking of the multiple unit train from a 
speed of 50–0 m/s (all wheels at each bogie are braked in a 
regenerative manner with the train deceleration, aD = 1 m/s2) 

In braking a train, the braking forces have to be applied to the 
wheels rapidly, systematically, and under control to prevent 
derailments. The braking operation should not be damaging to the 
train and its passengers. Under normal conditions, during braking, 
efforts should be taken to avoid any discomfort to the passengers, 
and if at all, it should be kept to the barest minimum. 

The brake time is 𝑡 = 𝑉0/𝑎 ⋅ 𝑡 = 50 s, and the brake distance 

𝑠 = 𝑉0 ⋅ 𝑡 − ½ ∙ 𝑎D ⋅ 𝑡2 = 1250 m. Given that mCAR= 52362 kg, 
the total brake force per one car 𝐹b = mCAR ⋅ 𝑎 = 52362 N, and 

the brake energy, 𝑊b = 𝐹b ⋅ 𝑠 = 65452500 J. Because of the 
small moment of the inertia of the car wheels compared to the 
flywheels, the contribution of the wheel’s change of energy is not 
significant. The wheel radius is rwheel = 0.43 m and the moment 

of the inertia of both the same flywheels is JFW = 5 kg·m2. The 

initial speed of the flywheels is ωFW= 0 rad/s. Furthermore, the 

stored kinetic energy in both the flywheels is 𝐸K = 65452500 J. 
Fig. 5 shows how the angular velocities of the ring, sun gear, and 
planet carrier of the first differential transmission are changed 
during braking. Fig. 6 shows the implementation of planet carrier 
control by the FAULHABER DC servo motor with an integrated 
motion controller during braking. 

The torque values are as follows: MC
(1)

≈ 0 N∙m, 

MR
(1)

 = 1333.1 N∙m and MS
(1)

 = -1536 N∙m. The ratio of the 

second planetary gear is constant and equals 

𝜔S
(2)

𝜔C
(2)

⁄  = 3.5333. 

 
Fig. 5. Changes in the angular velocities of the ring, sun gear, and planet 

carrier during braking (Example 1) 

 
Fig. 6. Course of planet carrier control by the electric motor MG during 

braking (Example 1) 

Example 2: Regenerative emergency braking of the multiple unit 
train from a speed of 50–0 m/s (all wheels at each bogie are 
braked in a regenerative manner with the train deceleration, 
aD = 3 m/s2) 



Jacek Jackiewicz            DOI 10.2478/ama-2023-0006 
A Flywheel-Based Regenerative Braking System for Railway Vehicles 

58 

The brake time is 𝑡 = 𝑉0/𝑎 ⋅ 𝑡 = 16.67 s, and the brake 

distance 𝑠 = 𝑉0 ⋅ 𝑡 − ½ ⋅ 𝑎D ⋅ 𝑡2 = 416.67 m. The total brake 
force per one car 𝐹b = mCAR ⋅ 𝑎 = 157084.74 N, and the brake 

energy, 𝑊b = 𝐹b ⋅ 𝑠 = 65452500 J. The initial speed of the 

flywheels is ωFW = 0 rad/s. Furthermore, the stored kinetic 
energy in both the flywheels is 𝐸K = 65452500 J. Fig. 7 shows 
how the angular velocities of the ring, sun gear, and planet carrier 
have changed during braking. Fig. 8 shows the implementation of 
planet carrier control by the FAULHABER DC servo motor during 
braking. 

The torque values are as follows: MC
(1)

≈ 0 N∙m, 

MR
(1)

 = 3999.4 N∙m and MS
(1)

 = -4607.9 N∙m. The ratio of the 

second planetary gear is the same as in the previous example 

and equals 𝜔S
(2)

𝜔C
(2)

⁄  = 3.5333. 

 
Fig. 7. Changes in the angular velocities of the ring, sun gear, and planet 

carrier during braking (Example 2) 

 
Fig. 8. Course of planet carrier control by the electric motor MG during 

braking (Example 2) 

Example 3: Acceleration of the multiple unit train using only the 
energy stored in the flywheels moving from a speed of 0–50 m/s 
(the train acceleration, a = 1 m/s2) 

The accelerating time is 𝑡 = 50 s, and the traveled distance 

𝑠 = ½ ⋅ 𝑎 ⋅ 𝑡2 = 1250 m. The consumed kinetic energy from 
both the flywheels is 𝐸K = 65452500 J. Fig. 9 shows how the 
angular velocities of the ring, sun gear, and planet carrier have 
changed during acceleration. Fig. 10 shows the implementation of 
planet carrier control by the FAULHABER DC servo motor during 
acceleration. 

The torque values are as follows: MC
(1)

≈ 0 N∙m, 

MS
(1)

 = 1536 N∙m and MR
(1)

 = -1333.1 N∙m. The ratio of the 

second planetary gear is also the same as in the previous 

example and equals 𝜔S
(2)

𝜔C
(2)

⁄  = 3.5333. 

 
Fig. 9. Changes in the angular velocities of the ring, sun gear, and planet 

carrier during accelerating (Example 3) 

 
Fig. 10.  Course of planet carrier control by the electric motor MG during  

 accelerating (Example 3) 

5. CONCLUSIONS 

The article describes the new concept of a regenerative 
braking system based on flywheels, which gives a chance to 
introduce a more effective solution than the previously known 
ones. The new mechanical hybrid kinetic energy recovery system 
is designed under the design process of mechatronic systems. 
The proposed system uses new innovative, continuously variable 
transmission to discharge and charge the 'mechanical' batteries. 
This innovative transmission method offers the opportunity to 
obtain more desirable energy savings than before during the 
regenerative braking of electric multi-unit trains. 

It is easy to notice that the use of a mechatronic approach 
during designing a new energy recovery hybrid system with 
flywheels significantly simplified the mechanical structure of this 
system. The control system of the new regenerative braking 
method is less complicated even compared to the control of 
continuously variable toroidal gears. It is an additional advantage 
of this solution. 
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The proposed system provides the ability of rail vehicles to 
reuse braking energy which is not lost but stored in the 
flywheels. However, as it has been established for railway 
vehicles operating at speeds up to 200 km/h, about 40% of the 
energy is consumed for traction (i.e., lost during variation of the 
kinetic energy of vehicles). Another 40% of the energy is spent 
by natural oscillations of the running gear and their 
interconnections between cars (see [26, 27]). Of the remaining 
20%, 10% is consumed to overcome the frictional forces in the 
systems and components of railway vehicles and the interaction 
forces between wheels and rails, and the remainder of 10% is 
used to overcome air resistance. 
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Abstract: Passenger cars are a means of transportation used widely for various purposes. The category that a vehicle belongs  
to is largely responsible for determining its size and storage capacity. There are situations when the capacity of a passenger vehicle is not 
sufficient. On the one hand, this insufficient capacity is related to a paucity in the space needed for stowing luggage. It is possible to mount 
a rooftop cargo carrier or a roof basket on the roof of a vehicle. If a vehicle is equipped with a towbar, a towbar cargo carrier can be used 
for improving its space capacity. These accessories, however, offer limited additional space, and the maximal load is determined  
by the maximal payload of the concerned vehicle. If, on the other hand, there is a requirement for transporting a load with a mass  
or dimensions that are greater than what could be supported using these accessories, then, provided the vehicle is equipped  
with a towbar, a trailer represents an elegant solution for such demanding requirements. A standard flat trailer allows the transportation  
of goods of various characters, such as goods on pallets, bulk material, etc. However, the towing of a trailer changes the distribution  
of the loads, together with changes of loads of individual axes of the vehicle–trailer axles. The distribution of the loads is one of the key  
factors affecting the driving properties of a vehicle–trailer combination in terms of driving stability, which is mainly a function  
of the distribution of the load on the trailer. This research introduces a study into how the distribution of the load on a trailer influences  
the driving stability of a vehicle–trailer combination. The research activities are based on simulation computations performed  
in a commercial multibody software. While the results presented in the article are reached for a particular vehicle–trailer combination  
as well as for a particular set of driving conditions, the applicability of the findings can also be extended more generally to the impact  
that the load distributions corresponding to various vehicle–trailer combinations have on the related parameters and other driving  
properties. 

Key words: driving stability, vehicle–trailer combination, multibody simulation

1. INTRODUCTION 

Trailers are used for transport of goods for shorter as well as 
longer distances. An important reason why trailers were devel-
oped and why their use still finds widespread prevalence is the 
steadily increasing need for transport, specifically the transport of 
cargo whose volume and weight exceed what could possibly be 
supported by the transport capacities typically associated with the 
engines of road vehicles. 

Modelling and simulation is very important for science and re-
search. Mechanical engineers use virtual models and software for 
modelling of road vehicles every day and these constitute an 
inseparable part of their work activities. These models allow the 
investigation of reactions and responses of road vehicles or road 
vehicle–trailer combinations to changes of input parameters, their 
driving properties and other factors, and additionally allow re-
searchers to ascertain various means by which a reduction can be 
achieved in the cost associated with development and testing [1–
3]. It is possible to obtain valuable information about an investi-

gated subject in relatively short time. In this work, the investigation 
undertaken concerns the driving stability of a vehicle–trailer com-
bination that is exposed to various effects, such as different road-
way surface qualities, load distributions, driving speeds and other 
parameters [1, 4]. 

The main objective of this research is to analyse the driving 
properties of a vehicle with a trailer depending on a position of the 
load on a trailer loading area. The research is performed using a 
commercial multibody software, Simpack. It has been necessary 
to input to this software the researchers’ own model of a vehicle 
and a trailer. 

Although a number of studies have been conducted with re-
gard to the influence that the driving properties of vehicle–trailer 
combinations exert on these vehicles in a state of motion, some 
characteristics, such as the dimensions, weight and occasionally 
other parameters, are specific for a particular combination. 

There are various scientific works focussing on the investiga-
tion of the driving properties of vehicle–trailer combinations. They 
are aimed at assessing the manoeuvrability, handling, braking 
properties and behaviour of vehicle–trailer combinations. These 

https://orcid.org/0000-0001-9433-392X
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researches are performed in various ways, such as by means of 
simulation computations, experimental tests, analytical models 
and other similar methods [5–8]. As the mentioned studies have 
shown, the driving properties of vehicle–trailer combinations are 
often and also significantly influenced by braking during driving 
manoeuvres [9–12]. However, in our research, the effects of 
braking during a movement of a vehicle–trailer combination are 
not investigated. This is because our research aims to ascertain 
the exact moment when, given that it is travelling at a constant 
driving speed, a vehicle–trailer combination comes into an unsta-
ble movement. On one hand, the multibody model allows the 
definition of a braking of the combination; however, on the other 
hand, the authors of the present study do not have access to the 
representative data, which would enable a driver’s behaviour to be 
simulated as part of the overall simulated operational situations 
[10, 13, 14]. This matter can be a subject of study for future re-
search. Further, the investigated vehicle–trailer combination is not 
equipped with a braking system (i.e. it does not have an overrun 
brake) [9, 15–17], and therefore, the braking operation has not 
been considered at all during simulated manoeuvres comprising 
the present study. 

2. SIMULATION COMPUTATION OF A VEHICLE–TRAILER 
COMBINATION 

A simulation involves experimentation with a virtual computa-
tion model, which represents a real vehicle. The goal is to opti-
mise its properties before the final production. A simulation is 
widely accepted as a scientific method, and it is an apparatus of 
almost every scientific activity. While the accuracy obtained as a 
result of performing experimentation under actual real-world con-
ditions is certainly desirable, the particular circumstances under 
which experiments are performed may not in themselves be ade-
quately representative of the real-world conditions prevailing for 
the duration of time to which the research findings are sought to 
be extrapolated. For this reason, real-world experimentation may 
fail to manifest findings representing true, exact, structured and 
systematic facts, which necessities the use of simulations. A 
simulation works with a certain model of a vehicle, i.e. with an 
idealised form of a real vehicle. It can be understood that a simu-
lation is an experiment with a model. 

In the present study, simulation computation has been per-
formed using Simpack software. It is a multibody software that 
enables virtual models of vehicles and vehicle combinations to be 
set-up, including nonlinearities [18–20]. A created MBS (multibody 
system) model of a vehicle and a trailer consists of rigid bodies 
interconnected by force elements. These force elements include 
massless components of a model, such as coil springs, hydraulic 
dampers, further torsion bars, components of wheels’ suspension 
systems and others. Moreover, in the case of road vehicles, the 
Simpack software offers special force elements, which include 
models for tyre–road contact. 

3. RESEARCH OF DRIVING OF A VEHICLE WITH A TRAILER 
WITH VARIOUS POSITIONS OF A LOAD 

In practice, many accidents happen because a driver does not 
distribute a load on a loading area of a trailer to a proper position. 
These accidents are observed mostly in the case of passenger 

cars to which a single-axle trailer has been attached. In the case 
of single-axle trailers, drivers should ensure that a proper load will 
act upon a towbar. This maximal load is defined in a road law [21]. 
However, many drivers are not able to estimate this load, which 
leads either to an overload of a towbar in a vertical direction or to 
a towbar load that is too small [22–24]. A towbar overload can 
cause problems with the suspension system of a tow vehicle’s 
rear axle. However, an even bigger problem can occur, if the 
centre of gravity (CoG) of the load, or of the entire trailer, is situat-
ed behind the trailer axle. Depending of the total weight of the 
trailer, this can cause the load distribution to become precariously 
skewed in such a way that the rear axle of the vehicle bears the 
least load, which can seriously compromise the steerability of the 
vehicle; this phenomenon is indeed the result of several serious 
road accidents. In particular, some instances of particular vulner-
ability for the loss of steerability to take place are driving in a 
curve and driving over road irregularities; and other circumstanc-
es, such as taking a sharp turn, could also be responsible for loss 
of vehicle control while attempting steering [25–28]. Accordingly, 
using simulation with the Simpack software, the present research 
introduces the results of analyses of various driving situations of a 
vehicle–trailer combination. 

During investigation of the dynamics of vehicles or vehicle–
trailer combinations, various output quantities are evaluated. From 
the dynamics point of view, acceleration signals are the most 
important. These signals pertain to accelerations in various loca-
tions of a vehicle [29]. These locations are chosen in such a way 
that the driving comfort can be evaluated [30–33]. Other quantities 
are forces, which most often pertain to the driving safety. In the 
presented research, the signals of accelerations would not find a 
direct application to the investigated phenomenon, i.e. the driving 
safety and driving stability of the vehicle–trailer combination [34–
36]. Therefore, the wheel forces have been chosen as the main 
output parameters. In mentioning these forces, we refer to the 
lateral wheel forces between the trailer tyre and the roadway 
surface. In principle, either a left or a right wheel can be evaluat-
ed. In our case, we have decided to evaluate the lateral forces of 
the left wheel. 

It is important to estimate the limit value of these forces. It can 
be assessed from multiple points of view. The limit value of the 
lateral wheel force has been estimated as the zero value of this 
force. This stance is an outcome of the fact that zero lateral force 
means slipping a wheel on the roadway surface, i.e. the danger of 
an accident. There has not been estimated any other limit value 
for the lateral wheel force. 

3.1. An MBS model of a vehicle–trailer combination 

A road model has been selected from the Simpack model da-
tabase. Subsequently, CAD (computer-aided design) models of 
individual bodies of the passenger car and the single-axle trailer, 
such as car bodywork, wheels, the trailer frame and others have 
been imported to a model. Mechanical and kinematic joints have 
been defined between: 
– a trailer towing bar and a trailer frame; 
– a vehicle bodywork and a suspension system; 
– a suspension system and a wheel; and 
– a wheel and a roadway surface. 

A vehicle–trailer combination model is shown in Fig. 1. 
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Fig. 2 depicts selected dimensions of the vehicle–trailer com-
bination, and the basic parameters of the towing vehicle are listed 
in Tab. 1. 

 
Fig. 1. A vehicle–trailer combination model 

 

Fig. 2. Dimensions of the vehicle–trailer combination 

Tab. 1. Parameters of the towing vehicle 

Parameter Value (mm) 

Length 4,397 

Height 1,473 

Width 1,735 

Wheelbase 2,515 

The superstructure of the trailer has dimensions of 1,300 mm 
(the length) and 1,000 mm (the width). 

Within the research, various driving situations have been 
evaluated. These have been observed with reference to the out-
put parameters total vertical force and lateral force. Further, the 
research has investigated a situation of driving in a curve when a 
load with the total weight of 220 kg has been placed on the trailer 
loading area. The vehicle–trailer combination has been driving on 
the road at the speed of 55 km/h and the load has been posi-
tioned in such a way that the CoG of the load is located: 
– in the front part of the trailer; 
– in the rear part of the trailer; or 
– behind the trailer. 

Moreover, the research investigates a maximal speed, at 
which a vehicle–trailer combination is able to drive in a curve 
safely. The vehicle–trailer combination has been driving on a road 
with a specified geometry. The road geometry has been created 
based on experiences of researchers and it has not corresponded 
to any real road. The road profile has been chosen in such a 
manner that the equanimity or steadiness of the movement of the 
vehicle–trailer combination would be disturbed even under optimal 
driving conditions. The road geometry in the horizontal plane is 
shown in Figs. 3 and 4; from these images, we infer the road 

curvatures in the corresponding locations. Additionally, the road 
tracking in the Simpack software is depicted in Fig. 5. 

The modelled road profile is comprised of several sections, 
which are the following: a straight section of 20 m, a right-handed 
curve with a radius of 30 m, a left-handed curve with a radius of 
20 m, a straight section of 10 m and finally two curves – firstly a 
left-handed curve and then a right-handed one, each with the 
radius of 20 m. Fig. 3 provides the view from below to the road 
profile (as the software renders it). 

 
Fig. 3. Road geometry shown in a horizontal plane 

 

Fig. 4. The curvature of the created road 

 
Fig. 5. A testing road in the Simpack software 

An important element of simulation-based computations of 
movement of a vehicle (or an entire vehicle–trailer combination) is 
a model of tyre–road contact. There are several models of tyre–
road contacts that are available for researchers to study, as well 
as available in the used Simpack software. In our case, a tyre–
road model called the Pajecka contact model has been used [37, 
38]. The parameters are defined through a text file, which has 
been used in conjunction with a setting win-dow applicable to this 
modelling element 

The defined tyre–road model includes parameters for dimen-
sions of tyres, vertical and lateral stiffness of tyres, damping coef-
ficients, roadway surface coefficients and others. In the created 
vehicle–trailer combination, three different tyre–road models have 
been applied, namely for the front wheels of the vehicle, for the 
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rear wheels of the vehicle and for the trailer wheels. While the tyre 
model of the trailer wheels has been very different in comparison 
with the tyre models of the vehicle, the tyre models of the front 
and rear wheels have differed only in having stiffness values and 
damping coefficients that are slightly different from each other, 
and this minute difference was caused by variations in the tyres’ 
air pressure values. The friction coefficient has been set to the 
value of 0.75 for all tyre–road contacts [37–40]. 

3.2. The CoG of the load located in the front part  
of the trailer 

The trailer has been loaded with a load of 220 kg. The curb 
weight of the trailer is 180 kg, and together with the load, this 
gives a total weight of 400 kg. The driving speed of the vehicle–
trailer combination has been set to a value of 55 km/h. The load 
has been deposited in the front part of the trailer. A comparison 
between an actual vehicle–trailer combination operating under 
real-world conditions, and the same combination according to the 
MBS model employed in the present research, is shown in Figs. 6 
and 7. 

 
Fig. 6. A real vehicle–trailer combination with the load deposited  
            in the front part of the trailer 

 
Fig. 7. An MBS model of a vehicle–trailer combination with the load  
           deposited in the front part of the trailer 

In this case, in order to determine the optimal position within 
the trailer in which the load may be de-posited, it is first necessary 
to obtain the maximum permissible load that can be borne by the 
towing ball of the vehicle. For the chosen vehicle, 75 kg is pre-
scribed as the maximal permissible vertical load. The same load 
can be represented as 735.75 N in terms of force (together with 
the gravitational acceler-ation being considered at g = 9.81 m/s2). 
The CoG of the trailer is given by its design, and it is located 115 
mm in front of the axle (in the driving direction). If the dimensions 
of the trailer and the vehicle–trailer combination (Fig. 2) were 
considered, then, for our particular case corresponding to a load 

of 220 kg, the maximum allowable distance within which the CoG 
needs to be located would be 471.82 mm in front of the trailer 
axle. The internal length of the superstructure of the trailer and the 
dimensions of the designed load allow the load to be placed in 
such a position that the CoG of the trailer is located 400 mm in 
front of the trailer axle. This is depicted in Figs. 6 and 7. It means 
that the permissible vertical load of the towing ball of the vehicle of 
735.75 N is not exceeded. 

 
Fig. 8. A waveform of the total vertical wheel force of the trailer  
           (a left wheel), with the load located in the front part of the trailer 

 
Fig. 9. A comparison of situations for the driving speeds of 55 km/h  
           and 60.5 km/h 

The results of a waveform of the vertical wheel force of the left 
wheel of the trailer (shown in Fig. 8) demonstrate that a vehicle–
trailer combination has been able to safety drive in the curve. 
Further, 60.5 km/h has been identified as the maximal speed at 
which a vehicle–trailer combination with the described configura-
tion is able to safely drive along the given curve. The speed of 61 
km/h leads to the loss of wheel–road contact and skid occurs. A 
comparison of the total vertical force of the trailer wheel for two 
different speeds is shown in Fig. 9. 

3.3. The CoG of the load located in the rear part of the trailer 

For investigating the driving properties of the vehicle–trailer 
combination, this time with the load placed in the rear, a load 
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quantity was chosen such that the total weight amounted to the 
same 220 kg, and the chosen driving speed also remained the 
same at 55 km/h. Again, the driving of the vehicle–trailer combina-
tion on the same road and with the same curves’ radii has been 
investigated. Figs. 10 and 11 illustrate a comparison of a real 
vehicle–trailer combination with an MBS model, with the load 
deposited in the rear part of the trailer. 

 
Fig. 10. A real vehicle–trailer combination with the load deposited  
              in the rear part of the trailer 

 
Fig. 11. An MBS model of a vehicle–trailer combination with the load  
             deposited in the rear part of the trailer 

Based on the calculated output parameters, it is ascertained 
that the vehicle–trailer combination is able to drive through the 
curve safely. On the one hand, the trailer was moving in a slight 
oscillating movement in the horizontal plane; however, on the 
other hand, after overcoming the curve, the drive of the vehicle–
trailer combination was stabilised. 

The acting of the total vertical wheel force between a wheel of 
the trailer and the road is depicted in Fig. 12. 

 
Fig. 12. A waveform of the total vertical wheel force of the trailer,  
             with the load located in the rear part of the trailer. 

3.4. The CoG of the load located behind the trailer 

This is a case of load-carrying involving a trailer, wherein the 
driver uses the trailer to transport lengthy items, such as wooden 
beams, metal plates or rods or other similar objects. In such a 
case, the CoG of the load is usually located behind the trailer, as 
can be seen in Fig. 13. A multibody model of the vehicle–trailer 
combination with the load situated behind the trailer is depicted in 
Fig. 14. 

 
Fig. 13. A real vehicle–trailer combination with the CoG of the load  
              situated behind the trailer 

 
Fig. 14. An MBS model of a vehicle–trailer combination with the CoG  
              load situated behind the trailer 

The parameters of the load and the inputs for the simulation 
have again been the same, i.e. the total weight (the sum of the 
curb and load weights) has been set as 220 kg and the driving 
speed has been set as 55 km/h. The CoG of the load located 
behind the trailer is marked by a black-yellow sphere (Fig. 14). 

The passage of the vehicle–trailer combination along the 
same path as in the previous cases has been examined. 

The vehicle–trailer combination has not passed the test of 
driving in curves. When it was moving along the first curve, a skid 
occurred and the vehicle–trailer combination was ejected out of 
the road (Fig. 15). A waveform of the total vertical force on the left 
wheel of the trailer is shown in Fig. 15. As can be seen, the verti-
cal wheel force in the time interval 6.5–8 s equals 0, which means 
that no lateral force could be generated, resultant to which the 
trailer slides to the side. 

For this case, a waveform of the lateral wheel force of the left 
rear wheel of the vehicle is shown in Fig. 16. This waveform re-
veals that the rear part of the vehicle oscillates around a mean 
value. Practically, this corresponds to the oscillating movement of 
the rear part of the vehicle, and this movement of the vehicle is 
uncontrolled. Due to the described facts (trailer dimensions, load 
dimension, the permissible vertical load of the towing ball and the 
load value), the position of the load presented in Section 3.2 is 
recommended for these particular conditions. 
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Fig. 15. A waveform of the wheel force of the trailer, a left wheel 

 
Fig. 16. A waveform of the lateral wheel force of the trailer, with the CoG  
             of the load located behind the trailer 

The future research in this field will be focussed on performing 
simulations with vehicle–trailer combinations with different param-
eters, i.e. for vehicles and trailers of different categories. Further, 
the multibody model can be improved by implementation of flexi-
ble bodies. Such a multibody model will better represent some 
structural properties of a vehicle, a trailer or even both. 

As is obvious, the presented results are obtained from simula-
tion-based computations. The credibility of simulation-based 
computations should be verified through comparisons with the 
results of experimental tests [9, 29]. Such tests can be performed 
using a real vehicle–trailer combination or, alternatively, using a 
scale model [41]. Each of these approaches has its own ad-
vantages and disadvantages depending on the point of view. 
While experiments deploying a real vehicle-and-trailer pair provide 
actual results, results derived from tests performed using a scale 
model need to undergo a certain process of conversion before 
they can be compared with parameters pertaining to real vehicles. 
In terms of safety and financial costs, scale models appear more 
advantageous, because an expensive infrastructure would be 
required for conducting tests with real vehicles (a road without 
public traffic, a vehicle and trailer with a safety system in a case of 
overturning, etc.) [42]. 

 

4. CONCLUSIONS 

The main goal of the paper was to investigate the dependence 
of the driving properties of a vehicle–trailer combination on the 
load positions. The work consisted in creating the CAD models of 
a vehicle and a trailer. Subsequently, these CAD models of vehi-
cles were implemented within the framework of the MBS software 
Simpack. After defining the mass and inertia parameters of the 
vehicles, various simulation computations were performed. 

Three possibilities of depositing a load on the loading area of 
a trailer were compared. It has been discovered during the re-
search that a small change in driving speed and in the position of 
the load can cause a deterioration of driving properties in terms of 
driving stability, i.e. can result in the vehicle–trailer combination 
sliding off the road or even overturning. 

Using an MBS software such as Simpack, it is possible to 
relatively easily introduce changes in the various driving situations 
and parameters concerning the investigated vehicles. Such an 
exercise is helpful for evaluating and assessing the driving proper-
ties of vehicles without calling forth the risk that would be involved 
in performing dangerous driving manoeuvres with a real vehicle–
trailer combination. 

The simulations demonstrated in the present study, performed 
with the use of MBS software, have revealed the most dangerous 
position that can be used for depositing a load on a trailer, togeth-
er with more favourable positions. The obtained results and find-
ings introduce a more general benefit, in that it can be assumed 
that vehicle–trailer combinations with different parameters (with 
regard to vehicle and a trailer dimensions) will also behave in a 
similar way. A driver must avoid a situation wherein the CoG of 
the load on the trailer is situated behind the trailer axle, even 
behind the trailer itself. Such a position of the load leads to a 
considerable lightening of the weight-burden of the rear axle of the 
towing vehicle, and driving at a higher speed in this condition can 
thus result in a dangerous accident. 
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Abstract: Road safety problem is still topical, especially since the number of vehicles and the volume of traffic are increasing. It is possible 
to increase the safety of road users through systemic changes in many areas related to transport. The deformation of the vehicle body  
during an accident has an impact on the loads acting on the passengers. Vehicle body deformation depends on complex parameters,  
and knowledge of these parameters is essential for designing crumple zones and the accident reconstruction process. Knowledge  
of the mechanical parameters of the vehicle structure during deformation is also a reference to passenger injury indicators assessment. 
This paper reports results from the analytical approach for determining the protection level of personal vehicles. The proposed conception 
is based on the results from the static stiffness characteristic of the Ford Taurus, which gives the possibility of phenomenological  
and simple body crumple analytical description at a speed equal to 10 km/h, 40 km/h, 56 km/h and 60 km/h, which is an original part  
of the work. The approach enables us to describe the vehicle crash by focusing on variations of deformation in time, stiffness, vehicle  
collision time (duration), deceleration and dynamic crash force. Basing on the body stiffness data of the personal vehicle, the length  
of the deformation zone in the front of the car and the maximum values of force at the crash for a speed of 60 km/h are presented. Results 
obtained by the authors show that is possible to estimate the overloading level during the crash time of a vehicle based on the stiffness 
characteristic of the car body. The proposed methodology can be developed and the advantage of the presented procedure  
is an uncomplicated useful tool for solving complex problems of a vehicle crash. 

Key words: crash test, car body stiffness, overload, dynamic force 

1. INTRODUCTION 

Road safety is constantly considered by engineers and 
researchers’ groups for the design of modern cars at increasing 
the protection level against a crash. This becomes also more 
significant because the number of vehicles is increasing. The 
importance of this problem can be proved by the development of 
passive safety protection systems, gaining its expression among 
others in the number of published research results. They focus not 
only on the assessment of the impact of seat belts functioning on 
the passenger's body [1–6], the concepts of its improvement [6], 
manufacturing, testing [7,8,9], minimizing the risk of injury [10] but 
also the overloads and zone size crush [11]. 

Regardless of the passive safety systems used, the body 
structure and the resulting rigidity play a key role. Sauders et al. 
[12] analysed the rear impact resistance of seats used in 
passenger cars. Advances in the design of car seats have been 
noted, however, there are cases where seats aren’t sufficiently 
resistant to accident overloads. Of course, there exists a 
correlation between the dynamic crumple stiffness of the car’s 
body and dynamic forces operating on the seats and passengers. 
Sugimoto et al. [13] pointed out the problem of the conducted 
crash tests to real road accidents. The work presents the results 
of vehicle-to-vehicle crash tests, especially in the situation when 

cars have different weights. The question was asked about the 
reasons for the differences between a crash test and a real 
accident. Attention was also paid to the problem of cars hitting 
energy-consuming barriers. Citing the results of research 
conducted in the USA, it was noted that there is a strong 
correlation between the mass and the stiffness of the vehicle. The 
authors defined car body stiffness as the slope of the loading on 
the chassis as derived from an accelerometer attached to the 
cabin floor on the chassis. Witteman [14] also researched the 
weight influence of the crash car process. Pointed out the event of 
a vehicle with a mass >1,500 kg colliding with a honeycomb 
structure, the test results are different from real collisions. 
Jawad and Saad [15] described a problem of different mass of 
vehicle compatibility during a crash. The phenomenon of 
deformation of the body structure during frontal collisions was 
investigated. Simulation result for the dynamic behaviour of the 
crumple zone was presented. Also investigated relation between 
car crash parameters and passengers’ injury criteria. Sadeghipour 
in his doctoral dissertation [16] considered the problem of the 
compatibility of cars in Europe during a collision. The author noted 
that the crash tests of the 1980s and 1990s are not effective in 
testing modern cars. Due to the high cost of crash tests, the 
author has conducted extensive finite element method analysis. 
Barbat et al. [17] conducted research also related to the 
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compatibility of vehicles during a crash. Authors paid attention that 
geometric interaction, vehicle mass and body stiffness are 
decision parameters in the vehicle deformation process. The FEM 
method was used for model simulations. Subramaniam et al. [18] 
investigated the compatibility of crumple zones and according to 
the authors, the structural compliance of the crush zones of 
various cars can improve road safety. In road accident crash 
analysis and vehicle deformation, the popular method is energy-
based analysis. Żuchowski [19] researched the dependence of the 
impact force on the deformation of the car’s body based on 
energy methods. The case of a car hitting an energy-consuming 
barrier was considered and for applied simplified linear model 
identification parameters, the results of crash tests of three 
different cars were used. Differences in the design of the front 
body parts of cars manufactured today and 20 or 30 years ago 
were noted, which is important in assessing the speed of the 
collision. The author also commented on the issue related to the 
car’s body dynamic stiffness during an impact. The described 
method was analyzed for three popular cars: Toyota Echo, Honda 
Accord and Ford Escape. Leibowitz’s PhD dissertation [20] is 
thematically related to the analytical and experimental 
methodology of car crash energy calculation based on body 
deformation stiffness. Based on NCAP NHTSA tests data frontal 
body structure was modelled. Attention was drawn to the 
necessity of experimental tests to determine the stiffness 
characteristics of vehicle bodies. The author used the 3D 
scanning method for more accurate measurement of the 
deformed body. The author drew attention to the current industry 
standard for crash energy calculation which is based on the 
assumed linear relationship of energy and vehicle crush. The 
body stiffness calculation was based on NHTSA’s Full Frontal 
NCAP. Neades in his doctoral dissertation [21] described the 
mechanics of the vehicle movement in the aftermath of the crash. 
A new methodology was proposed to describe the total work of 
the deformation zone to a particular vehicle. The advantage of the 
proposed method is the incorporation of restitution effects and the 
obtained results are identical to those obtained based on the 
momentum. Khattab’s PhD thesis [22] described the problem of 
controlling energy dissipation of passive and adaptable energy 
absorbers during crumple zone deformation depending on the 
vehicle speed during a collision. Different mechanisms of impact 
energy dissipation have been highlighted. Tests of the damping 
elements used in the construction of the car body were carried 
out. McCoy et al. [23] considered the problem of stiffness of 
additional steel elements attached to the front of the car body. It 
was noted that additional elements or covers attached to the body 
result in a change in the frontal body stiffness. The authors 
determined the stiffness coefficients of the described additional 
body elements and compared them to frontal body stiffness. Chen 
[24] tested the dynamical properties, and the damping behaviour 
of structures filled with aluminium foams was carried out. Hollowell 
et al. [25] described and analysed several crash test procedures. 
Brell [26] described factors that affect crumple zone deformation 
and response. Impact on passengers during a collision is also 
presented. The author described the instantaneous stiffness of the 
crumple zone. Research is also focused on collision modelling. 
Lukoševičius et al. [27] presented three and four mass dynamic 
models of crumple zone for passenger cars during a frontal 
impact. The linear stiffness in the initial stage of the vehicle body 
deformation and then the ideal plastic deformation of the crush 
zone were assumed resulting in the body stiffness which then 
increases to infinity. The necessity to use nonlinear relations for 

stiffness at higher collision velocities was pointed out. Pahlavani 
and Marzbanrad [28] presented a 12-degree model of a vehicle 
for a frontal crash, and composed model based on basic 
rheological material models such as spring, dumper and Maxwell 
body. The result obtained by model analysis was compared to 
experimental crash tests. Munyazikwiye et al. [29] presented a 
mathematical model of the frontal crash of vehicle-to-vehicle. The 
model is based on the mass of the crashed cars and linear Kelvin 
elements which represent the mechanical properties of the 
crumple zones. Wiacek et al. [30] studied the impact of modern 
materials such as high-strength steel and aluminium on a car’s 
body structure stiffness. The authors used four methods for car 
body stiffness calculation based on cars produced between 2002 
and 2014. Data were taken from NCAP frontal crash 
experimental. A very interesting problem was raised by 
Sungho and HaengMuk [31] who investigated the problem related 
to vehicle bodies after crash repair. Using the technical data of a 
popular personal car, simulation research was carried out. The 
authors noted the reduction in the strength of the repaired body 
and the change in stiffness to the vehicle that did not crash. 
Prochowski et al. [32] investigated side-impact vehicle crash in 
terms of accident reconstructions. Based on experimental results, 
deformation and stiffness parameters were estimated. 

Sahraeia et al. [11] presented results of the impact that linked 
the stiffness of the frontal structure of the car to the risk of injuries 
of passengers in the rear seats. The stiffness of the structure can 
be improved by applying high-strength steel or by increasing the 
thickness of the sheets which was investigated by Wiacek et al. 
Vehicle stiffness can be also controlled by profiles shape which 
was described by Obst et al. [33, 34]. 

Car accidents are also a problem of passenger injuries the 
scope of which also depends to a large extent on the mechanical 
properties of the vehicle crush zone. 

The simulations on the MADYMO mannequin showed an 
increase in the incidence of head injuries from 4.8% (at 1,000 
N/mm stiffness) to 24.2% (at 2,356 N/mm stiffness). Additionally, 
the risk of chest injuries increased from 9.1% to 11.8%. According 
to the authors, additional measures should be introduced to 
protect passengers seated on the rear seats when the stiffness of 
the vehicle increases. Such safeguards may be applied using 
additional airbags or active seat belts. The comparison of the 
injuries of passengers seated in the front seats with the injuries of 
passengers seated in the rear seats was investigated by Mitchell 
et al. [35]. 

Bunketorp and Elisson [36] pointed out that further analysis of 
the resulting injuries with particular attention to angular defor-
mation and translation should be followed. 

A reduction of consequences due to vehicles crash requires 
employing more energy-absorbing elements which was described 
by Szeszycki [37]. However, the practical use of these compo-
nents can be achieved at low speeds such as no more than 30 
km/h. At higher values of the physical quantity, absorbers in the 
body structure of the front of the vehicle play an important role 
because they carry the impact energy by cracking, deforming and 
collapsing thereby saving passengers.  

Because all the aforementioned test bench methods some-
times show far-reaching and difficult-to-estimate discrepancies 
with the actual impact effects, which in terms of initial conditions 
may significantly differ from those assumed experimentally, and 
the only reliable characteristic is obtained in the static longitudinal 
compression test of the car body, so the dependence of the force 
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on the length of the crumple zone is reasonable to describe the 
behaviour of the vehicle based on these characteristics. 
Additionally, the widely used definitions of mean values of car 
body stiffness may not be an optimal approach because it does 
not take into consideration the local values of stiffness and their 
influence on instant acceleration. 

The aim of this paper is focused on analysing the differences 
between the equivalent quasi-constant dynamic stiffness of the 
front vehicle body structure and the instant stiffness, in terms of 
the length of the crumple zone and the maximal overloading 
occurring during the frontal impact of the car into a stiff obstacle. It 
is also an attempt at a simple, based on a static characteristic, 
mathematical description of the deceleration generated during the 
collision process, which is also the original part of the work. The 
proposed simple analytical methodology can be of course 
developed in parallel to the crash test of real cars. Based on the 
proposed model, more advanced analysis is possible if for 
example we have data on the dynamic stiffness of the car’s 
crumple zone. Presented solutions can be adopted for analysis of 
rear crash problems, in case of facial impact. It is worth noting that 
the proposed simple analytical model is handy which in the case 
of engineering practice is an excellent analytical tool. 

To the fact that detailed experimental data on the static vehi-
cle front body stiffness are not generally available, it was decided 
to use the characteristics of Ford Taurus presented by Sahraeia et 
al. As a result, the lengths of the frontal vehicle body deformation 
zones and the maximal overloading values at impact for the car 
speed of 10 km/h, 40 km/h, 56 km/h (Euro NCAP “The European 
New Car Assessment Programme” test) and 60 km/h were deter-
mined analytically and numerically. 

2. THE PHENOMENOLOGICAL METHOD 

A used method of investigation was the phenomenological 
approach, applied to experimental characteristics, taken from Ref. 
[11]. The experimental results of the static compression of the 
Ford Taurus whole car body structure, provided the relation be-
tween force and displacement. The approximation of discussed 
relation lets to formulate the differential equation of the car body 
motion, during face collision with the rigid obstacle. The solution of 
the discussed equation, complemented by the boundary condi-
tions (like mass and initial velocity) gives the functions describing 
the length of the crash zone, deceleration and in consequence 
impact force.  

Let us take into consideration the collision process of a car 
with mass 𝑚 [kg], initial velocity 𝑉0 [m/s] and body stiffness 𝑘 
[kN/mm], with an infinitely stiff undeformable obstacle. In the case 
of a small number of protective elements, the impact energy is 
directly absorbed by the vehicle’s superstructure at an unknown 
and difficult-to-estimate force. It is influenced by both, the con-
struction and speed of the car. Protective components must de-
termine the maximum values of overloading at the moment of the 
collision, and the length of the crumple zone. Each of these quan-
tities is closely related to the probability of the survival chance of 
the driver and passengers. Nevertheless, the amount of experi-
mental data on the vehicle body characteristics is still not enough. 
However, in Ref. [11], the behaviour of the Ford Taurus during the 
collision is discussed in details. 

In Fig. 1, we can see that the car’s body response to the crash 
is in a form of an increasing relationship between force and 

displacement with oscillations, indicating variations in a range of 
deformation zones. This makes it difficult to elaborate in detail on 
the car’s behaviour during the crash. Therefore, this relationship 
can be presented in a straight line. The characteristic wave of the 
graph is associated with the deformation of the car body resulting 
in complex blocking and destruction of its overlapping elements. 
Besides the knowledge of this stage is well represented by the 
relationship between force and displacement as well as the 
deformed components as a function of the observed behaviour is 
irregular. Therefore, the force versus displacement under a crash 
can be approximated linearly as follows: 

𝐹(𝑏) = 𝑘𝑏, (1) 

where: 𝑘 is the stiffness coefficient (slope of the straight line on 

Fig. 1, 𝑘 ≈ 1 [kN
mm⁄ ]), 𝑏 [mm] is the depth of the crash zone 

from the point of contact between the front bumper and the 
obstacle. 

The discussed situation is illustrated in Fig. 2. 

 

Fig. 1. Variations of force versus displacement for the Ford Taurus crash  

 test. Data taken from Ref. [11] 

 

Fig. 2. The car body in two stages of a crash test on an undeformable 

obstacle: (a) in the initial stage without any deformation and (b) in 

the further stage at elastic and plastic deformation 
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Using Newton’s second law, we receive: 

𝑚𝑎 = −𝐹(𝑏), (2) 

or equivalently in differential form: 

𝑚
𝑑2𝑏

𝑑𝑡2 = −𝐹(𝑏), (3) 

𝑚𝑉
𝑑𝑉

𝑑𝑏
= −𝐹(𝑏), (4) 

where 𝑉 [
𝑚

𝑠
] and 𝑎 [

𝑚

𝑠2] are the velocity and deceleration during 

the collision, respectively. 
Using Eq. (1) and making some transformations the following 

equation can be obtained: 

𝑉2 =
−𝑘

𝑚
𝑏2 + 𝐶. (5) 

Velocity 𝑉0 [
𝑚

𝑠
] at the beginning of the collision process satis-

fy the following assumption: 𝑉0 = 𝑉(0), therefore 𝐶 = 𝑉0
2, 

which in turn means: 

𝑉(𝑏) = √𝑉0
2 −

𝑘

𝑚
𝑏2. (6) 

Eq. (6) specifies the speed of oncoming movement as a func-

tion of path 𝑠 destroying the deformable compartment of the body 
of the vehicle. 

 From a practical point of view, a more meaningful equation is 
one that shows the dependence of the path of destruction of the 
deformable compartment of the body of the vehicle as a function 
of time. 

From the fact that 𝑉(𝑏) =
𝑑𝑏

𝑑𝑡
 the following relationship can 

be written: 

𝑑𝑏

𝑑𝑡
= √𝑉0

2 −
𝑘

𝑚
𝑏2 (7) 

and after transformations, as follows: 

arcsin (√
𝑘

𝑚𝑉0
2 𝑏) = √

𝑘

𝑚
𝑡 + 𝐷. (8) 

Because in time of the contact of the front part of the body of 
the car and undeformable obstacle, the body deformation equals 
zero, therefore 𝑏(0) = 0. After transformations 𝐷 = 0, and 
finally as below: 

𝑏 = 𝑉0√
𝑚

𝑘
∙ sin (√

𝑘

𝑚
𝑡).  (9) 

       Differentiating the obtained equation after time we get: 

𝑉 =
𝑑𝑏

𝑑𝑡
= 𝑉0 ∙ cos (√

𝑘

𝑚
𝑡),  (10) 

and hence: 

𝑎 =
𝑑𝑉

𝑑𝑡
= −𝑉0 ∙ √

𝑘

𝑚
∙ sin (√

𝑘

𝑚
𝑡),  (11) 

The vehicle stops during the crash when 𝑉 = 0. The time of 
the collision process can be written as: 

𝑡 =
𝜋

2
√

𝑚

𝑘
.  (12) 

In that time the maximal deceleration occurs if: 

𝑎max = −𝑉0 ∙ √
𝑘

𝑚
,  (13) 

and the impact force can be expressed as follows: 

𝐹max = 𝑚 ∙ 𝑎max = −√𝑚𝑘 ∙ 𝑉0.  (14) 

The deceleration value Eq. (13) is only an approximation and 
may significantly differ from the maximum peak, which is 
significantly influenced by the detailed characteristics of the body 
deformation (body structure and used components, types of 
engineering materials, operational conditions), impact speed and 
the associated effect of dynamic stiffness oscillation and many 
other minor factors. To get a result that is closer to the realistic 
model of the destruction of the body while crashing on a rigid 
obstacle the static characteristics of the body of the Ford Taurus 
car were used [11]. 

Using the differential equation of the motion during a vehicle 
collision with a rigid obstacle and making the transformations the 
following formula is obtained: 

1

2
𝑚𝑉2 = − ∫ 𝐹(𝑙)𝑑𝑙

𝑏

0
,  (15) 

where the right side of the above equation contains everything, 
which is responsible for longitudinal car body static reaction. 
Introduced this way the phenomenological conception eliminates 
the necessity of knowledge about experimental car body parame-
ters like stiffness and damping coefficients. Those parameters are 
neglected, when someone decides to use the multimas model in 
analytical crumple zone modelling, like Lukoševičius et al. [27] 
and can be determined in the numerical way (FEM “Finite Element 
Method” investigations), like work of Lankarani and McCoy [23]. 
Applying the initial condition 𝑉(0) = 𝑉𝑜 the following equation 
can be received: 

𝑉 = √𝑉𝑜
2 −

2

𝑚
∫ 𝐹(𝑙)𝑑𝑙

𝑏

0
.  (16) 

The total depth 𝑏̂ of the zone (crumple) of controlled destruc-
tion of the front part of the body of the vehicle is obtained by 
solving the following equation: 

𝑉(𝑏̂) = 0,  (17) 

Eq. (16) allows us to determine the speed as a function of the 
current depth of the deformed vehicle body compartment. Howev-
er, it does not provide information about the variability of dis-
cussed velocity in time, and thus makes it impossible to estimate 
the delay. 
       Applying the left side of Eq. (16) to the definition of instanta-
neous speed we get: 

𝑑𝑏

𝑑𝑡
= √𝑉𝑜

2 −
2

𝑚
∫ 𝐹(𝑙)𝑑𝑙

𝑏

0
,  (18) 

and finally: 

𝑡 = ∫
𝑑𝑏

√𝑉𝑜
2−

2

𝑚
∫ 𝐹(𝑙)𝑑𝑙

𝑏
0

𝑏

0
. (19) 
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As we can see that Eq. (19) is different compared with Eq. 

(12) because 𝐹(𝑡) is non-linear. 

Marking the right side of equality Eq. (19) by 𝐺(𝑏) we get: 

𝑡 = 𝐺(𝑏) − 𝐺(0),  (20) 

and finally after some transformations: 

𝑏 = 𝐺−1(𝑡).  (21) 

      Thus, the change in delay and speed as a function of time is: 

𝑎̃(𝑡) =
−𝐹(𝐺−1(𝑡))

𝑚
,  (22) 

𝑉̃(𝑡) = 𝑉𝑜 + ∫ 𝑎̃(𝑙)𝑑𝑙
𝑡

0
.  (23) 

3. RESULTS OF COMPUTATIONS 

The authors have decided to present two previously shown 
approaches of 𝐹(𝑡), i.e. the first based on approximation Eq. (1) 
of the experimental characteristics of static body rigidity and the 
second as an exact reconstruction without referring to the approx-
imating function relying only on the experimental data set. 

The depth of the stopping distance, speed and deceleration 
(during a collision) as a function of time was determined in two 
ways: using Eqs (10–12) and (21–23). 

The approximate value of the static body characteristic was 

assumed at the level 𝑘 = 1 [
kN

mm
], when we used the experi-

mental characteristics, the corresponding velocity value during the 
impact was determined from Eq. (10). 

Based on Fig. 1, the body stiffness of the Ford Taurus car 
(year 2004, weight 1,740 kg) was reproduced and then the rela-
tionship between the speed V during the collision and its duration 
was numerically elaborated using Eq. (16). The elaborated plots 
are illustrated in Figs. 3 and 4. 

 

Fig. 3. Superimposition of the reading graph (orange line) on the original 

body characteristics – data taken from Ref. [11] (red dots repre-

sents continuous data) and its linear approximation 

Variations of the deformation zone depth were determined at 
two approaches, expressing the sensitivity of the relationship on 
the proposed method (Fig. 4). Differences between these results 
were clearly visible at a speed exceeding 50 km/h. In the case of 
the relationship between the depth of a deformation zone and 
time, the differences in the two approaches were not significant 

Fig. 5. At the speed of 60 km/h the first and second iteration ex-
pressed not the same values in s(t) and time (Fig. 5). Variations of 
the speed versus time during the crash were sensitive to the 
approach stage (Fig. 6). This was expressed by differences in the 
value of time, taking 30%. 

 

 

Fig. 4. Car speed as a function of the current crumple depth determined 

using the first approach (a) and the second approach (b) at the 

four values of initial speed: 10 km/h, 40 km/h, 56 km/h and 

60 km/h 

Summarizing the results shown in Figs. 4–7 is worth empha-
sizing the approximation of the static characteristics of the car 
body using a straight line: 

 does not significantly affect the depth of the crumple zone 
(Fig. 5), 

 influences the time (duration) of the collision, which is 
independent of the initial speed (Fig. 6), 

 significantly changes the relationship of deceleration-time (Fig. 
7). 
The local maxima, presented in Fig. 7(b), are strongly corre-

lated with the course of the static characteristic versus time shown 
in Ref. [11]. 

The results obtained on the basis of the static characteristics 
and the formulas expressed by Eqs (15)–(23) as well as the rela-
tionship versus time are compared with data from the experiment 
(Fig. 8). 

It is observable, that approximation by the use of static vehicle 
body stiffness characteristics, gives results comparable with the 
experiment (the model year 2000). The plot of acceleration value 
(red line determined by the authors) is similar to over plots. The 
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non-linearity and pulsating value of deceleration is a direct conse-
quence of the changeable static and dynamic stiffness of the 
vehicle body, which is a very accomplished structure. It can be 
explained based on structural features of the components (manu-
facturing state) against crash because their mechanical parame-
ters and geometry follow the static stiffness at a not significant 
speed in a car accident while in the case of a crash at dynamic 
conditions, significant differences occurred in cross-sections and 
length of elements leading to a local concentration of permanent 
deformation, fracturing and collapsing as a final stage. Therefore, 
different values of force and deformation at crashing can be evi-
denced. From the practical point of view, it means the crumple 
zones at the initial state and after an accident at permanent de-
formation will express significantly different behaviour if a vehicle 
was repaired in a process with drawing and straightening. It can 
be connected with a vehicle history and operating condition such 
as a small collision, i.e. crumple zones of pure cars can be more 
deformable absorbing a higher level of energy and saving pas-
sengers compared to the exploited elements, at the same crush 
zone design. This means that the zone exhaustion state with 
deformation will occur earlier than its counterpart without loading 
history. As a result, the occupied zone of the exploited vehicle will 
be subjected to loading faster. Additionally, the behaviour of older 
cars is different from younger ones to the application of modern 
structural materials such as high-strength steel [38, 39]. Worth 
noticing that dynamic stiffness is very demanding because the 
experiment is very expensive due to the permanent deformation of 
the tested object which does not enable it to use again. Therefore, 
capturing details from this kind of test is very difficult. 

 

 

Fig. 5. Depth of the crumple zone as a time function for first approach (a) 

and second approach (b) captured at the initial speed of car equal 

to 10 km/h, 40 km/h, 56 km/h and 60 km/h 

 

 

Fig. 6. Car speed versus time during a collision for the first approach (a) 

and second approach (b) at the initial speed of the car: 10 km/h, 

40 km/h, 56 km/h and 60 km/h 

 

 

Fig. 7. Deceleration for the first approach (a) and the second approach 

(b) at the initial speed of the car taking off at 10 km/h, 40 km/h, 

56 km/h and 60 km/h 
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Fig. 8. Comparison of the results determined by means of the authors’s 

approach (red line) and data taken from Ref. [11] 

To clarity the comparison between static and dynamic 

stiffness (determined based on Fig. 8) was shown in Fig. 9. It is 

based on patterns: 

{
𝐹(𝑡) = 𝑚 ∙ 𝑎(𝑡)

𝑏(𝑡) = ∫ 𝑎(𝑙)𝑑𝑙
𝑡

0

⟹ 𝐹(𝑏) (24) 

where points of characteristics’ a(t) are directly taken from Fig. 8. 

 

Fig. 9. Comparison of static (S) and dynamic (D) stiffness (impact velocity 

56 km/h) of Ford Taurus 

 

Fig. 10. Comparison of dynamic (D) stiffness (impact velocity 56 km/h) of 

Ford Taurus and experimental stiffness of series personal cars 

produced in years 2002–2014 according to Ref. [37] 

 

It is important to note, that the static stiffness is a little bit large 
compared to dynamic stiffness, which is a known phenomenon 
described by Wiacek et al. [37]. In consequence, deceleration 
calculated by the use of static characteristics describes possibly 
the worst situation. Hence the assessment based on such type of 
approach is much more conservative. 

The relation’s shape and maximum force value on the dis-

cussed plot are comparable to those mentioned in Ref. [37] 

(see Fig. 10). 

4. CONCLUSIONS 

The conducted analytical modelling of the process of the 
frontal collision of a car with a rigid obstacle allows concluding that 
the quasistatic characteristic of the body stiffness is a sufficient 
tool to describe the phenomena occurring during dynamic loading, 
in the basic scope. It gives results comparable to the experimental 
ones (Fig. 8), which takes place when we use variable static 
stiffness in the modeling. Carrying out an analogous line of 
reasoning for the quasistatic averaged stiffness leads to a 
difference in the range of instantaneous deceleration values, with 
the results obtained for the actual stiffness (Fig. 7), although on 
the other hand, it does not cause a significant change in the 
length of the crush zone and the duration of the collision. 

The lower values of dynamic stiffness, compared to the static 
one, can be justified by the immediate degradation of some ele-
ments of the body during dynamic loading. 

Although the effects of a collision cannot be predicted with ac-
curacy, the use of the phenomenological concept of the analytical 
description of this phenomenon allows us to satisfactorily deter-
mine the maximum value of the instantaneous delay, which is 
critical due to possible injuries to passengers (overloading effect). 

The influence of the difference between vehicle body static 
and dynamic stiffness on the values of deceleration during the 
crash event is still not sufficiently presented, therefore this stage is 
selected for further investigations. 

The presented way of approach can be used for any other car. 
However, knowledge about car body stiffness, is strictly recom-
mended. The discussed Ford Taurus is only an example, illustrat-
ing the proposed method. 
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Abstract: Values of energy supply and demand vary within the same timeframe and are not equal. Consequently, to minimise the amount 
of energy wasted, there is a need to use various types of energy storing systems. Recently, one can observe a trend in which phase 
change materials (PCM) have gained popularity as materials that can store an excess of heat energy. In this research, the authors ana-
lysed paraffin wax (cheese wax)’s capability as a PCM energy storing material for a low temperature energy-storage device. Due  
to the relatively low thermal conductivity of wax, the authors also analysed open-cell ceramic Al2O3/SiC composite foams’ (in which  
the PCM was dispersed) influence on heat exchange process. Thermal analysis on paraffin wax was performed, determining its specific 
heat in liquid and solid state, latent heat (LH) of melting, melting temperature and thermal conductivity. Thermal tests were also performed 
on thermal energy container (with built-in PCM and ceramic foams) for transient heat transfer. Heat transfer coefficient and value  
of accumulated energy amount were determined. 

Key words: energy storage, phase change material, PCM, heat accumulation 

1. INTRODUCTION 

Energy accumulation plays an important role in sustainable 
utilisation of available energy sources and in improving their effi-
ciency [1]. It happens due to some energy sources being available 
for limited timeframes, such as solar energy and waste heat emit-
ted by machines, home appliances and buildings [1]. Phase 
change materials (PCM) provide the opportunity to accumulate 
such heat energy because of their relatively large values of latent 
heat (LH). Energy accumulation systems utilising PCM are char-
acterised by ability to store or release large amounts of energy, 
maintaining almost constant temperature value when the phase 
transition occurs. They are used in multiple fields: solar energy 
(solar water heating, solar air heating [2, 3, 4], solar power plants 
[4]), construction of passive and active energy-storage systems 
[5], photovoltaic panel cooling [6], electronics [7], automotive 
industry [8], space heating and domestic hot water systems [9], 
space cooling systems [10], spacecraft industry, food industry, for 
biomedical appliances and intelligent textiles. The first studies in 
the literature dealing with PCM are dated back to the ’40s of the 
preceding century [11], but only the energy crisis during the ’70s 
led to their utilisation as thermal energy storages (TES) that can 
release sensitive heat (SH) or LH, and visibly increased PCMs’ 
importance for energy management [12, 13]. PCMs can be 
grouped based on their origin as organic, non-organic or eutectic 
mixtures. Organic PCMs can be further divided into paraffins, fatty 
acids and ionic liquids. Inorganic PCMs are mostly salts, their 
hydrates and eutectic mixtures created with them. They are typi-
cally characterised by high values of enthalpy of fusion, a small 

range of phase transition temperature and higher – in comparison 
with organic PCMs – thermal conductivity coefficients. However, 
inorganics are not thermally stable during phase transition – they 
undergo segregation and might be supercooled. Such occurrenc-
es can cause corrosion of PCM containers. Organic PCMs have a 
relatively high value of LH, are chemically stable and their melting 
temperature can be controlled by regulation of carbon atoms’ 
amount in chain during the synthesis process. The disadvantages 
of using organic PCMs include their tendency to change volume 
during melting, as well as low thermal conductivity coefficients. 
For example, salt’s hydrates have thermal conductivity coefficients 
within the range of 0.4–0.7 W/(mK) [14] while organics have it in 
the range of 0.15–0.3 W/(mK) [15]. Organics don’t cause corro-
sion, are non-toxic and the supercooling effect during phase 
change is relatively small in their case. Organic PCMs are readily 
available in relatively low prices, characterised by a wide range of 
work temperatures to choose from, chemically stable and safe to 
use with drinking water and various other materials [16]. Given the 
small thermal conductivity coefficients of the materials discussed 
above, the issue of intensifying heat transfer presents a scientific 
problem. One of its solutions is to disperse the material in another 
body, which is able to transfer the heat well (such as metals and 
their alloys). The conducting material can be structured as a 
frame, net, porous foam etc., with copper and aluminium foams or 
expanded graphite allowing mention as examples. Porous ceram-
ic materials can also be used. Additionally, PCM containers can 
be equipped with parts that intensify the heat exchange process, 
such as ribbed structures [17, 18, 19, 20], metal meshes and 
rings. Another way to intensify the heat exchange rate is the 
utilisation of nanomaterials mixed with PCMs to increase the 
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thermal conductivity coefficient of such blends in comparison with 
the raw material [21, 22, 23]. The container shape plays a major 
role in the heat exchange process as well, e.g. a container shaped 
as a cylindrical ring displays better thermal characteristics than a 
spherical one of the same volume. 

In this research, the authors used ceramic open-cell compo-
site foams of Al2O3/SiC. The advantage of using such foams is 
their low weight in comparison with metallic foams, as well as a 
lower price. It has to be noted that, unfortunately, the heat transfer 
coefficient for ceramic foams is lower than that for foams based 
e.g. on aluminium alloy or copper. 

Pure Al2O3 has a thermal conductivity coefficient of 18 W/mK 
[24], which can be increased by adding SiC to the material up to 
35 W/mK, with a 43% SiC weight admixture [25]. 

Utilisation of a ceramic array should perceptibly increase the 
heat exchange rate during the charging process of a container 
with PCM. It should lower the time required to charge and dis-
charge the heat energy from and into the PCM heat accumulation 
system. 

2. THERMAL PROPERTIES OF THE PCM 

In this research, paraffin (cheese) wax was used as PCM, and 
it is composed of refined petroleum slack and beeswax. Paraffins 
are materials consisting of saturated carbon–hydrogen chains 
(with CnH2n+2 formula) integrated with branched, straight and 
ring-like (aromatics) structures, which are produced by the distilla-
tion of crude oil. Both the melting point temperature and LH of 
fusion increase with chain length. For an n in between 5 and 17, 
they are liquid at room temperature, while those with an n higher 
than 17 manifest in the form of solids. With an increasing number 
of carbon atoms, the melting temperature of paraffin waxes is also 
increased. Solid paraffin waxes are a mixture of hydrocarbons 
(iso-alkanes and cycloalkanes). For this reason, it is also difficult 
to accurately determine the molar mass of paraffins. Cheese wax 
is considered non-toxic, which is important for PCM TES that are 
intended for application in drinking water preparation. This type of 
paraffin (cheese wax) is used to protect cheese. No legal re-
strictions apply and they can be used as a PCM in domestic hot 
water tanks, without additional tests and approvals. And this is 
very important from a practical point of view. 

Concerning the present study, the first measurements per-
formed were those of specific heat, LH and phase transition tem-
perature. Specific heat measurements of the discussed PCM were 
performed using a differential scanning calorimeter (DSC) Mettler-
Toledo DSC 822e with IntraCooler Haake EK 90/MT under a 
nitrogen atmosphere (60 ml/min flow speed) [Fig. 1]. The test was 
performed using standard DSC aluminium crucibles with a 40 µl 
volume. Temperature appreciation speed was set to 10 °C/min. 
Specific heat measurements were performed in accordance with 
recommendations in the literature [26, 27]. 

Specific heat measurement was performed using an indirect 
method with a sapphire calibration constant temperature growth 
rate of 10 °C /min and heat flux (HF) being the directly measured 
value [28]. 

 Samples of a weight between 5 mg and 20 mg were taken 
from provided material (Fig. 2). 

In the first experimental step, the heat rate with an empty con-

tainer (𝐻𝐹𝑐𝑟
𝑒𝑥𝑝

) was recorded. After placing the sample in the 
crucible, the measurement was repeated, obtaining HF readings 

of samples with crucibles 𝐻𝐹𝑝𝑟+𝑐𝑟
𝑒𝑥𝑝

 . HF for the sample follows the 

formula: 

𝐻𝐹𝑝𝑟
𝑒𝑥𝑝

=  𝐻𝐹𝑝𝑟+𝑐𝑟
𝑒𝑥𝑝

− 𝐻𝐹𝑐𝑟
𝑒𝑥𝑝 .            (1) 

 
Fig. 1. DSC DSC822e and crucibles used. DSC, differential scanning 

calorimeter 

 
Fig. 2. Plastic wax analysed in the research 

In the next step, heat rate on the reference material (sapphire) 

𝐻𝐹𝑠𝑎𝑝
𝑒𝑥𝑝

 was measured. The reference material was a sapphire 

disc with a diameter of 7 mm, which was directly analysed in the 

calorimeter’s chamber. 𝐻𝐹𝑠𝑎𝑝
𝑒𝑥𝑝

 was obtained by subtracting the 

HF signal for sapphire from the signal measured with the device’s 
chamber when it was empty. It allowed determination of the spe-
cific heat of the reference sample, following the formula: 

𝑐𝑝𝑠𝑎𝑝

𝑒𝑥𝑝
=  

𝐻𝐹𝑠𝑎𝑝
𝑒𝑥𝑝

𝑚𝑠𝑎𝑝 𝛽
 ,               (2) 

where 𝐻𝐹𝑠𝑎𝑝
𝑒𝑥𝑝 represents the heat rate with the reference sample 

(mW), 𝑚𝑠𝑎𝑝 the reference sample’s weight (mg) and ß the rate of 

temperature change during the test (K/min). 
Afterwards, the correction factor K, used to account for heat 

loss to the environment, was calculated: 

𝐾 =  
𝑐𝑝𝑠𝑎𝑝

𝑙𝑖𝑡

𝑐𝑝𝑠𝑎𝑝
𝑒𝑥𝑝 ,                        (3) 

where 𝑐𝑝𝑠𝑎𝑝

𝑙𝑖𝑡  represents the standardised specific heat of a sap-

phire reference (J/[gK]) [28]. 
The experimental value of the specific heat of the samples 

was determined using Eq. (1) and in compliance with the following 
relationship: 
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𝑐𝑝𝑝𝑟

𝑒𝑥𝑝
=  

𝐻𝐹𝑝𝑟
𝑒𝑥𝑝

𝑚𝑝𝑟 𝛽
,              (4) 

where: 𝑚𝑝𝑟 represents the sample weight (mg), and ß the rate of 

temperature change during the test (K/min). 
Weights of wax samples and the sapphire reference sample 

were measured using an analytical balance. The specific heat of 
PCM samples was calculated using the following relationship: 

𝑐𝑝𝑝𝑟
𝑐𝑜𝑟 =  𝑐𝑝𝑝𝑟

𝑒𝑥𝑝
 𝐾,              (5) 

where: 𝑐𝑝𝑝𝑟
𝑐𝑜𝑟  represents the sample’s specific heat after correction 

(J/[gK]). 
Fig. 3 presents the DSC thermograph of a HF signal meas-

ured for the wax sample after subtracting the signal measured 
with the empty crucible. 

 
Fig. 3. Wax DSC thermogram – identification of specific heat. DSC, 

differential scanning calorimeter 

Values of the specific heat of PCM specimens calculated us-
ing the procedure described above are presented in Fig. 4 (for 
solid and liquid states of the material).  

 
Fig. 4. Specific heat of wax vs. temperature 

For the solid phase, a major increase of heat capacity is per-
ceptible in the dependence of temperature, achieving the value of 

2.9 kJ/(kgK) in 25 C. A relatively small increase of specific heat 
can be observed for the material in its liquid state. 

Tab. 1. Specific heat capacity of the paraffin wax [29] 

Melting temperature 

(C) 

Specific heat capacity (kJ/kgK) 

Solid Liquid 

32–32.1 1.92 3.26 

The measured average specific heat for the solid phase 
amounts to 2.3 kJ/kgK and is slightly higher than the data pre-
sented in the literature [29]. 

In turn, for the liquid phase, the measured average specific 
heat is 2.99 kJ/kgK, which is less than the value presented in the 
literature [29]. The discrepancies are probably due to the different 
carbon–hydrogen chains’ structure of the paraffin in the solid state 
and the fact that the tested sample is composed of refined petro-
leum slack and beeswax. This is also evidenced by the higher 
melting point, as shown in Tab. 1. 

The LH of melting and melting temperature for the analysed 
material were determined using DSC analysis in compliance with 
the standards presented in the literature [30, 31, 32], with indium 
being used as a reference material for determination of the LH of 
melting. 

𝐿 = 𝐿𝑐
𝑚𝑐 𝐴 

𝑚 𝐴𝑐 
                (6) 

where: 𝐿 represents the LH of melting for the sample, 𝐿𝑐  the LH of 
melting for the reference material, 𝑚 the specimen weight, 𝑚𝑐  

the reference weight, 𝐴 the surface area under the HF graph (as 

marked in Fig. 5) for the sample and 𝐴𝑐  the area on the HF graph 
for the reference material. 

A temperature range for this measurement was selected 
based on the sample’s material characteristics. Tests were carried 
out through the aid of the same calorimeter as for previous trials 
(Mettler-Toledo DSC822e, in nitrogen with its flow speed equal to 
60 ml/min), using an IntraCooler device. 

As visible in Fig. 5, DSC analysis of the wax sample showed a 
single-step melting process with very small differences between 
the heating cycles. For each of the tests, there is one peak in the 
melting process. The peak on each DSC curve represents a 
phase change. As can be seen in Fig. 5, due to the presence of 
multicomponent hydrocarbon isomers, paraffin does not have a 
clear (sharp) melting temperature. The melting process of wax 
does not occur in a constant temperature, but rather in a range of 

temperature values, which starts at 25 C and ends at 60 C. In 
the initial part of the transition, the LH is relatively small, while 

soaring LH values can be observed at 53 C, which corresponds 
to the calculated melting temperature of the tested PCM. 

 
Fig. 5. Wax DSC thermograms – identification of the latent and melting 

temperatures. DSC, differential scanning calorimeter 

To determine the LH of melting of PCM, three tests were per-
formed, and their results are presented in Tab. 2. Small differ-
ences in the calculated LH lead to the conclusion that the phase-
change and thermal properties of the material are stable, making 
it suitable for use in TES systems. 
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Tab. 3 shows the properties of the paraffins. Compared to the 
values measured in this study, the melting enthalpy of paraffins is 
more than twice as high. This is because, as mentioned before, 
paraffins consist of carbon–hydrogen chains and this may indicate 
shorter chains for the tested sample. Therefore, the LH of the 
cheese wax is much lower. 

Tab. 2. Results of measuring the melting point and LH of the paraffin wax 

Test No. Melting temperature (°C) LH (kJ/kg) 

1 52.3 104.31 

2 52.3 104.04 

3 52.3 103.53 

Mean 52.3 104.0 

LH, latent heat 

Tab. 3. The thermal properties of paraffins 

Paraffin 

No. of 
carbon 

atoms in 
one mole-

cule 

Melting 
temp. 

(C) 

LH 
(kJ/kg) 

Density 
(kg/m3) 

n-Nonadecane 19 32 222 785 

n-Eicozane 20 36.6 247 788 

n-Heneicozane 21 40.2 213 791 

n-Docozane 22 44 249 794 

n-Trikozane 23 47.5 234 796 

n-Tetracozane 24 50.6 255 799 

n-Pentacozane 25 53.5 238 801 

n-Hexacozane 26 56.3 256 803 

n-Heptacozane 27 58.8 235 779 

n-Oktacozane 28 41.2 254 806 

n-Nonacozane 29 63.4 239 808 

n-Triacontane 30 65.4 252 775 

LH, latent heat 
 
Uncertainty in measurement of specific heat and LH was es-

timated using the procedures described in the literature [33, 34]. 
Complex standard uncertainty was calculated according to the 
formula: 

 𝑢𝑐(𝑌) = √∑ (
𝜕𝑌

𝜕𝑋𝑖
 𝑢(𝑋𝑖))

2
𝑛
𝑗=1             (7) 

where: 𝑢(𝑋𝑖) represents standard uncertainties of partial meas-
urements and 𝑢𝑐(𝑌) total complex standard uncertainty. 

The following factors influence the uncertainty in determina-
tion of the specific heat and the LH of fusion: repeatability of heat 
power measurements for an empty cell, empty crucibles, sample 
and sapphire, and determination of the mass of the sample, sap-
phire and indium. The uncertainty in the heat power measurement 
is ±0.1 mW. The error of mass measurement with the analytical 
balance was determined at the level of 
 ±0.01 mg. The uncertainty in the specific heat and the LH of 
fusion for the thermal power was estimated at the level of ±3%. In 
the next step, measurements of PCM’s thermal conductivity coef-
ficient were carried out using a KD2 thermal properties analyser 
(Decagon Devices Inc.) This device can be used to measure 
properties of solid, loose and liquid materials [35]. The method of 
calculating the thermal conductivity coefficient is based on solving 
temperature functions: 

 For heating phase: 

𝑇(𝑡) = 𝑚0 + 𝑚2 𝑡 + 𝑚3 𝑙𝑛(𝑡) for 0 < 𝑡 ≤ 𝑡ℎ,           (8) 

 For cooling phase: 

𝑇(𝑡) = 𝑚1 + 𝑚2𝑡 + 𝑚3 𝑙𝑛 (
𝑡

𝑡−𝑡ℎ
) for 𝑡 > 𝑡ℎ ,       (9) 

𝑘 =
𝑞

4𝜋 𝑚3
              (10) 

where: T(t) represents the temperature of a linear heat source, 
𝑚0, 𝑚1, 𝑚2 𝑎𝑛𝑑 𝑚3 indicate constants, 𝑚0 should be interpreted 
as the environment temperature during the heating phase consid-

ering contact resistance, 𝑚2 the velocity of environment tempera-
ture drift, 𝑚3 the slope of temperature function vs. 𝑙𝑛(𝑡), 𝑘 the 
thermal conductivity coefficient, q the power of this linear heat 

source and 𝑡ℎ the operating time of the linear heat source. 
By registering temperature change over time and approximat-

ing the collected data with Eqs (8) and (9), it is possible to deter-
mine the thermal conductivity coefficient value. To measure the 
thermal conductivity of PCM in the liquid and solid states, a KS-1 
measurement probe (length 60 mm and diameter 1.3 mm) was 
used. The probe enables measurement of the thermal conductivity 
coefficient of solids and liquids in the range of 0.02–2.00 W/(mK) 

within a temperature range of 50 °C to 150 °C, with a ±5% 
accuracy in the range 0.2–2.0 W/(mK), and ±0.01% in the range 
0.02–0.2 W/(mK) [36]. 

The analysed wax samples in glass vials were placed in a wa-
ter bath, controlling the water temperature, as indicated in Fig. 6. 
After reaching thermal equilibrium of the system, four measure-
ments were performed for each analysed temperature value. The 
results of the experiment are indicated in Fig. 7. The solid phase 
measurements exhibited a strong temperature dependency, 
where thermal conductivity peaked at 35 °C, possibly due to the 
solid–solid structural transition [37]. 

One can observe that the thermal conductivity almost doubled 
during the melting process, in comparison with the commence-
ment of the experiment, at which time this value was recorded at 

25 C. It was seen during melting that the sample was highly 
viscous with a mush-like characteristic. It was observed that for 
paraffins with a higher melting temperature, there occur both 
structural and state changes [37, 38], similar to this case. In gen-
eral, for paraffins with a higher melting point, there may be anoth-
er “phase”, consisting of solid flakes (particles) and liquid cells, 
which is called the mush phase. During structural change, a single 
phase undergoes thermal excitation, which results in the conver-
sion (rebuilding) of the internal structures of the paraffin, and this 
is known as the solid–solid phase change. 

The structure of the carbon–hydrogen chains changes and 
might have affected how energy is transferred between solid 
particles of the paraffin wax (molecular mechanism of heat con-
duction in a solid) [39]. 

Therefore, a strong increase in the heat conductivity coeffi-
cient during melting is the result of the reconstruction of the paraf-
fin structure. This phenomenon is correlated with the structural 
change. After finalising the structural transition, thermal conductiv-
ity decreases to its minimal value for liquid wax, and then slowly 
increases with temperature. With the appearance of cells contain-
ing a liquid phase, convective heat exchange processes begin to 
dominate. This causes a strong decrease in the thermal conduc-
tivity of the paraffin wax. The particular values of this phenomenon 
are presented in Tab. 4. 
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Tab. 4. Thermal conductivity of the paraffin wax 

Melting 
temperature 

(C) 

Thermal conductivity 
(kJ/kgK) Reference 

Solid Liquid 

32–32.1 0.514 0.224 Francis Agyenim 

51.8 0.233 n/a Mohamed Lachheb 

53–57 0.26 0.16 Vahit Saydam 

The measured values of the thermal conductivity coefficient 
for the solid phase that find mention in the literature [40, 41] are 
observed to be much higher than the values reported in the pre-
sent study. The probable cause of these higher values might be 
the fact of the measurement having been made already, at the 
beginning of the phase transition. As can be seen from Fig. 7, 
there is a rapid increase in the thermal conductivity coefficient 

between the temperatures of 25.2 C and 25.6 C. 

 
Fig. 6. Schematic diagram of thermal conductivity test equipment 

 
Fig. 7. Thermal conductivity of the wax vs. temperature 

Standard uncertainty was calculated in accordance with rec-
ommendations in the literature, and its values are presented in 
Tab. 5. 

Tab. 5. The melting point and the LH of the wax 

Temperature 

(C) 

Standard 
uncertainty 
in the tem-
perature 

(C) 

Thermal con-
ductivity 
(W/[mK]) 

Standard uncer-
tainty in the 

thermal conduc-
tivity (W/[mK]) 

16.0 0.30 0.134 0.010 

21.5 0.26 0.146 0.010 

25.2 0.27 0.156 0.008 

26.5 0.30 0.230 0.012 

35.4 0.37 0.265 0.013 

45.7 0.30 0.260 0.013 

52.6 0.28 0.202 0.010 

57.8 0.36 0.165 0.010 

67.7 0.33 0.153 0.010 

78.0 0.28 0.173 0.013 

84.8 0.28 0.176 0.010 

LH, latent heat 

The last determined material parameter was the density of the 

wax in its solid state and at a temperature of 22 C. The value 
was determined using an analytical scale and with manual meas-
urement of a cylindrical specimen. The obtained density value 
was 909 kg/m3 with an uncertainty of ±1%. 

3. THERMAL PERFORMANCE OF THE STORAGE CON-
TAINER WITH PCM AND CERAMIC FOAM 

In the following step, the authors researched the thermal 
properties of PCM dispersed in Al2O3/SiC composite foams, 
utilising an experimental TES system with a measurement setup 
designed for the purpose. Porosity of the foam was determined 
using optical analysis [42] with a help of open source software 
[43]. One of the most frequently used methods of porosity meas-
urement is the Archimedes method, applied according to the EN 
623-2 standard [44]. However, if the pore size is >200 µm, this 
method is not recommended for porosity measurements. In this 
case, the pore sizes were in the range of 1.5–3.0 mm. Therefore, 
the optical technique was used to measure the porosity of the 
Al2O3/SiC composite. This measuring technique is successfully 
used to determine the porosity of building materials, rocks, etc. 
The samples were photographed in a high resolution. Then, to 
further clean the image, a threshold value was set using an open-
source photo editing software (ImageJ, an image processing 
program), so that any given pixel was either white or black  
(Fig. 8). 

 
Fig. 8. Photographed image of ceramic foam (pores are white) 

Then, the area of the pores and the skeleton was measured, 
and on this basis, the porosity was determined. Three samples of 
the foam were appraised to obtain a mean porosity of 48%. Then, 
the foam was placed in a cuboidal container (with a volume of 
2.3 l), and filled with cheese wax afterwards (Fig. 9). The contain-
er was placed inside a case, which made it easier to mount 
probes and measurement devices to the rig and enable water-flow 
inside. During tests, the “hot” side of the rig was heated with flow-
ing liquid (water), and the “cold” side was thermally insulated. A 
thin HF meter (OMEGA®, with 5% declared measurement uncer-
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tainty) was fixed to the “hot” side of the PCM container, in addition 
to the installation of two K-type thermocouples with which to 
measure the container’s surface temperature. Additionally, three 
K-type thermocouples were installed in the space between the 
device’s case and the container, to measure the flowing fluid’s 
temperature. Five K-type thermocouples were also placed on the 
“cold” container’s side. 

 
Fig. 9. View of the measuring section and the PCM container. PCM, 

phase change material 

 

 
Fig. 10. Simplified scheme of the experimental stand 

The test section was integrated into the experimental stand 
(Fig. 10). The stand consists of main parts such as: buffer tank, 
measurement/test section, pump and thermostat (heater). The 
buffer tank is included in the setup to maintain the stability and 
uniformity of the temperature at which hot water is supplied to the 
test section. The liquid’s flow rate through the measurement sec-
tion was regulated using a valve, and measured with a TecFluid 
TM44 turbine flowmeter. The temperatures on the inlet and outlet 
of the test section were measured using Pt100 thermistors, while 
the water-pressures at these same locations were read using 
WIKA piezoelectric transducers. For data acquisition, a DATAQ® 

Instruments GL820 midi Logger was used. 
For the duration of the trials, the following parameters were 

logged: 

 the test section’s inlet and outlet temperatures; 

 the water-pressures of the inlet and outlet; 

 the volumetric flow rate; 

 the temperature of the PCM container’s external surfaces; 

 the temperature of the surrounding environment; and 

 the HF. 
The data obtained were recorded in a text file. The main ob-

jective of this study was to determine the heat exchange condi-
tions prevailing during the TES charging process and the amount 
of accumulated heat energy. To obtain the heat transfer coeffi-
cient, HF density on the container’s surface was measured along 
with the temperatures of the fluid and of the aforementioned sur-
face, with the liquid’s volumetric flow rate being ascertained at 
0.57 m3/h. 

 
Fig. 11. HF density, fluid and surface temperature vs. time. HF, heat flux 

At the beginning of the charging process, the HF from water to 
the PCM container grows rapidly, as shown in Fig. 11. This phe-
nomenon is followed by a similar-in-size fast decrease and stabili-
sation of the parameter, with a slight increase over time. The initial 
growth of HF can be explained by the large difference between 
the temperatures of the container and the liquid at the beginning 
of a charging process. During forced convection, the temperature 
difference between the fluid and the wall is the main driving force 
in the process of thermal energy transport. Moreover, in the initial 
heat transfer process, the thickness of the thermal boundary layer 
is small. The thermal resistance of the boundary layer is very low 
and therefore the transfer coefficient attains high values. After the 
system’s temperature becomes regulated, the “driving force” 
behind this HF’s spike decreases. This is due to the stabilisation 
and growth in the thickness of the thermal boundary layer. The 
function of heat transfer coefficient in time was determined using 
the following formula:  

ℎ(𝑡) =
𝑞(𝑡)

𝑇𝑓(𝑡)−𝑇𝑤(𝑡)
,            (11) 

where: ℎ(𝑡) represents the transient heat transfer coefficient, 𝑞(𝑡) 
the HF, 𝑇𝑓(𝑡) the temperature of the liquid and 𝑇𝑤(𝑡) the contain-

er’s wall temperature. 
Change of the heat transfer coefficient across time is present-

ed in Fig. 11. Similarly as with the HF density graph, a spike of the 
coefficient’s value is observed at the beginning of the process. It 
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can be explained by the relatively small thickness of the contain-
er’s wall, enabling rapid heat exchange with large temperature 
differences of the container and a medium. The slight increase of 
the coefficient’s value afterwards can be caused by a decrease in 
the fluid’s viscosity at the container’s surface as it accumulates 
more energy, intensifying fluid transport momentum. 

The mean value of heat transfer coefficient ℎ̅ was calculated 
as a mean of the function: 

ℎ̅ =
1

𝑡
∫

𝑞(𝑡) 𝑑𝑡

𝑇𝑓(𝑡)−𝑇𝑤(𝑡)

𝑡

0
            (12) 

where: t indicates time.  
The mean heat transfer coefficient calculated for a timeframe 

between 0 s and 2,500 s is 780 W/m2 K, proving that the heat 
exchange process is laminar. 

 
Fig. 12. Instantaneous value of the heat transfer coefficient 

 
Fig. 13. The amount of accumulated heat 

The amount of heat accumulated during charging process (Q) 
was calculated based on the relation: 

𝑄 = ∫ 𝜌 𝑐 𝑉̇ [𝑇𝑖𝑛(𝑡) − 𝑇𝑜𝑢𝑡(𝑡)] 𝑑𝑡
𝑡

0
         (13) 

where: 𝜌 𝑐 represents the volumetric heat capacity of water, 𝑉̇ wa-
ter’s volumetric flowrate, 𝑇𝑜𝑢𝑡 temperature of water in the test 
section’s outlet and 𝑇𝑖𝑛 temperature of water in the test section’s 
inlet. Water’s volumetric heat capacity, which is a product of spe-
cific heat and density, was calculated, based on literature data 
[44, 45], to be the following: 

𝜌 𝑐 = 4211.7 − 1.6796 𝑇𝑎𝑣          (14) 

where: 𝑇𝑎𝑣 temperature is an arithmetic mean of inlet’s and out-
let’s liquid temperatures.  

The determined amount of accumulated heat is presented on 
graph (Fig. 13). As visible, the amount of heat accumulated is an 
ascending linear function of time, except the beginning of the 
charging process. The slope of the curve presented in Fig. 13 

depends on the heat capacity of the paraffin as well as on the 
heat transfer coefficient. The higher intensity of heat accumulation 
observed in the initial phase (Fig. 13) is related to higher values of 
the heat transfer coefficient, as shown in Fig. 12. The use of 
ceramic foam eliminates the effect (local change of the curve 
slope) related to the phase change [46, 47, 48]. 

4. SUMMARY 

In this study, the authors carried out research on the thermal 
properties of a PCM – specifically wax. In the dominant majority of 
publications focussed on PCM materials, the description of the 
thermophysical properties is limited to information concerning only 
the LH, melting point temperature and (less often) the thermal 
conductivity coefficient (for the solid and liquid phases). There is a 
noticeable absence of complete information on changes in ther-
mophysical properties during the phase change. Therefore, in this 
study, detailed thermophysical studies were carried out during the 
wax melting process. In particular, the temperature range in which 
the phase change occurs was precisely determined. This is im-
portant for the correct design of thermal energy accumulation 
systems. 

Specific heat was determined for the material’s solid and liquid 
states. In the material’s solid state, a strong increase of specific 
heat capacity in relation to temperature increase is observed, 

reaching 2.9 kJ/(kgK) at a temperature of 25 C. In the material’s 
liquid state, a slight and approximately linear increase of specific 
heat with temperature growth was observed. DSC analysis re-
vealed a one-stage melting process of the discussed substance, 
with very small differences in material behaviour during multiple 
subsequent heating cycles. The melting process of the analysed 

PCM occurs gradually in a range of temperatures starting at 25 C 

and concluding at 60 C. At the beginning of a melting process, 
the intensity of phase change LH’s emission is relatively small. 

Vigorous increase of this value can be observed at 53 C, which 
corresponds to the melting temperature determined in this re-
search. The melting temperature and LH of melting were also 

determined as 52.3 C and 104.0 kJ/(kgK), respectively. Omitta-
ble value differences for the LH of melting between different spec-
imens shows that the analysed material possesses stable thermal 
properties. This is important for design purposes connected with 
TES devices and systems. 

The heat transfer coefficient of wax was measured. Its value 
perceptibly varies with temperature changes. Above the tempera-

ture of 25 C, it starts growing rapidly, to reach a value that is 
almost double its initial value, due to the material’s phase transi-
tion. After a liquid phase appears, the heat transfer coefficient 
rapidly decreases and afterwards slightly grows with further tem-
perature increase. The thermal analysis of a transient process of 
charging a PCM container filled with ceramic foam and wax was 
carried out. The analysis revealed that the value of the heat trans-
fer coefficient grows rapidly at the beginning of the charging pro-
cess, a phenomenon possibly caused by the small thickness of 
the near-wall thermal layer. This layer increases its thickness with 
time, thereby causing an associated decrease in the coefficient’s 
value. Slight and steady growth of the coefficient afterwards can 
be caused by a decrease in the liquid’s viscosity in the near-wall 
area. 
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Abstract: The operation of high-speed tracked vehicles takes place in difficult terrain conditions. Hence, to obtain a high operational relia-
bility, the design or modernisation process must be precise and should consider even the slightest details. The article presents issues re-
lated to the problem of formulating vehicle models using partial models of flexible elements used in tracked mechanisms. Changes occur-
ring in the shape and properties of elements such as track pads and roadwheel bandages as a consequence of operating conditions are 
presented. These changes are reflected in the presented elastic–damping characteristics of components of the crawler mechanism. Nu-
merical studies have shown that deterioration of chassis suspension components after a significant mileage may increase dynamic loads 
(forces) acting on the running gear. Increased forces in the running gear naturally result in increased stresses in the road surface on which 
the vehicle is travelling, which can pose a danger (or excessive wear and tear) to road infrastructure components such as culverts, bridges 
and viaducts. In the literature, model tests of objects are carried out on models that represent new vehicles, and the characteristics of the 
adopted elements correspond to elements not affected by the process and operating conditions. Its influence should not be ignored in the 
design, testing and running of a special vehicle. The tracked mechanism, as running gear, is designed for special high-speed vehicles for 
off-road and off-road driving. Its design ensures high off-road traversability. The dynamic loads originating from off-road driving are super-
imposed on those generated by the engine, drive train and interaction of the tracks with the roadwheels, sprocket, idler and supporting 
tracks return rollers. 

Key words: maintenance, tracked mechanism, rubber elements, roadwheel, high-speed tracked vehicle, characteristics, modelling 

1. INTRODUCTION 

The issues related to the tracked vehicle operation are de-
scribed infrequently and to a rather limited extent in the literature. 
The authors of most publications consider and analyse the prob-
lems experienced in tracked vehicles in industrial applications, 
e.g., see literature [1, 2] or civil applications, e.g., see literature [3, 
4]. In high-speed tracked vehicles (HSTVs), the issue is even 
more complex. It requires considering several factors that affect 
the effectiveness and safety of the execution of tasks. The operat-
ing conditions (terrain, climatic and meteorological conditions, and 
dust) are important, a general description of which is included in 
the literature [5]. An interesting approach to the problem, the 
influence of vehicle operating time, is presented in the literature 
[6], where the impact of wear and tear of suspension elements on 
the dynamic loads of the vehicle is considered. Research on 
prototype crawler pads of crawler track links is presented in the 
literature [7]. An analysis of the elastomeric cover pad wear and 
tear process has been shown to indicate its applicability in 
HSTVs. The issue of vehicle operational safety and dynamic loads 
affecting this safety is described in the literature [8, 9]. The papers 
[10, 11] present the results of numerical tests of vehicle models 
with crawler tracks that differ in the way the links are connected. 
Their effects have been analysed on the dynamic loads of the 
vehicle body when passing over road bumps. The paper [12] 

describes a model of the interaction of the track–wheel–terrain 
system and presents the results of model tests for two types of 
rubber continuous and metal multi-part crawler track belts. In the 
paper [13], the modelling process and results of load tests that 
occur on a crawler track with different ways to connect the links 
are presented. Dynamic forces acting on the vehicle running gear 
during driving focused on a crawler track were measured in exper-
imental research, the results of which are presented in the paper 
[14]. The authors proposed and tested the concept of an active 
mechanism compensating force tension in the tracks. The re-
search was carried out by using numerical analysis. The present-
ed results point towards the reduction in crawler track dynamic 
tension magnitudes and stability improvement of the tracked 
mechanism. In the paper [15], a bench testing solution for the 
analysis of various load conditions of a rubber crawler track is 
presented. Particular attention has been focused on the forces 
and stresses that occur in it. The results obtained from the calcu-
lation have been compared with the experimental data, and good 
consistency has been obtained. The methods of calculation of the 
internal resistance of elements in tracked vehicles are considered 
in the paper [16]. Various models of roadwheel rolling resistance, 
rubber track belt bending and crawler track resistance are pre-
sented. The authors of the study concluded that the various exist-
ing models lead to inconsistent results, especially due to the lack 
of sufficient data in the case of conventional rubber tracks. In the 
paper [17], the double roadwheel resistance model including a 

https://orcid.org/0000-0002-7063-9913
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rubber double band is presented. Resistance is calculated as the 
total of roadwheel and track contact and the friction of wheel and 
track guide lugs. The model includes vertical and lateral loads of 
roadwheels, non-uniform pressure and relation of normal forces 
between the roadwheel and track guide lugs. As result of experi-
mental and model investigations, solutions to reduce losses in 
running gear are proposed. The interaction of the elements of the 
crawler track mechanism with the ground using simplified substi-
tute models has been presented in the papers [18, 19]. The calcu-
lation results have been validated with data from the literature and 
with the results obtained from detailed calculations of the models. 

The crawler track mechanism is a running system in which the 
driving force generated by the engine, which causes the vehicle to 
move, is intermediated by the crawler tracks to the ground [20]. 
The high-speed tracked vehicle (HSTV) is a vehicle that develops 
a running speed of >25 km/h. With a gross vehicle weight of up to 
70 t (tonne), such vehicles can reach speeds of up to 75 km/h on 
paved roads and up to 55 km/h off-road. Such conditions result in 
increasingly complex dynamic loads of high intensity and random 
varying parameters. 

It is usually assumed that the elastic and damping properties 
of suspension elements remain essentially unchanged in the 
lifetime of the track running gear system, whereas the elastic and 
damping properties of rubber elements of crawler track mecha-
nisms change quite significantly due to wear and tear, mechanical 
damage, temperature effects and the operating environment. The 
literature presents results mainly obtained from model tests of 
new vehicles. For example, the papers [21–23] present models 
and results of analysis of the interaction of crawler tracks with 
different types of ground. On the contrary, the paper [24] analyses 
the effect of the arrangement of shock absorbers on the dynamic 
loads acting on the tracked vehicle. Some parameters or charac-
teristics are assumed to be invariant during the operating process, 
while others are ignored. The results of numerical investigations of 
the 2S1 tracked mechanism with modified suspension are pre-
sented in the paper [25]. Torsion bars are replaced with hyperbolic 
springs. As the result of the proposed modifications improved the 
stability of the vehicle and reduced the interior and the exterior 
volume of the vehicle suspension. In the paper [26], a vehicle has 
been analysed in which the stiffness of the new rubber bandages 
of the roadwheels has been included, neglecting their damping. In 
the paper [23, 27], a tracked vehicle model has been used for 
simulation studies to assess the effects of the terrain geometry, 
soil characteristics and speed on vehicle performance. 

Articles considering the impact of ageing wear and tear of 
rubber elements in the running gear of tracked vehicles on dy-
namic loads of HSTVs, such as medium tanks, and its impact on 
the environment are uncommon. This applies particularly to rub-
ber bands on roadwheels and rubber pads on tracks. 

It can be considered that the studies carried out do not take 
account of the changes in the properties of the elements of the 
crawler track mechanism of the vehicles, especially in those ele-
ments where rubber is used. These changes are due to the dis-
tance travelled, speed of travel, type of ground, weather condi-
tions and material ageing. It can be assumed that the material 
used in this study fills the gap well in this field area. 

The genesis of the undertaken topic is the process of modern-
isation of combat vehicles. It originates in the necessity of im-
provement of the safety of the crew, leading to an increase in the 
sprung mass and engine horsepower. As a consequence, 
roadwheel rolling resistance and dynamic loads or running gear 
increase. 

This study aims to evaluate the effect of wear and tear of rub-
ber elements in the running gear occurring during typical vehicle 
operation conditions on the change in dynamic loads acting on the 
vehicle chassis, hull and crew. 

2. OPERATING LOADS OF VEHICLE RUNNING GEAR 

The natural operating conditions of the HSTV are shown in 
Fig. 1. The main loads on the crawler track mechanism and the 
intensity of wear of its elements depend, among other things, on 
the mass of the vehicle mb [kg], time of use t [h], running speed v 
[m/s], steering angular velocity ω [1/s], temperature Δt [°C], pre-
tension of crawler tracks Pw [N], height of ground bumps h [m], 
their distribution and length lp [m], type of ground (sand, clay, 
rocks, etc.) fgr and physical properties of construction materials 
WM. Thus, its durability T is mainly a function of factors such as in 
Eq. (1): 

𝑇 = 𝑓(𝑚𝑏 , 𝑡, 𝑦, 𝑣, 𝜔, ∆𝑡, 𝑃𝑤 , 𝑙𝑝, 𝑓𝑔𝑟 ,𝑊𝑀)  (1) 

The design pre-tension of the PW crawler track belt is given by 
Eq. (2): 

𝑃𝑊 =
𝜌∙𝑔∙𝑙2

8∙𝑓
  (2) 

where ρ is the unit mass of the crawler track [kg/m], g is the ac-
celeration due to gravity [m/s2], l is the length of the freely hanging 
section of the crawler track [m] and f is the deflection arrow [m]. 
The pre-tension of the crawler track should meet the following 
condition: fmin ≤ f ≤ fmax (where fmin is the deflection arrow at the 
minimum tension and fmax is the deflection arrow at the maximum 
tension). 

 
Fig. 1. Natural conditions for the movement of special vehicles: 

(a) cornering on a paved road and (b) unsurfaced road 

Only the tracked vehicle contains a road that can be assumed 
to have an infinite length. Crawler track belts are unfolded in front 
of roadwheels, smoothing out the bumps to overcome. After the 
last wheel has passed, they are taken up from the ground, re-
wound and unfolded again. The large load-bearing surface of the 
crawler tracks (Fig. 2) provides vehicles considerable weight with 
a low average unit pressure ps Eq. (3), as follows: 

𝑝𝑠 =
𝐺

2∙𝐹
=

𝑚𝑏∙𝑔

2∙𝐿0∙𝑏
  (3) 

where G is the force of gravity of the vehicle, F is the area of the 
lower track branches, L0 is the length of contact between the lower 
track and the ground, b is the width of the track and g is gravita-
tional acceleration. 

Contemporary HSTVs up to 40 t have an average unit pres-
sure on the deformable ground of ps = (40–70) kPa. The average 
unit pressure of vehicles >40 t is in the range pS = (75–100) kPa. 
The tactical and technical requirements for HSTVs >40 t impose a 

 (a) (b) 
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prerequisite that average pressures should not exceed ps≤85 kPa. 
For wheeled vehicles (including multi-axle vehicles), the pressure 
value is much higher and is in the range ps = (170–350) kPa [8]. 
An increase in specific pressures increases the ground resistance 
force Fgr Eq. (4), as follows: 

𝐹𝑔𝑟 = 𝑍 ∙ 𝑓𝑔𝑟 = 𝐺 ∙ 𝑓𝑔𝑟 ∙ cos 𝛼  (4) 

where fgr is the ground resistance coefficient, N is the normal 
reaction and α is the road slope angle. 

 
Fig. 2. Diagram showing the interaction of the crawler track mechanism 

with the ground: (a) diagram of the forces acting on the HSTV  
and (b) distribution of ground pressures: pm – maximum value,  
ps – average value 

The pressure value ps combined with the high ground adhe-
sion Fφ Eq. (5) makes it much easier for tracked vehicles to navi-
gate in difficult terrain conditions (φ is the coefficient of adhesion 
of crawler tracks to the ground). 

𝐹𝜑 = 0.65 ∙ 𝐺 ∙ 𝜑  (5) 

Some of the data and results of the studies and analyses, due 
to the status of the vehicles analysed, are characterised by a 
certain sensitivity value. It should be assumed that they have 
qualitative, rather than quantitative, qualities. 

3. RUBBER ELEMENTS IN THE CRAWLER TRACK RUNNING 
MECHANISM AND ITS EXTERNAL FACTORS OF WEAR 

In motor vehicles, rubber elements (with different shapes, ma-
terial compositions, manufacturing methods and characteristics) 
are used extensively, whereas in HSTVs, some of the rubber 
elements are quite different from the typical rubber elements and 
have a special role in the operating process. Those are integral 
parts of the assemblies and elements of the crawler track mecha-
nism subjected to complex dynamic loads in the surrounding 
environment. Some of the structural assemblies of the crawler 
track mechanism that use rubber with given properties, shape and 
geometry are shown in Figs. 3–8. Fig. 3 shows a roadwheel with a 
vulcanised rubber band of the appropriate thickness and width 
(these parameters depend on the weight and inertia of the vehicle, 
the number of roadwheels and the model of interaction of the 

crawler track with the ground). The use of external rubber band-
ages enables: 

 a reduction in the amount of heat liberated by the friction of 
the rubber band against the track links compared to pure steel 
wheels; 

 a reduction in the dynamic loads acting on the vehicle hull and 
crew; 

 a reduction in the noise level during driving; and 

 a reduction in the amount of heat released during the friction 
of the rubber band against the crawler track belts compared to 
steel-rimmed wheels featuring internal shock absorption. 
Fig. 4 shows sections of the crawler track belts and links used 

in HSTVs, with a crawler track of the hinge type (Fig. 4a) and a 
crawler track of the link type (Fig. 4b). 

 
Fig. 3. Roadwheel with an outer rubber band: (a) double outer rubber 

band and (b) single outer rubber band 

 
Fig. 4. Hinge (a) and link (b) types of crawler tracks 

The links of the crawler track of the hinge type, with a weight 
of up to 16 kg, are connected by a single pin (Fig. 4a), whereas 
the links of the crawler track of the link type, with a mass of up to 
24 kg, are connected by two pins (Fig. 4b). The links rotate rela-
tive to each other by deforming the rubber bushings in a torsional 
manner, forming the so-called closed joint. To reduce the load on 
the bushings and reduce the energy loss while driving, the links 
are connected at an appropriate angle when assembled (angle α 
in Fig. 5). 

 
Fig. 5. Crawler track links with a rubber and metal joint: T – rubber-metal 

bushings, 1 – line parallel to the ground surface, 2 – line of zero 
torsional stress, 3 – line of maximum torsional stress, α – mount-
ing angle of links, β – angle of maximum relative rotation of links 

 (a) 

(b) 

 

(a) (b) 

 (a)  (b)  
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In the HSTV crawler tracks, interchangeable link cover pads of 
the crawler track are used (Fig. 6), which can be fixed in an elastic 
holder (Fig. 6a) or with a screw (Fig. 6b). 

 
Fig. 6. Link cover pads of the HSTV crawler tracks fixed: (a) pressed into 

guides and (b) screwed into the socket 

Rubber cover pads of crawler tracks contribute to the ability to 
be driven on public roads (by reducing pavement loads) as fol-
lows: a reduction in the amount of heat released when the cover 
plate is in friction with the ground compared to a metal crawler 
track, a reduction in vehicle slip-on paved surfaces, a reduction in 
the noise level when driving, a reduction in dynamic loads when 
driving off-road, an increase in grip on hard rough pavement and a 
reduction in grip on soft ground. On vehicles where roadwheels 
have a reduced thickness band in addition to cover plates, rubber 
cushions may be used on the inner surfaces of the links, as 
shown in Fig. 7. 

 
Fig. 7. Rubber cushions on the inner surface of the links of crawler tracks 

During the operation of HSTVs, insufficient resistance of some 
elements of the crawler track mechanisms to complex operating 
loads can be observed. This affects the durability and reliability 
not only of the crawler track mechanism but also of other vehicle 
units and systems. The aforementioned applies to both the cover 
pads of the crawler track links, which have a specified odometer 
reading of 1,000–1,500 km, and the bandages of roadwheel, 
whose wear and tear and failure rate depend on the intensity of 
use, dynamic loads, ambient and operating temperatures. Exam-
ples of damage to bandages and cover plates are shown in Figs. 
8a and 9. When driving on a hard, rough road surface: 

 rubber track pad plates are subject to abrasive wear and tear 
during cornering (Fig. 1a), and the weight of the links and 
crawler tracks may change (also by tearing out rubber frag-
ments – Fig. 8b); 

 rubber track pads plate, as a result of wear and tear, can 
cause a reduction in the thickness of the damping layer and 
an increase in the noise level during dynamic driving may oc-
cur (the cause for this phenomenon is the uneven weight dis-
tribution in the link. In the link, different inertial forces act on 
the pins, drive wheels, directional wheels, roadwheels and 
support rollers); and 

 rubber track pad plates can cause a risk of loss of stability at 
high speeds in curvilinear motion. 
On deformable ground: 

 rubber cover pads have an impact on running resistance, 
depending on the shape and geometry of the link and the cov-
er pads and their degree of wear and tear; 

 during dynamic driving and cornering, the track is at risk of 
dropping or tipping over on the dry, turf-covered ground. 

 
Fig. 8. Rubber cover plates: (a) with varying degree of wear and tear  

and (b) torn out rubber pad fragments 

A confirmation of the considerable load on the links of crawler 
tracks and their wear during an interaction with the ground is 
shown in Fig. 9, where Fig. 9a shows a link of a new metal crawler 
track, while Fig. 9b after greater mileage. The abrasive wear of 
the ground grapples is visible. 

 
Fig. 9. Working surfaces of metal ground gripples of links. (a) new link 

and (b) used link 

An important element that affects the efficiency and durability 
of crawler track belts is the link joints. The introduction of rubber 
and metal joints has, irrespective of the type of crawler track, 
eliminated the possibility of direct engagement between pins and 
link lugs in highly abrasive environments. 

The rubber bandages of the roadwheels carry complex dy-
namic loads in the radial, circumferential and transverse directions 
when the vehicle is in motion. Roadwheels may also be exposed 
to external mechanical sources such as stones, debris and rocks. 
This process also generates thermal loads, which can have a 
significant impact on the elastic properties of rubber. The result of 
the aforementioned impacts is damage to the bandages. Exam-
ples of the most common damage cases are shown in Fig. 10. 
The running conditions of special HSTVs, in military applications, 
pose some challenges to vehicle designers and manufacturers. 
The rubber used for the structural elements of the crawler track 
mechanism must meet the assumed requirements and be charac-
terised by appropriate properties, especially within scope of: 

 high resistance to mechanical stress (compression, tension, 
impact, chipping, tearing); 

 good energy absorption (vibro-insulating properties) to reduce 
dynamic loads on the vehicle hull and crew; 

 high abrasion resistance; 

 high adhesion to metals (vulcanising properties); 

 

 

b) a) (a) (b) 

 

 

(a) (b) 

 (a) (b) 
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 high thermal resistance (non-combustible or self-
extinguishing); and 

 good thermal conductivity, heat dissipation into the superstruc-
ture (load-bearing wheel rim, base of cover plate, etc.) and 
environmental resistance (ageing, exposure to operating flu-
ids). 

 
Fig. 10. Damage to the rubber bands of the load-bearing wheels: (a) 

abrasive and mechanical wear and (b) interaction of the track 
guide ridges and devulcanisation of the bandage from the rim 

The change in the elastic and damping (ED-RP) properties of 
the rubber elements of the crawler track mechanism after a signif-
icant mileage is the result of the impact of a number of factors. 
The main factors are summarised in the following Eq. (6): 

𝐸𝐷 − 𝑅𝑃 =
𝑓(𝑊𝑀, 𝑠ℎ𝑎𝑝𝑒 (𝑎 𝑥 𝑏 𝑥 𝑐), 𝑡𝑒, 𝑣, 𝑃𝑘𝑠 , 𝑃𝑤 , 𝑃𝑘 , 𝑃𝑜, 𝜎𝑧 , ∆𝑡)  (6) 

where WM is the physical properties of the material, a x b x c is 
the (length x width x height) dimensions of cover plate [m], te is the 
time of use [h], s is the mileage [km], Pks is the static load [kN], Pk 
is the crawler track tension from driving force [kN], Pk is the crawl-
er track tension resulting from centrifugal force [kN], σz is stresses 
and Δt is the temperature increment. 

4. METHODOLOGY 

4.1. Experimental setup  

The models for testing should be built on the actual character-
istics of elements and also with an observation of changes occur-
ring during day-to-day running. To identify the relevant parameters 
of selected rubber elements, bench tests have been conducted. 
The tests were carried out on an Instron 8802 machine. Each of 
the test objects was subjected to deflection from 5 mm to 14 mm, 
with a frequency in the range of 0.1–2 Hz. For each variant, 10 
load cycles have been carried out. Fig. 11a shows the test bench 
while testing a sample of a roadwheel with a rubber bandage, and 
Fig. 11b shows the test bench with a rubber pad during axial 
compression. The initial deflection of the rubber pad was 7 mm. 

The stiffness (k) of the elements under test is determined from 
the elastic characteristics for the static equilibrium position, from 
the following Eq. (7): 

𝑘 =
∆𝑃

∆𝑓
  (7) 

or determined by Young's modulus of the sample material of the 
element, obtained from the following Eq. (8) [28]: 

𝑘 =
𝐸∙𝐴

ℎ
  (8) 

where P is the element load [kN], f is the displacement [mm], E is 
the determined Young's modulus [MPa], A is the surface area of 

the sample [mm2] and h is the height of the sample [mm]. 
The dispersion coefficient ψ is determined from the following 

Eq. (9): 

Ψ =
Δ𝑊

𝑊
   (9) 

where ΔW is the value of energy dispersed during one vibration 
cycle [J] and W is the value of energy supplied to the system 
during this vibration cycle [J]. 

 
Fig. 11. Bench testing of elements of crawler track mechanism: (a) a 

sample of roadwheel with rubber bandage and (b) a rubber pad 

4.2. Numerical model  

Depending on the purpose of the study, vehicle models are 
characterised by varying degrees of complexity. These can be 
discrete models with one, two and a finite number of degrees of 
freedom or models developed and analysed by FEM [29]. Partial 
models can be used to analyse complex dynamic objects such as 
HSTVs, as demonstrated in the paper [30].  

Fig. 12 shows a model of the high-speed tracked vehicle 
adopted for the analysis. The relevant partial models of the sus-
ceptible elements of the crawler track mechanism have been 
distinguished in it. 

 
Fig. 12. HSTV model: M – body mass, I – body moment of inertia,  

G – gravity, ks1, ..., ksn – spring stiffness of the suspension, 
cs1, ..., csn – suspension damping, kt1, ..., ktn – stiffness,  
ct1, ..., ctn – damping of the rubber elements of the crawler  
track mechanism, and n – number of roadwheels at one side 

The equation of motion of the vehicle is given by the following 
Eq. (10): 

 (a) (b) 

 

 

a) b) (b) (a) 
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𝑴𝑞̈ + 𝑪𝑞̇ + 𝑲𝑞 = 𝑭Ψ =
Δ𝑊

𝑊
   (10) 

where M is the diagonal inertia matrix of the system, q is the 
generalised displacement vector, C is the damping matrix, K is the 
stiffness matrix and F is the generalised force vector resulting 
from the kinematic excitations acting on the wheels. 

Numerical investigations were performed with the original fi-
nite element code. In the investigation, there were 18 degrees of 
freedom, including vertical displacement of wheels Eq. (12), the 
hull and the driver seat Eq. (2), and rotations along the longitudi-
nal (x) and traversal (y) axes of the vehicle hull Eq. (2) and the 
driver seat Eq. (2). The model includes non-linear sprung and 
damping characteristics of vehicle suspension. The test object has 
been the hypothetical HSTV with a mass of 42 t, the moment of 
inertia Ix=92,000 kg/m2 and Iy=190,000 kg/m2 based on the under-
carriage of a medium-sized tank, and running speed of 30 km/h 
on a non-deformable road with a single obstacle in the form of two 
road bumps, first in the shape of (1-cos) function (obstacle A) and 
second in form of a triangular prism shape (obstacle B).  

The shape of the first obstacle is given by Eq. (11), while the 
second by Eq. (12): 

𝑧(𝑡) = {

ℎ

2
∙ (1 − 𝑐𝑜𝑠 ∙ (

2∙𝜋∙𝑉∙𝑡

𝐿𝑏
)) , 𝑡 ≤

𝐿𝑏

𝑉

0, 𝑡 >
𝐿𝑏

𝑉

  (11) 

where h is the obstacle height [m], V is the driving speed [m/s] 
and Lb is the obstacle length [m]. 

𝑧(𝑡) =

{
 
 

 
 

ℎ∙V∙t

𝐿𝑝
, 𝑡 ≤

𝐿𝑝

𝑉

ℎ

𝐿𝑝
(2 ∙ L − V ∙ t) ,   

𝐿𝑝

𝑉
< 𝑡 ≤

2∙𝐿𝑝

𝑉

0, 𝑡 >
2∙𝐿𝑝

𝑉

  (12) 

where Lp is the half of total obstacle length [m]. 
Both had a height of 0.15 m and a length of 1 m. Model stud-

ies can also be carried out for other obstacle profiles such as 
threshold, sinusoidal track also combined with kinematic shape 
with pseudo-random distribution (various quality road). 

5. RESEARCH RESULTS 

5.1. Experimental investigation 

Fig. 13 shows the results of measurements not subjected to 
additional processing steps. The graph also shows the deflection 
spike near zero load force, caused by the detachment of the 
rubber pad from the stand base. The stiffness characteristic pre-
sented in Fig. 14 is not suitable for implementation in the numeri-
cal investigation. One cycle was selected from the recorded trial, 
then the approximations for force load and unload phases were 
determined with an average curve, and an area of the hysteresis 
loop corresponding to the dissipation energy was determined. 

The aforementioned procedure was applied both for rubber 
pads and a section of roadwheel with a rubber bandage. The 
numerical study assumes the implementation of the running sys-
tem as a substitute model. The rubber band works in series with 
the rubber pad in the vehicle running system. Fig. 15 shows indi-
vidual characteristics, where blue denotes a new rubber pad 

(RP1), green denotes a new rubber band (RB) and resultant 
characteristic and yellow denotes a series connection (RP1 and 
RB). Fig. 16 shows individual characteristics, where blue denotes 
a used rubber pad (RP2), green denotes a new rubber band (RB) 
and resultant characteristic, and yellow denotes a series connec-
tion (RP2 and RB). 

 
Fig. 13. Stiffness characteristic for the new rubber pad consisting of ten 

cycles 

 
Fig. 14. Processed stiffness characteristic: force load (green line), force 

unload (brown line) and suitable for numerical investigation form 
visible as a dashed line 

 
Fig. 15. Approximated stiffness characteristics: blue line – new rubber 

pad, green – new rubber band, yellow – resultant characteristic 
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Fig. 16. Approximated stiffness characteristics: blue line – used rubber 

pad, green – new rubber band, yellow – resultant characteristic 

5.2. Model research 

Model tests have several advantages: they are non-
destructive, enable a multivariate analysis in a short time, do not 
require a large investment and are safe. Depending on the specif-
ic characteristics of the elastic and damping elements present in 
the crawler track mechanism, it is possible to determine, at each 
stage of operation, the loads on the hull as well as the driver, the 
dynamic reactions of the load-bearing wheels and the deflection of 
the rubber bandage, allowing the determination of ground loads. 
Examples of the dynamic load patterns from the tests for the 
rubber elements analysed – new and after the run – are shown in 
Figs. 17 and 18. 

The main part of Fig. 17a shows the acceleration waveforms 
of six roadwheels when passing a single A-type obstacle for a 
new rubber band and new rubber pad configuration (conf. I). 
Sections of the graph enclosed by a dashed red line shows accel-
eration waveforms of peak areas for the new rubber band and 
used rubber pad configuration (conf. II). In case of conf. I, high 
acceleration values are observed when the first, second and sixth 
roadwheels are running into an obstacle. Deceleration values 
occurring are similar levels except for the first roadwheel (lowest 
deceleration value of 241 m/s2) and sixth roadwheel (highest 
deceleration value of 255 m/s2). In case of conf. II, waveform 
patterns are similar. The highest acceleration values are observed 
for the first, second and sixth roadwheels, higher by an average of 
around 7.2%. In the case of deceleration values, extreme values 
were observed for the first and sixth roadwheels. The lowest 
deceleration value was observed for the first roadwheel (212 
m/s2), while the highest deceleration value was observed for the 
sixth roadwheel (239 m/s2). This is equivalent to a change of 12% 
and 6.3%. Tab. 1 summarises the detailed acceleration, and 
deceleration values and their percentages for the compared con-
figurations, respectively. 

The main part of Fig. 17b shows waveforms of forces trans-
mitted by six roadwheels when passing a single A-type obstacle 
for a new rubber band and new rubber pad configuration (conf. I). 
Sections of the graph enclosed by a dashed red line shows force 
waveform peak areas for a new rubber band and used rubber pad 
configuration (conf. II). In case of conf. I, the highest force values 
are observed when the first, second and sixth roadwheels are 

running into an obstacle. The maximum force value is 108 kN. 
For the same wheels, a reduction in the transmitted force to zero 

is observed. This is equivalent to the condition in which the 
roadwheels become detached from the road surface. In case of 
conf. II, waveform patterns are similar. The highest values of force 
transmission are observed for the first, second and sixth 
roadwheels, higher by an average of around 3.3%. For the first, 
second and sixth roadwheels, detachment from surface was also 
observed. Tab. 2 summarises the detailed extreme force values 
and their percentages for the compared configurations. 

 
Fig. 17. Vertical acceleration waveforms of roadwheels passing a single 

A-type obstacle for conf. I (a) and conf. II in section of graph  
enclosed by a dashed red line. Force exerted on roadwheels  
for conf. I (b) and conf. II in section of graph enclosed  
by dashed red line 

Tab. 1. Roadwheel vertical acceleration peak values and relative differ-
ences for tested configurations: a new rubber pad1 and worn-out 
rubber pad2 

Roadwheel 

number 

Acceleration [m/s2] |Difference| [%] 

max1 max2 min1 min2  

1st 352 378 241 212 7.4 12.0 

2nd 360 391 248 226 8.6 8.9 

3rd 334 344 248 226 3.0 8.9 

4th 334 341 245 224 2.1 8.6 

5th 332 336 246 224 1.2 8.9 

6th 372 393 255 239 5.6 6.3 

1conf. I: new rubber band, new rubber pad. 
2conf. II: new rubber band, used rubber pad 

Tab. 3 summarises the data covering the maximum and mini-
mum values of rubber deflection (for the equivalent stiffness char-
acteristics, the determination is shown in the fourth section). Tab. 
3 confirms the detachment of the first, second and sixth 
roadwheels in both scenarios. The highest deflection values are 
observed for these roadwheels. In the case of the third and fourth 
roadwheels, both minimum and maximum deflection values are 
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similar. In the case of the fifth roadwheel, smaller deflection peak 

showed an impact of rubber pad wear on the working range (de-
flection). In the case of the second, third and fourth roadwheels, a 
minimum deflection value increase for conf. II about 42.1% was 
observed. A maximum deflection change of values is an order of 
magnitude lower and decreased by about 1%. A greater change 
was observed for the first, second and sixth roadwheels, a de-
crease by an average of 5%. 

The condition of the rubber elements has an impact on loads 
acting on roadwheels and suspensions but did not significantly 
affect the loads acting on the vehicle hull and the driver. 

Tab. 2. Peak values and relative differences of force exerted on 
roadwheel for tested configurations: a new rubber pad1 and worn-
out rubber pad2 

Roadwheel 

number 
1st 2nd 3rd 4th 5th 6th 

Fmax
1 [kN] 108 108 93 94.2 93.2 107 

Fmax
2 [kN] 113 113 94.9 95.7 94.1 111 

|Difference| [%] 4.63 4.63 2.04 1.59 0.97 3.74 

Fmax
1 [kN] 0* 0* 5.63 5.00 3.48 0* 

Fmax
2 [kN] 0* 0* 6.29 5.74 4.20 0* 

|Difference| [%] N.A. N.A. 11.7 14.8 20.7 N.A. 

1conf. I: new rubber band, new rubber pad. 
2conf. II: new rubber band, used rubber pad 

*Detachment of the roadwheel from the ground. 

N.A. – not applicable. 

Tab. 3. Rubber deflection peak values and relative differences for tested 
configurations: a new rubber pad1 and worn-out rubber pad2 

Roadwheel 

number 

Deflection [mm] |Difference| [%] 

max1 max2 min1 min2 min max 

1st 0* 0* 11.4 11.0 N.A. 3.86 

2nd 0* 0* 11.4 11.0 N.A. 4.18 

3rd 2.1 2.9 10.5 10.4 38.1 0.91 

4th 2.0 2.7 10.6 10.5 35.0 1.23 

5th 1.5 2.3 10.6 10.4 53.3 1.39 

6th 0* 0* 11.2 11.0 N.A. 2.52 

1conf. I: new rubber band, new rubber pad. 
2conf. II: new rubber band, used rubber pad 

*Undeformed rubber (detachment of roadwheel from the ground). 

N.A. – not applicable. 

The main part of Fig. 18a shows acceleration waveforms of 
six roadwheels when passing a single B-type obstacle for a new 
rubber band and new rubber pad configuration (conf. I). Sections 
of the graph enclosed by a dashed red line shows acceleration 
waveform peak areas for a new rubber band and used rubber pad 
configuration (conf. II). In case of conf. I, significantly higher ac-
celeration values are observed for the third, fourth and sixth 
roadwheels overcoming an obstacle. 

Deceleration values are similar, except for the first (lowest de-
celeration value of 476 m/s2) and second roadwheels (highest 
deceleration value of 461 m/s2). In case of conf. II, waveform 
patterns are similar. The highest acceleration values are observed 

for the third, fourth and fifth roadwheels, higher by an average of 
around 1.9%. In the case of deceleration values, extreme values 
were observed for the first and second roadwheels. The lowest 
deceleration value was observed for the fifth roadwheel (416 
m/s2), while the highest deceleration value was observed for the 
first roadwheel (472 m/s2). This is equivalent to a change of 1.96% 
and 0.84%. Tab. 4 summarises the detailed acceleration and 
deceleration values and their percentages for the compared con-
figurations. The main part of Fig. 18b shows waveforms of forces 
transmitted by six roadwheels when passing a single B-type ob-
stacle for a new rubber band and new rubber pad configuration 
(conf. I). Sections of the graph enclosed by a dashed red line 
show force waveform peak areas for a new rubber band and used 
rubber pad configuration (conf. II). In case of conf. I, significantly 
higher force values are observed when the third, fourth and fifth 
roadwheels are overcoming an obstacle. The maximum force 

value is 200 kN. For all wheels, a reduction in the transmitted 
force to zero is observed. This is equivalent to the condition in 
which the roadwheels become detached from the road surface. 

 
Fig. 18. Vertical acceleration waveforms of roadwheels passing a single 

B-type obstacle for conf. I (a) and conf. II in the section of graph 
enclosed by a dashed red line. Force exerted on roadwheels  
for conf. I (b) and conf. II in the section of graph enclosed  
by a dashed red line 

In case of conf. II, waveform patterns are similar. The highest 
values of force transmission are observed for the third, fourth and 
sixth roadwheels, higher by an average of around 1.6%. The 
highest percentage increase was observed for the sixth 
roadwheel. The value of the force increased by 10.7%. For all 
roadwheels, detachment from surface was also observed. Tab. 5 
summarises the detailed extreme force values and their percent-
ages for the compared configurations. 

Tab. 6 summarises data covering the maximum and minimum 
values of rubber deflection (for the equivalent stiffness character-
istics, the determination is shown in the fourth section). Tabs. 5 
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and 6 confirms the detachment of all roadwheels in both scenari-
os. The highest deflection values are observed for the third and 
fourth roadwheels. In the case of the first, second and fifth 
roadwheels, the maximum deflection was smaller. The smallest 
deflection, lower by about 2 mm, was observed for the sixth 
roadwheel. In both configurations, detachment of roadwheels 
occurred. The impact of rubber pad wear on the working range 
(deflection) was observed for all roadwheels. Maximum deflection 
values decreased overall by 5.1%. The highest percentage de-
crease was observed for the third and fourth roadwheels. 

The condition of the rubber elements has an impact on loads 
acting on roadwheels and its suspensions but did not significantly 
affect the loads acting on the vehicle hull and the driver. 

Tab. 4. Roadwheel vertical acceleration peak values and relative  
differences for tested configurations: a new rubber pad1  
and worn-out rubber pad2 

Roadwheel 

number 

Acceleration [m/s2] |Difference| [%] 

max1 max2 min1 min2 min max 

1st 646 683 476 472 5.73 0.84 

2nd 586 629 461 458 7.34 0.65 

3rd 966 980 414 422 1.45 1.93 

4th 958 977 418 425 1.98 1.67 

5th 904 827 408 416 8.52 1.96 

6th 513 605 430 428 17.9 0.47 

1conf. I: new rubber band, new rubber pad. 
2conf. II: new rubber band, used rubber pad 

Tab. 5. Peak values and relative differences of force exerted  
on roadwheel for tested configurations: a new rubber pad1  
and worn-out rubber pad2 

Roadwheel 

number 

1st 2nd 3rd 4th 5th 6th 

Fmax
1 [kN] 161 148 202 200 188 133 

Fmax
2 [kN] 168 156 204 204 185 147 

|Difference| [%] 4.43 5.48 1.47 1.87 1.34 10.7 

Fmax
1 [kN] 0* 0* 0* 0* 0* 0* 

Fmax
2 [kN] 0* 0* 0* 0* 0* 0* 

|Difference| [%] N.A. N.A. N.A. N.A. N.A. N.A. 

1conf. I: new rubber band, new rubber pad. 
2conf. II: new rubber band, used rubber pad 

*Detachment of the roadwheel from the ground. 

N.A. – not applicable. 

Tab. 6. Rubber deflection peak values and relative differences for tested 
configurations: a new rubber pad1 and worn-out rubber pad2 

Roadwheel 

number 

Deflection [mm] |Difference| [%] 

min1 min2 max1 max2 min max 

1st 0* 0* 13.4 12.8 N.A. 4.48 

2nd 0* 0* 12.9 12.5 N.A. 3.10 

3rd 0* 0* 14.4 13.4 N.A. 6.94 

4th 0* 0* 14.4 13.4 N.A. 6.94 

5th 0* 0* 13.9 13.3 N.A. 4.32 

6th 0* 0* 12.5 11.9 N.A. 4.80 

1conf. I: new rubber band, new rubber pad. 
2conf. II: new rubber band, used rubber pad 

*Undeformed rubber (detachment of roadwheel from the ground). 

N.A. – not applicable. 

6. SUMMARY AND FINAL FINDINGS 

The elasticity characteristics obtained indicate a change in the 
properties of rubber as a construction material. The degree of 
change depends on the running conditions, terrain and meteoro-
logical conditions, as well as its intensity and exposure time. 

This article demonstrates that during the operation of high-
speed tracked vehicles, there is intensive wear of the rubber 
material used in the crawler track mechanism assemblies. The 
shape, geometry, properties and elastic and damping characteris-
tics change. Deterioration of the elastic damping properties of 
rubber elements in the suspension components does not neces-
sarily eliminate the vehicle from further use. However, it may be 
one of the causes of accelerated wear of other elements or as-
semblies. Monitoring changes in parameters describing the prop-
erties of elements of the crawler track mechanism make it possi-
ble to build models with high accuracy corresponding to the test 
objects (HSTV) and to determine loads close to the real ones. As 
a result, it makes it possible to carry out model tests on new ob-
jects, as well as after a run undergoing modification or modernisa-
tion. 

Intense wear and tear of rubber elements used in crawler 
track mechanisms leading to the deterioration of their elastic–
damping properties indicate the relevance of further investigation 
of this phenomenon. This particularly concerns the durability and 
reliability of cover plates of crawler tracks, and load-bearing wheel 
counter-measurements may be suggested: 
1. Selection of the shape and dimensions of the rubber elements 

to reduce the running resistance in rectilinear and curvilinear 
motions and the loads resulting from these forces. 

2. Modification of the composition of the mixture from which the 
rubber elements of the crawler mechanism are made. This 
could be a direction related to the use of rubber mixtures with 
a graphene admixture [31]. 
The aforementioned measures should positively influence the 

technical characteristics of high-speed tracked vehicles by, for 
example, increasing the traction properties, reliability and durabil-
ity of the internal equipment assemblies. Efforts in this direction 
should also have the effect of reducing vehicle maintenance and 
operating costs. 
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Abstract: This paper presents the results of an experimental analysis of the distribution of transverse stiffness of cylindrical compression 
helical springs with selected values of geometric parameters. The influence of the number of active coils and the design of the end coils  
on the transverse stiffness distribution was investigated. Experimental tests were carried out for 18 sets of spring samples that differed  
in the number of active coils, end-coil design and spring index, and three measurements were taken per sample, at two values of static  

ements  
were taken, from which the transverse stiffness distributions were determined. It was shown that depending on the direction of deflection, 
the differences between the highest and lowest value of transverse stiffness of a given spring can exceed 25%. The experimental results 
were compared with the results of the formulas for transverse stiffness available in the literature. It was shown that in the case of springs 
with a small number of active coils, discrepancies between the average transverse stiffness of a given spring and the transverse stiffness 
calculated based on literature relations can reach several tens of percent. Analysis of the results of the tests carried out allowed  
conclusions to be drawn, making it possible to estimate the suitability of a given computational model for determining the transverse  
stiffness of a spring with given geometrical parameters. 

Key words: helical spring, coil spring, transverse stiffness, end coils, stiffness distribution

1. INTRODUCTION 

Cylindrical compression helical springs are widely used in me-
chanical systems as energy-storing components. Among the 
broad range of their applications, those requiring knowledge of the 
transverse stiffness of the spring pose immense challenges. 
Examples of such applications are vibratory conveyors [1], rail-
road bogies [2, 3], or vibration absorbers [4]. To support mechani-
cal engineers in the design of such systems, many studies have 
been published in recent decades; mainly focusing on analytical 
models enabling the calculation of spring characteristics. 

The published analytical models are generally based on sim-
plifications and are therefore prone to errors. Yıldırım [5] reported 
differences between the results of the experiments and those 
obtained by elementary relationships for the static characteristics 
of cylindrical compression helical springs. Furthermore, Paredes 
[6] pointed out that the spring rate relationships available in the 
literature are characterised by sufficient accuracy only for springs 
with a coil number of not <5. The quoted work presented the 
results of experimental research on the axial compression of 
springs with two different ends (closed and ground ends and 
closed and not ground ends). Based on these results, a modifica-
tion of the formulas for the number of active coils was proposed. 
Liu and Kim [7] analysed the effect of end coils on the natural 
frequencies of longitudinal vibration. They proposed a modification 
of the conventional analytical model in which the fixed boundary 
points at the ends of active coils were replaced by torsional stiff-
ness elements, representing the end coils. The inclusion of end 

coils in the calculations produced outcomes closer to the experi-
mental results than the conventional model. The problem of trans-
verse vibrations of cylindrical compression helical springs, which 
is of significant practical importance, was approached in many 
studies. Haringx [8] proposed a fundamental model of spring 
treated as an equivalent column, with the reference to the issue of 
its elastic stability and natural vibration frequencies. He assumed 
that spring has flat wound end coils with no contact with active 
coils. The model of the equivalent column was used by Wittrick [9] 
for the problem of spring vibration, including coupling between the 
longitudinal and torsional forms of vibration. The aforementioned 
coupling phenomenon was also considered in the work [10], in 
which the authors studied the wave phenomena occurring in a 
spring with a constant lead angle. The purpose of the work [11] 
was the unified dynamic analysis and dynamic criteria of stability 
for helical springs with the application of an equivalent beam 
model. Mottershead [12] proposed a new finite element modelling 
the coil or a part of a coil of a helical spring, whilst Taktak et al. 
[13] proposed a new finite element modelling the total behaviour 
of a helical spring. In all the cited works, the issue of the influence 
of end coils on transverse stiffness was neglected or subjected to 
only a partial analysis, as in paper [8]. The problem of the influ-
ence of passive coils on the frequency of transverse natural vibra-
tions has been emphasised by Michalczyk [14] where, using 
numerical methods, significant discrepancies were shown be-
tween results obtained for springs differing in the end-coils shape. 
The same phenomenon was demonstrated experimentally by 
Michalczyk and Bera [15]. This influence is mainly related to the 
elastic susceptibility of passive coils. 
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To ensure the stable operation of cylindrical compression heli-
cal springs, their ends should be closed and ground – this is form 
D according to ISO 2162-2:1993. For durability reasons, the 
EN13298:2003 standard specifies that the extremity of each end 
coil should have, after the grinding, a thickness between 3 mm 
and one-quarter of the wire cross-section. In extreme cases, the 
contact line between the end coil and the adjacent active coil can 
take the form of a point. In this case, the concentration of contact 
stresses and wire abrasion have a negative effect on the fatigue 
strength of the spring [16]. Increasing the contact length between 
the end and active coils has a positive effect on contact stresses 
but at the same time increases the mounting space of the spring.  

Effects related to the length of the contact line between the 
end coils and adjacent active coils are neglected in the models 
currently used to calculate the transverse stiffness of cylindrical 
compression helical springs. The transverse stiffness values 
determined on their basis have a uniform distribution in all direc-
tions perpendicular to the spring axis. The problem of nonuni-
formity of stiffness distribution in the direction perpendicular to the 
spring axis is important in suspension systems of vibrating ma-
chines and rail vehicles. The springs are placed in holders in the 
appropriate position to eliminate the differences in transverse 
stiffness and eccentricity in the transmission of axial force. Any 
positioning of the springs in relation to each other could cause an 
uneven distribution of vibrations, manifesting itself in driving dis-
comfort, or even damage to the suspension by spring failure, 
usually in the area of the end coil [17]. In addition, in the case of 
sets of coaxially aligned springs, there is a risk of collision be-
tween the inner and outer springs. This phenomenon is especially 
dangerous for those springs, especially the inner one, which is the 
most loaded [18]. 

Despite the extensive literature on the static and dynamic 
properties of helical springs, the impact of the shape of the end 
coil on these properties has not been fully explained. The signifi-
cance of this impact increases with the decreasing number of 
active coils.  

This paper aims to investigate the effect of contact line length 
between end coils and adjacent active coils and the number of 
active coils on the transverse stiffness distribution of springs, and 
to investigate the relationship between experimental results and 
those of known computational models from the literature. This will 
improve the cylindrical compression helical spring design process 
for applications where transverse stiffness is an important aspect. 
The experimental results presented in this paper, together with a 
description of the geometry of the springs tested, can also provide 
a benchmark for validating numerical models of springs. 

2. METHODOLOGY 

2.1. Sample selection – geometrical and material properties 

To carry out the tests, springs with parameters determined by 
a strict mathematical model were designed. Each spring has end 
coils on both sides with the same pitch as the wire diameter, and 
active coils in the middle part with a determined working pitch. 
The spring wire axis is rounded with a fixed radius at the pitch 
change point. Each of these spring sections was described by 
mathematical equations and then a path was generated using the 
Python programming language to represent the spring wire axis. 
To examine the influence of the contact line length on the stiffness 

distributions, three forms of end coils were designed as shown  
in Fig. 1. 

 
 Fig. 1. Closed and ground end coil with (a) point contact with active coils, 

(b) with contact at 0.25 of coil length and (c) with contact at 0.5  
of coil length 

Fig. 1a shows a spring with point contact between passive 
and active coils. The number of passive coils of this spring is 2. 
Fig. 1b presents a model of a spring for which the contact line 
length between coils on each side equals 0.25 of a coil and the 
number of passive coils equals 2.5. Fig. 1c presents a spring with 
contact line length of 0.5 of a coil on each side and the number of 
passive coils equals 3. For the sake of simplicity, in the following 
part of the paper, the forms of end coils shown in Fig. 1a will be 
denoted as e1, the forms shown in Fig. 1b will be denoted as e2, 
and the forms shown in Fig. 1c will be denoted as e3. The pitch of 
the spring in the active area in the unloaded condition was 10 mm 
for all springs. As mentioned above, a lower number of active coils 
increases the influence of end coils on the static characteristics of 
cylindrical compression helical springs. Considering this fact and 
taking into account the design space of various applications, three 
different numbers na of active coils were selected for analysis: 
2.5, 2.75 and 3. Moreover, two different spring indexes C were 
considered: 5 and 7. 

 
Fig. 1. Single samples intended for laboratory research 

Tab. 1. Parameters of spring samples selected for experimental testing 

Active 
coils 

na = 2.5 na = 2.75 na = 3 

End-coil 
shape 

e1 e2 e3 e1 e2 e3 e1 e2 e3 

Spring  
index C 

5 7 5 7 5 7 5 7 5 7 5 7 5 7 5 7 5 7 
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The springs used in the experiments were manufactured by a 
supplier under the EN 13906-1:2013 standard. All springs were 
coiled from wire with a diameter dw = 5 mm made of 55CrSi FD 
Becrosi 26 spring steel, which complies with the EN-10270-2 
standard. The modulus of elasticity in tension E and the modulus 
of elasticity in shear G for this material were 206 GPa and 79.5 
GPa, respectively. After winding, the springs were tempered at 
220°C for 15 minutes, then the end coils were ground to ¾ of the 
circumference and subjected again to the same heat treatment. 
All 18 combinations of the spring parameters listed above are 
shown in Tab. 1. Fig. 2 shows a set of 18 spring samples to be 
tested with the parameters listed in Tab. 1. 

2.2. Test setting 

The tests were carried out using an HT-2402 testing machine 
from Hung Ta Instrument Co., Ltd., Taiwan, equipped with a 
CL16md 5kN load cell from ZEPWN, Poland, of the precision 
class 0.5 according to ISO 376 (Fig. 3a).  

To measure the transverse stiffness of a spring, the spring 
must be preloaded before applying a force perpendicular to its 
axis. To enable such measurements, an adapter device was 
designed and built (Fig. 3b). The adapter was made based on 45 
mm x 45 mm strut profiles with high axial and flexural stiffness. Its 
design minimises the loads transferred from the tested springs to 
its components, so the elastic deformation of the adapter is negli-
gibly small compared to that of the tested springs.  

To achieve axial preload of spring 1, the distance between 
brackets 2 and 3 was adjusted by moving bracket 2 with the help 
of a screw fitted with knob 6. Once the correct axial spring com-
pression was achieved, measured using a digital caliper, bracket 
2 was fixed. The force transverse to the axis of the spring was 
applied by pressing the head of the testing machine against rail 4 
in the direction indicated by the red arrow in Fig. 3b. Rail 4 was 
assembled to the HIWIN HGW15CC linear guideway 5.  

 
Fig. 3. The test stand (a) and adapter (b) for measuring transverse  

stiffness 

A similar design solution for a fatigue test bench for railway 
springs is presented in paper [19], while paper [20] describes a 
bench that only allows the axial stiffness testing of the springs. 

The pretension force applied to the spring causes motion re-
sistance in the linear guideway of the adapter. This resistance 
results in forces which can influence measurements of the spring 
transverse stiffness. To assess whether those forces are signifi-
cant or can simply be omitted, additional tests were performed. 
For those tests, the adapter device was modified. The main modi-
fication was the inclusion of a second, identical linear bearing. 
Therefore, during the tests, the motion resistance of both linear 
bearings was measured simultaneously. The tests were carried 
out at spring pretension nominal values of 125 N, 250 N, 500 N, 
750 N and 1,000 N, which approximately covers the entire range 
of loads acting on the linear bearing during the tests of their trans-
verse stiffness. Fig. 4a shows the registered resistance force 
values for an exemplary test with a pretension force equal to 
1,000 N. The tests consisted of forcing both guides to move by a 
value of 10 mm with a rate of 6 mm/min and recording the re-
sistance force. Each test was repeated five times for a given load 
value. The obtained results allowed the calculation of the average 
linear bearing resistance force as shown in Fig. 4b. The largest 
average drag force of two linear bearings did not exceed 9 N. Due 
to the small values of the resistance forces of a single linear bear-
ing, these forces were omitted from the calculations. 

  
Fig. 4. Example record: (a) variation of the resistance force as a function 

of bearing displacement, with an axial load of 1,000 N;  
(b) average resistance forces of two linear bearings  
for five different axial loads 

2.3. Transverse stiffness tests 

Transverse stiffness measurements were carried out on axial-
ly compressed springs. The value of axial compression corre-
sponded to 25% (denoted as c25) and 50% (denoted as c50) of 
the total clearance between the active coils. This way of achieving 
the axial load made it possible to apply a proportional load to each 
spring and therefore enabled a comparison of the results ob-
tained. The transverse deflection was selected so that the maxi-
mum tangential stress did not exceed the value of 50% of ultimate 
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stress in the worst case. The second condition for the selection of 
the transverse deflection is the condition of stability, necessary for 
the spring ends resting on their supports. This condition is formu-
lated in the EN 13906-1:2013 (E) standard: 

𝐹𝑄 ∙
𝐿

2
≤ 𝐹0 ∙

𝐷−𝑠𝑄

2
             (1) 

where: F0 is the axial force, FQ is the lateral force, L is the total 
spring length, D represents the nominal spring diameter and sQ is 
the transverse deflection. As a result of trial calculations, it was 
assumed that the maximum transverse displacement of the mov-
ing end of the spring during the experiment would be 0.0933 of 
the axial deflection. The axial deflection values and the corre-
sponding transverse deflection values are presented in Tab. 2. 

Tab. 1. The values of transverse deflections for each number of active 
coils and the value of axial deflections 

Active coils na = 2.5 na = 2.75 na = 3 

Axial  
deflection [mm] (c25) 

3.13 3.44 3.75 

Transverse deflection 
[mm] (c25) 

2.04 2.25 2.45 

Axial  
deflection [mm] (c50) 

6.25 6.88 7.50 

Transverse deflection 
[mm] (c50) 

1.75 1.92 2.10 

For each spring, at the given preload, 12 measurements were 
made by changing the direction of the transverse load. To achieve 
this, the tested spring was rotated with respect to the test stand 
with angular increments of 30°. Each measurement at a fixed 
angle value was repeated three times, and then the average value 
from these measurements was calculated. The arrangement of 
load directions and spring geometry is presented in Fig. 5. 

 
Fig. 2. An angular coordinate system (a) defining transverse load  

directions in subsequent tests of transverse stiffness for a single 
spring (view from the sliding support side) and (b) sample test 
record for measuring the transverse stiffness of a spring 

The transverse stiffness was determined as the quotient of the 
maximum transverse force to the corresponding maximum deflec-
tion. Although inequality Eq. (1) was satisfied for all the experi-
mental conditions shown in Tab. 2, some springs in the tests at 
c25 axial deflection lost stability at certain angular positions before 
reaching the maximum assumed value of lateral deflection. In 
these cases, the stiffness was determined from the stable part of 
the characteristic. The total number of transverse stiffness meas-
urements taken was 1,296. 

3. RESULTS AND DISCUSSION 

3.1. Results of the Experiments 

The transverse stiffness distributions as a function of the di-
rection of the transverse force (see Fig. 5a) obtained based on the 
experiments under axial deflection c50 are shown in Figs. 6–8. 
The transverse stiffness at individual points in those figures is 
average values with standard deviation for three measurements of 
each spring. The results are repeatable because the coefficient of 
variation for each measurement point did not exceed 2%. This 
shows sufficient accuracy in measuring transverse stiffness with 
the use of the designed stand, which means the possibility of 
concluding based on these tests. Fig. 6 shows the transverse 
stiffness distribution for springs with na = 2.5, Fig. 7 shows the 
transverse stiffness distribution for springs with na = 2.75 and Fig. 
8 shows the analogical plots for springs with na = 3.  

  
Fig. 6. Transverse stiffness distribution for springs with na = 2.5,  

and spring index (a) C = 5 and (b) C = 7 

  
Fig. 7. Transverse stiffness distribution for springs with na = 2.75,  

and spring index (a) C = 5 and (b) C = 7 
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Fig. 8. Transverse stiffness distribution for springs with na = 3,  

and spring index (a) C = 5 and (b) C = 7 

As is evident from Figs. 6–8, the transverse stiffness was sig-
nificantly dependent on the direction of the applied force. This 
phenomenon is a consequence of changes in the geometry of the 
spring’s end coils and their mutual positioning.  

The measurement data presented in Figs. 6–8 revealed the 
influence of the design of the end coils of the spring on its trans-
verse stiffness. It can be seen that increasing the number of pas-
sive coils from e1 to e3 is not necessarily accompanied by a 
reduction in spring transverse stiffness.  

For a more precise comparison of the results obtained, their 
statistical parameters were calculated (Tabs. 3 and 4). They allow 
the variability of the stiffness distribution on the circumference of 
the spring to be assessed and to indicate the influence of the 
shape of the end coils, the partial number of active coils and the 
spring index on this distribution. The relative gap that occurs in the 
last column in Tabs. 3 and 4 is calculated as the gap between the 
maximum and minimum stiffness values in the entire 360° range 
divided by the mean stiffness value. The coefficient of variation 
shown in Tabs. 3 and 4 relates to the variation of the stiffness 
distribution as a function of load angle. 

Tab. 3. Statistical analysis of transverse stiffness distribution  
for the c25 axial load 
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5 2.5 

e1 164 3.8 175/0° 153/300° 13.7 

e2 186 5.0 209/0° 170/270° 21.5 

e3 163 4.1 176/210° 153/120° 14.4 

5 2.75 

e1 154 7.4 171/60° 136/150° 22.7 

e2 160 3.5 170/150° 151/240° 11.9 

e3 137 3.5 148/150° 132/270° 11.7 

5 3 

e1 127 4.6 138/120° 118/30° 16.3 

e2 142 5.6 154/180° 130/60° 17.2 

e3 125 1.5 128/330° 121/300° 5.4 

7 2.5 

e1 84 3.2 87/90° 78/270° 11.3 

e2 85 4.9 91/60° 78/300° 14.8 

e3 80 6.6 92/210° 70/300° 26.7 

7 2.75 

e1 78 7.7 88/60° 71/150° 21.5 

e2 75 4.5 83/150° 72/30° 14.6 

e3 69 4.5 74/60° 64/180° 13.3 

7 3 

e1 71 2.1 73/30° 68/300° 6.8 

e2 66 3.2 68/300° 61/0° 12.0 

e3 67 2.4 69/180° 64/240° 7.6 

Tab. 2. Statistical analysis of transverse stiffness distribution  
for the c50 axial load 
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5 2.5 

e1 214 9.2 250/180° 193/0° 26.5 

e2 231 3.2 244/300° 220/90° 10.4 

e3 199 2.7 210/330° 191/90° 9.6 

5 2.75 

e1 187 2.2 194/210° 180/300° 7.4 

e2 193 2.4 200/240° 185/30° 7.8 

e3 166 5.5 181/60° 151/300° 17.8 

5 3 

e1 159 8.6 177/120° 141/300° 23.2 

e2 170 5.5 180/180° 154/60° 15.5 

e3 149 5.3 162/0° 138/210° 15.9 

7 2.5 

e1 101 4.5 108/180° 91/0° 16.6 

e2 99 1.4 102/180° 98/270° 4.0 

e3 97 1.8 100/150° 94/300° 6.4 

7 2.75 

e1 89 4.2 94/270° 84/150° 11.3 

e2 83 4.7 90/150° 77/0° 15.4 

e3 79 1.9 81/270° 77/0° 4.4 

7 3 

e1 72 8.4 81/90° 65/240° 21.9 

e2 74 4.3 79/210° 70/300° 12.1 

e3 75 1.3 76/180° 73/30° 4.6 

By analysing the results in Tabs. 3 and 4, it can be seen that 
both at axial deflection c25 and c50, the differences between the 
maximum and minimum values of transverse stiffness for a single 
spring can exceed 25% of its average stiffness. Axial deflection 
significantly affects the stiffness distribution as it changes the 
partial number of active coils. This can be seen in the example of 
a spring with index C = 7, na = 2.5 and end-coil shape e3, for 
which the relative gap is 26.7% at axial deflection c25 and at axial 
deflection c50 the relative gap is only 6.4%. The calculation of the 
coefficient of variation showed that the variability of the transverse 
stiffness distribution on the circumference of the spring does not 
exceed 10% for the geometric and measurement parameters 
adopted.  

In the case of springs with index C = 7, no significant effect of 
end-coil design on stiffness was observed, while in the case of 
springs with C = 5, the effect is distinct. The springs with index C 
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= 5 and the end-coil design e2 showed significantly higher stiff-
ness than the springs with the end-coil shapes e1 and e3. 

Analysing the angular coordinates of the occurrence of maxi-
mum and minimum stiffnesses, no clear trend can be observed 
regarding the influence of geometrical parameters. This is be-
cause each deflection closes a different number of active coils, 
which translates into a different stiffness for individual directions of 
the transverse load. 

3.2. Analysis of results and comparison  
with results of analytical formulas 

The measurement data presented in Section 3.1 showed a 
relatively large variation in the transverse stiffness with the 
change in the direction of the load force. By contrast, the analyti-
cal equations available in the literature assume a constant value 
of transverse stiffness RQ. To confront those values with the 
measurement data, the most renowned analytical formulas of 
Gross, Wahl, and Haringx (the latter used in the EN 13906-1:2013 
standard) were selected. These formulas are presented below. 
Transverse stiffness according to Gross [21]: 

𝑅𝑄 =
1

1

𝐹0
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         (2) 

where: F0 is the axial force, h is the length of the loaded spring.  
The quantities α and β are the bending and shearing stiff-

nesses, respectively: 
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In Eqs (3) and (4), E represents Young’s modulus, G is the 
shear modulus, J is the second moment of the cross-section area 
of the wire, and D is the nominal diameter of the spring. 
Below, the Wahl [22] method is presented: 
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Calculation by Haringx [8]: 
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          (6) 

The computational model proposed by Haringx [8] was used 
in the transverse stiffness calculation method presented in the EN 
13906-1:2013 standard. The calculation formulas in this standard 
can be presented in the following form: 
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3              (9) 

where ξ represents the relative axial deflection of the spring, λ is 
the spring slenderness defined as a quotient of a spring free 
length to its mean diameter, and γ represents the compression 
stiffness of the spring.  

Since the EN 13906-1:2013 standard uses the Haringx model, 
the results obtained using Eq. (7) are the same as the results 
obtained using Eq. (6). The results based on Eqs (8) and (9) were 
compared with the values measured during the tests. The experi-
mental results were averaged and given statistical parameters. 
The results obtained for the axial load c25 are presented in Tab. 5 
and for the axial load c50 in Tab. 6. For each stiffness value cal-
culated based on a given method, the relative change between 
the experimental result and the result of this method is given in 
parentheses. 

As shown in Tabs. 5 and 6, analytical methods generally un-
derestimate stiffness values, especially for springs with index C = 
5. The comparison presented demonstrated that analytical rela-
tions give only approximate values of the spring transverse stiff-
ness, which may not be sufficient for precise designs. Moreover, 
they give different values, leaving the designer with the problem of 
choosing one of them.  

Tab. 3. Comparison of the mean values of the measured transverse 
stiffness (for c25 axial deflection) and their deviations from the 
calculations by analytical methods 
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5 2.5 

e1 164 
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(16%) 
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(0%) 
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(14%) 

e2 186 
174  

(7%) 

150 

(19%) 

170 

(9%) 

e3 163 
158  

(3%) 

138 

(15%) 

155 

(5%) 

5 2.75 

e1 154 
159 

(3%) 

135 

(12%) 

155 

(1%) 

e2 160 
145 

(10%) 

124 

(22%) 

141 

(12%) 

e3 137 
132 

(4%) 
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(16%) 
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(6%) 

5 3 

e1 127 
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(5%) 

113 

(11%) 
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(2%) 
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(14%) 
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(27%) 
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(16%) 

e3 125 
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(11%) 
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(23%) 
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(13%) 

7 2.5 e1 84 
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Tab. 4. Comparison of the mean values of the measured transverse 
stiffness (for the c50 axial deflection) and their deviations from the 
calculations using analytical methods 
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Fig. 3. Relative change between the stiffness values obtained from the 

experiments and the stiffness values calculated by the methods 
cited. Solid lines correspond to springs with index C = 7 and 
dashed lines to springs with index C = 5 

This phenomenon is presented in Fig. 9, where an analysis of 
the effect of the design of the end-coils, the number of active coils 
and the compression value on the relative difference between the 
results of Eqs (2), (5) and (7) and the experimental results is 
presented. In most of the cases studied, the Gross method gives 
the closest results to the experimental results, but even for this 
method the discrepancies with the experimental results often 
exceed 20%. An increase in axial deflection is accompanied by an 
increase in the discrepancy between the formula results and the 
experimental results. This trend was confirmed by the results of 
additional tests on the transverse stiffness of springs with index C 
= 5, the number of active coils na = 2.5 and the end-coil design 
e1, e2, and e3 at 37.5% axial deflection. Due to the scope of this 
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work, the detailed results of these additional studies are not pre-
sented in this paper.  

The analysis carried out showed that the effect of end-coil de-
sign on the discrepancy between formula results and experimental 
results is greatest for full (na = 3) or half (na = 2.5) number of 
active coils. In the case of springs with an intermediate number of 
coils (na = 2.75), this influence was the smallest, in particular for 
springs with C = 7. It can also be seen that the stiffnesses calcu-
lated using the Gross method are always the highest and the 
Wahl method the lowest. The Haringx method gives intermediate 
results. 

4. CONCLUSIONS 

This paper presents the results of transverse stiffness tests on 
cylindrical helical compression springs. Approximately 1,300 
measurements were made with 18 springs differing in end-coil 
design, the number of active coils, and the spring index. An analy-
sis of these results was carried out and compared with the results 
of computational models available in the literature. The analysis 
showed that the transverse stiffness of a cylindrical compression 
helical spring can show significant differences depending on the 
direction of the transverse force. In the cases studied, the largest 
difference between the maximum and minimum stiffness of a 
single spring reached a value of 26% of the average value of this 
stiffness. This phenomenon is not taken into account in the com-
putational models present in the literature, which are based on the 
equivalent column concept, according to which the transverse 
stiffness of a spring does not depend on the direction of applica-
tion of the transverse load. 

A comparison of the average stiffnesses calculated from the 
experiments with the results of the calculation models available in 
the literature showed that the relative differences exceeded 25% 
in many cases. Under real-world conditions, a spring is generally 
loaded transversely in some fixed direction on which its transverse 
stiffness is, for example, the highest. Therefore, the differences 
between the stiffness calculated from one of the cited calculation 
methods and the actual spring stiffness may be even greater. 

Axial deflection affects the actual number of active coils and 
thus changes the distribution of the spring's transverse stiffness. 
Therefore, the influence of the end-coil design on the nature of 
this distribution cannot be unambiguously determined. However, 
research has shown that the design of the end coils has the 
greatest effect on the average stiffness value for springs with a 
smaller index and, at the same time, a larger lead angle. It has 
been shown that the effect of the end coil design on the trans-
verse stiffness is greater when the spring has a half or full number 
of active coils, but less for springs with an intermediate number of 
these coils.  

Research also showed that fulfilling the condition defined in 
the EN 13906-1 standard for stable transverse operation of the 
spring does not guarantee such operation, and a new relation 
needs to be formulated, taking into account the influence of the 
end-coil design on the stability of the spring under transverse 
loading conditions. 

This research showed that a detailed analysis must be per-
formed during the design of a spring for a precise application. In 
the case of short springs, it is necessary to perform tests and 
determine the characteristics of the designed spring. The results 
of the transverse stiffness measurements presented in this paper 

can serve as a benchmark for the validation of FEM numerical 
models. 

REFERENCES 

1. Cieplok G, Wójcik K. Conditions for self-synchronization of inertial 
vibrators of vibratory conveyors in general motion. Journal of Theo-
retical and Applied Mechanics. 2020;58(2): 513–524.  
https://doi.org/10.15632/jtam-pl/119023 

2. Lee CM, Goverdovskiy VN. A multi-stage high-speed railroad vibra-
tion isolation system with ‘negative’ stiffness. Journal of Sound and 
Vibration. 2012;331(4): 914–921.  
https://doi.org/10.1016/j.jsv.2011.09.014 

3. Lu Z., Wang X., Yue K., Wei J., Yang Z. Coupling model and vibra-
tion simulations of railway vehicles and running gear bearings with 
multitype defects. Mechanism and Machine Theory. 2021;157: 
104215.https://doi.org/10.1016/j.mechmachtheory.2020.104215 

4. Vazquez-Gonzalez B., Silva-Navarro G. Evaluation of the Autopara-
metric Pendulum Vibration Absorber for a Duffing System. Shock and 
Vibration. 2008;15( 3–4): 355–368. 
https://doi.org/10.1155/2008/827129 

5. Yıldırım V. Exact Determination of the Global Tip Deflection of both 
Close-Coiled and Open-Coiled Cylindrical Helical Compression 
Springs having Arbitrary Doubly-Symmetric Cross-Sections. Interna-
tional Journal of Mechanical Sciences. 2016;115–116: 280–298.  
https://doi.org/10.1016/j.ijmecsci.2016.06.022 

6. Paredes M. Enhanced Formulae for Determining Both Free Length 
and Rate of Cylindrical Compression Springs. Journal of Mechanical 
Design. 2016;138(2): 021404.https://doi.org/10.1115/1.4032094 

7. Liu H., Kim D. Effects of end Coils on the Natural Frequency of 
Automotive Engine Valve Springs. International Journal of Automo-
tive Technology. 2009;10(4): 413–420. 
https://doi.org/10.1007/s12239-009-0047-8 

8. Haringx J. A. On Highly Compressible Helical Springs and Rubber 
Rods, and their Application for Vibration-Free Mountings. Philips re-
search reports. 1949;4: 49–80. 

9. Wittrick W. H. On Elastic Wave Propagation in Helical Springs. 
International Journal of Mechanical Sciences. 1966;8(1): 25–47. 
https://doi.org/10.1016/0020-7403(66)90061-0 

10. Jiang W., Jones W. K., Wang T. L., Wu K. H. Free Vibration of Heli-
cal Springs. Journal of Applied Mechanics.1991;58(1): 222–
228.https://doi.org/10.1115/1.2897154 

11. Kobelev V. Effect of Static Axial Compression on the Natural Fre-
quencies of Helical Springs. Multidiscipline Modeling in Materials and 
Structures. 2014;10: 379–398. https://doi.org/10.1108/MMMS-12-
2013-0078 

12. Mottershead J. E. Finite Elements for Dynamical Analysis of Helical 
Rods. International Journal of Mechanical Sciences. 1980;22(5): 
267–283. https://doi.org/10.1016/0020-7403(80)90028-4 

13. Taktak M., Dammak F., Abid S., Haddar M. A Finite Element for 
Dynamic Analysis of a Cylindrical Isotropic Helical Spring. Journal of 
Me-chanics of Materials and Structures. 2008;3(4): 641–658. 
http://doi.org/10.2140/jomms.2008.3.641 

14. Michalczyk K. Analysis of Lateral Vibrations of the Axially Loaded 
Helical Spring. Journal of Theoretical and Applied Mechanics. 
2015;53(3): 745-755. https://doi.org/10.15632/jtam-pl.53.3.745 

15. Michalczyk K., Bera P. A Simple Formula for Predicting the First 
Natural Frequency of Transverse Vibrations of Axially Loaded Helical 
Springs. Journal of Theoretical and Applied Mechanics. 2019;57(3): 
779–790. https://doi.org/10.15632/jtam-pl/110243 

16. Berger C., Kaiser B. Results of Very High Cycle Fatigue Tests on 
Helical Compression Springs. International Journal of Fatigue. 
2006;28(11): 1658–1663. 
https://doi.org/10.1016/j.ijfatigue.2006.02.046 

17. Zhou C. et al. An Investigation of Abnormal Vibration – Induced Coil 
Spring Failure in Metro Vehicles. Engineering Failure Analysis. 
2020;108: 104238. https://doi.org/10.1016/j.engfailanal.2019.104238 

 

https://doi.org/10.1016/j.engfailanal.2019.104238


DOI 10.2478/ama-2023-0011              acta mechanica et automatica, vol.17 no.1 (2023) 

103 

18. Sobaś M. Analysis of the Suspension of Freight Wagons Bogies 
Type Y25. Pojazdy Szynowe. 2014;3: 33–44. 

19. Swacha P., Kotyk M., Ziółkowski W., Stachowiak R. Stand for testing 
the fatigue life of compression springs. Developments in Mechanical 
Engineering. 2021;17(9): 73–85. 
https://doi.org/10.37660/dme.2021.17.9.6 

20. Czaban J., Szpica D. The didactic stand to test of spring elements in 
vehicle suspension. Acta Mechanica et Automatica. 2009;3(1):  
33–35. 

21. Gross S. Berechnung und Gestaltung von Metallfedern, Springer-
Verlag Berlin Heidelberg GmbH. 1951. 

22. Wahl A. M. Mechanical Springs. Penton Publishing Company. 1944. 

This work was supported by the AGH University of Science  
and Technology under research program No. 16.16.130.942. 

Robert Baran:  https://orcid.org/0000-0002-0711-230X 

Krzysztof Michalczyk:  https://orcid.org/0000-0002-1024-5947 

Mariusz Warzecha:  https://orcid.org/0000-0002-7417-1561 

 

https://orcid.org/0000-0002-0711-230X
https://orcid.org/0000-0002-1024-5947
https://orcid.org/0000-0002-7417-1561
https://orcid.org/0000-0002-0711-230X
https://orcid.org/0000-0002-1024-5947
https://orcid.org/0000-0002-7417-1561


Yuriy Pyr’yev, Andrzej Penkul, Leszek Cybula           DOI 10.2478/ama-2023-0012 

Research of Dynamic Processes in an Anvil During a Collision with a Sample 

104 

RESEARCH OF DYNAMIC PROCESSES IN AN ANVIL DURING A COLLISION WITH A SAMPLE 

Yuriy PYR’YEV* , Andrzej PENKUL** , Leszek CYBULA**  

*Faculty of Mechanical and Industrial Engineering, Institute of Mechanics and Printing, Department of Printing Technologies,  
Warsaw University of Technology, ul. Konwiktorska 2, 00-217 Warsaw, Poland  

**Faculty of Mechanical and Industrial Engineering, Institute of Mechanics and Printing,  
Department of Mechanics and Weaponry Technology, Warsaw University of Technology, ul. Narbutta 85, 02-524 Warsaw, Poland 

yuriy.pyryev@pw.edu.pl, andrzej.penkul@pw.edu.pl, leszek.cybula@pw.edu.pl  

received 3 October 2022, revised 15 December 2022, accepted 18 December 2022 

Abstract: The paper concerns modelling the dynamics of the contact system of the tested sample with an elastic half-space (anvil) during 
their collision. The original elements in the paper include the proposed general approach to solving the problem of contact dynamics.  
The presented approach consists in determining the force of impact on the sample during the collision and the joint solution of the problem 
for the tested sample and the problem for an elastic semi-space under the conditions of the assumptions of Hertz's theory. The resulting  
interaction forces allow the determination of displacements and stresses. 

 Keywords: collision, test sample, anvil, half-space, elastic waves, impact speed, Hertz’s theory 

1. INTRODUCTION 

The purpose of the paper is to analyse the wave phenomena 
occurring during the impact of the test sample against the anvil 
(elastic half-space) and to develop a method for calculating the 
parameters of selected physical quantities occurring in the anvil 
and the sample (projectile [1]) in the initial period after the impact. 

Experimental database used as input (comparative) data were 
the impact tests of the Taylor bar. The impact test was proposed 
by Taylor [1], Whiffin [2] and Carrington and Gayler [3] as an 
experimental method of measuring the dynamic yield strength Ryd 
of elastic-plastic materials [1–3]. 

Many examples of shock-type transient processes with high 
strain rates can be found in the field of artillery [4–7] and in the 
study of seismology, earthquake engineering, dynamic soil-
substrate interaction and terrain characteristics, and in mathemat-
ical modelling of the erosion process.  

The problem of collision of elastic bodies with regard to their 
deformation has a rich history. The elementary collision theory 
uses the restitution factor Rf as a key parameter characterizing 
the deformation properties of colliding bodies and does not reflect 
various features of the internal state of the bodies [8, 9]. 

Saint-Venant [10], considering the propagation of longitudinal 
waves, considered the axial impact of the rods. It turned out that 
the theoretically determined time of collision differs significantly 
from the time obtained during the experiment. The reason for 
these differences is the inability to ensure the perfect flatness of 
the rod ends. 

Hertz [11], based on Boussinesq's [12] research on the de-
formation of an elastic half-space, solved the problem of direct 
central collision of spheres with elastic properties, considering 
only local static deformations (ignoring wave propagation). In this 
case, the agreement between the theoretical and experimental 

collision times turned out to be good. Hertz's theory of impacts is 
used in practice to determine the stresses during interactions of 
two bodies with each other [13]. 

Sears [14] combined the Saint-Venant and Hertz approaches 
and considered the influence of the spherical shape of the rod 
ends on the obtained results. In these studies, he took into ac-
count both local deformations and wave propagation. This ap-
proach led to a good agreement of theoretical and experimental 
results and is used in many subsequent works [15, 16]. 

Kil’chevskii [8] modified Hertz's theory by combining it with 
Saint-Venant's theory. 

The theory of crossbeam impact comes from Timoshenko et 
al. [17]. 

The problem concerning the phenomena occurring in an elas-
tic semi-space hit by a moving mass on the surface has been 
investigated, e.g., in articles [18–24]. 

Kubenko [19] presented an overview of the approaches to 
study the impact of a blunted elastic body on the surface of an 
elastic medium. Mathematically, the problem is generally formu-
lated as the non-stationary mixed boundary problem of continuum 
mechanics in which the unknown contact boundary changes with 
time and space. 

The collision process between a blunted body and an elastic 
medium always includes a supersonic stage, during which the 
boundary value problem can be formulated as non-mixed and 
thus solved with simpler methods [19, 20]. 

In the paper [21], the problem of the linear theory of elasticity 
concerning the response of the elastic surface of the half-space to 
the normal impact of the indenter was considered. 

In the paper [22], an exact analytical solution of the problem 
was obtained for the impact of a rigid mass on a semi-infinite 
elastic rod by a Kelvin-Voigt linear element. 

The impact of the super seismic phase on the collision pro-
cess immediately after the first contact is investigated within the 
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framework of Hertz's theory of impacts in the paper [20]. For small 
values of the αA parameter (defined in point 4), the influence of 
the super seismic state on the course of the impact can be ne-
glected. 

Ruta and Szydło [25] presented a method enabling the con-
version of the results of the dynamic weight test into a static mod-
el. This paper presents an analytical solution to the problem of 
half-space vibrations caused by the shock pulse. 

In the paper [26], the ground was modelled as an idealised 
elastodynamic half-space, and its sound emission during the 
collision of the object with the ground was analysed. 

Since the classic work of Lamb [27] on the transient elastic re-
sponse of a half-space resulting from the sudden application of a 
normal surface line and point loads, significant progress has been 
made in solving this class of elastodynamic problems [28]. 

Beginning with the ground-breaking work [27], Lamb's prob-
lem, which relates to the dynamic response on the free surface of 
an elastic half-space resulting from a time-dependent point pulse 
on a free surface, has become a classic subject of numerous 
theoretical seismology studies. Cagniard [29] presented a compli-
cated method using the Laplace transform over time and present-
ed the final solutions in the time domain. Thanks to the modifica-
tion made by de Hoop [30], it became an appropriate way to solve 
the Lamb problem, which is now referred to as the ‘Cagniard-de 
Hoop method’. The problem was taken up again by Sánchez-
Sesma et al. [31] who provided a full set of formulas with an exact 
solution for any source and recipient location. Pak and Bai [32] 
presented an improved but compact analytical formula of the 
elastodynamic response in the time domain of a three-
dimensional half-space subjected to an arbitrary distribution of 
internal or surface forces. For a surface point pulse operating on a 
3D medium, Pekeris [33] gave a closed solution for a vertical point 
source, and Mooney [28] extended the results for vertical loads by 
any Poisson's ratio, ignoring the radial component. 

Kausel [34, 35] dealt with the problem of Lamb applied to the 
soil, horizontal and vertical point load applied to the surface of an 
elastic, homogeneous half-space with any Poisson's ratio. A 
compact set of unambiguous space time formulas was presented 
for the following problems: all response functions for receivers 
placed on the surface of the half-space and at the depth under the 
load, i.e., along the epicentral axis. 

Emami and Eskandari-Ghadi [36] presented a history of this 
problem, from its earlier stages to more recent research, by outlin-
ing and discussing the various rigorous approaches and methods 
of solving that have been suggested so far. 

We shall consider the collision of elastic bodies (Figs. 1 and 
2). The study will be conducted with the basic geometric assump-
tions of Hertz's theory [11].  

 
Fig. 1. View of the sample on the flight path before hitting the anvil:  

(1) anvil and (2) research sample 

We limit ourselves to considering the direct interaction of the 
central bodies, i.e., we assume that they are the resultant of the 

dynamic contact pressures applied to the colliding bodies, di-
rected along a straight line connecting their centres of inertia and 
coinciding with the normal to the compression surface at the point 
of initial contact of the non-deformed surface of these bodies. 

 
Fig. 2. The sample at the moment it hits the anvil 

This simplifying assumption will allow us to take into account 
only one component of the displacements of bodies at the point 
coinciding with the point of their initial contact. 

2. IMPACT PROBLEM STATEMENT 

Let us assume that a heavy body hits the half-space and has 
V0 velocity when it contacts the surface of the half-space. Under 
the influence of an impact in a half-space and in a striking sample 
of r0 radius, local deformations will be created, and, additionally, 
vibrations of the half-space will arise. Let us assume that the 
friction between the contacting surfaces is negligible, and the 
material of the elastic space with Young's modulus E and Pois-
son's ratio ν does not undergo plastic deformation or fracture. 

The assumption about the elastic behaviour of metal anvil 
(target) can be extended to the case of real processes, when only 
local plastic deformations occur in the material, limited by the 
proximity of the starting point of contact; moreover, the energy 
needed to create a residual indentation is only a small fraction of 
the initial kinetic energy [18]. 

By continuing the contact of the impact sample with the half-
space, the displacements of the sample will consist of a part 
dependent on local compression and a part determined by dy-
namic deflections of the half-space. As is known, the dynamic 
deflections of the half-space satisfy the differential Eq. (1). 

2.1. Mathematical model of the anvil  

The point source causes the appearance of volumetric longi-
tudinal (P) and shear (S) waves and Rayleigh (R) waves. Lamb 
[27] considered two external problems of wave propagation in an 
isotropic elastic half-space from a normally applied concentrated 
force to a free force. The solution of these problems in the paper 
[37] has been reduced to wave equations due to the scalar and 
vector potential. 

We consider the anvil as an elastic half-space that is rigidly 
fixed in a housing that is struck by the test sample. We can con-
sider the anvil as half-space until reflected waves do not appear. 

Let us consider in a cylindrical coordinate system (𝑟, 𝜃, 𝑧) a 

half-space (0 ≤ 𝑧 < ∞), where r is radius, θ is angle and z is 
coordinate, as shown in Fig. 3. The medium is assumed to be 
homogeneous and isotropic. Axially symmetric non-stationary 
loads depending on position and time act on the surface p(r, t) 
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with relative spatial distribution Z(r) and the resultant P(t), i.e.,  
p(r, t) = Z(r)P(t) in time t > 0. As a result of this action, there is a 
vector field of displacement in the structure 𝑈 ≡ (𝑢, 𝑣, 𝑤), where 
u, v and w are the components of the displacement vector on the 
axis, r, θ and z. Due to the axisymmetric stress distribution, dis-

placements, strains and stresses will be independent of the  
angle. We have 𝑈 ≡ (𝑢, 0, 𝑤).  

 
Fig. 3. Physical model of an anvil (elastic half-space)  
            with a surface area load with r0 radius 

An elastic half-space is characterised by the velocities of lon-

gitudinal (P) c1 and shear (S) c2 waves or the Lame constants λ,  

and density , which are related by dependencies 

𝑐1 = √
𝜆+2


, 𝑐2 = √




 

On the free surface of the medium, stresses 𝜎𝑧𝑟 , 𝜎𝑧𝜃 and 𝜎𝑧𝑧 
are either converted to zero or take values corresponding to a 
given limit load.  

We assume that the medium is at rest when t < 0, and in the 
initial moment, t = 0, where the axisymmetric source of disturb-
ances starts to work 𝑝(𝑟, 𝑡) = 𝑍(𝑟)𝑃(𝑡). 

As a rule, the forces arising during an impact P(t) (impact 
force, life force) are not known in advance; they must be deter-
mined in the problem-solving process, and only in some cases 
can they be considered predetermined. 

The discussed issue boils down to solving Lamé displacement 
equations in a cylindrical coordinate system [38]:  

(𝜆 + 2) (
∂2𝑢

∂𝑟2 +
1

𝑟

∂𝑢

∂𝑟
−

𝑢

𝑟2) + 
∂2𝑢

∂𝑧2 + (𝜆 + )
∂2𝑤

∂𝑟 ∂𝑧
= 𝜌

∂2𝑢

∂𝑡2 , 

(𝜆 + ) (
∂2𝑢

∂𝑟 ∂𝑧
+

1

𝑟

∂𝑢

∂𝑟
) +  (

∂2𝑤

∂𝑟2 +
1

𝑟

∂𝑤

∂𝑟
) + (𝜆 + 2)

∂2𝑤

∂𝑧2 = 𝜌
∂2𝑤

∂𝑡2 , 

0 ≤ 𝑧 < ∞, 0 ≤ 𝑟 < ∞  (1) 

at boundary conditions: 

𝜎𝑧𝑧(𝑟, 0, 𝑡) = −𝑝(𝑟, 𝑡) = −𝑃(𝑡)𝑍(𝑟), 𝑧 = 0   (2) 

𝜎𝑟𝑧(𝑟, 0, 𝑡) = 0, 𝑧 = 0   (3) 

𝑢, 𝑤 → 0, 𝑧 → ∞   (4) 

and the initial conditions [37]: 

𝑢 = 0,
𝜕𝑢

𝜕𝑡
= 0,   𝑤 = 0,

𝜕𝑤

𝜕𝑡
= 0, 𝑡 < 0   (5) 

p(t, r) is the contact pressure density distributed over the contact 
area ω(t). Due to the axis of symmetry, ω(t) is a circle with a 
radius a(t). We assume that the contact area does not change 
with time, and from the beginning, the a(t) radius is equal to r0. 

We will consider the sources 𝑍(𝑟) on the surface for which the 
following condition is met: 

2𝜋 ∫ 𝑝(𝑟, 𝑡)𝑟𝑑𝑟
∞

0
= 𝑃(𝑡)  (6) 

where [13] 

𝑍(𝑟) =
1

𝜋𝑟0
2

3

2
√(1 −

𝑟2

𝑟0
2) 𝐻 (1 −

𝑟2

𝑟0
2). (7) 

where H(t) Heaviside function: H(t) = 0 for t < 0, H(t) = 1 for t  0. 

2.2. Mathematical model of a sample hitting an anvil 

In the study to determine the impact of half-space, the system 
of equations describing the behaviour of waves in the half-space 
integrates simultaneously with the equation of motion of the sam-
ple and the condition of compliance of displacements. The last 
one takes into account a contact approximation of a sample with 
mass m1 and half space. One of the ends of the cylindrical rod is 
hemispherical. We will consider that for the considered impact of 
the test sample; the contact approximation can be determined on 
the basis of the solution to the dynamic problem of Hertz for 
pressing a ball into an elastic half-space [13]. 

Let us denote, after Timoshenko [17], the total displacement 
of the hitting body (projectile [1]) from the start of the impact as 
h(t) and local compression as αH. Then, of course [17, 39] 

ℎ = 𝛼𝐻 + 𝑤   (8) 

where w = w(0, 0, t) is deflection of the elastic semi-space surface 
under the sample. The displacement h(t) satisfies the differential 
equation of motion 

𝑚1
𝑑2ℎ(𝑡)

𝑑𝑡2 = −𝑃(𝑡)  (9) 

under initial conditions: 

ℎ(0) = 0, 
𝑑ℎ

𝑑𝑡
= 𝑉0, 𝑡 = 0   (10) 

Here, P(t) is the resultant of the contact pressure. 
In the following part, we assume that 

𝑚1

𝑃

𝜕2𝑤𝑒

𝜕𝑡2
≪ 1   (11) 

where 𝑤𝑒(𝑟, 𝑧, 𝑡) characterises the relative displacement of the 
sample elements due to its deformation.  

3. SOLUTION METHOD 

3.1. Key relationships for an elastic half-space  

Having a solution for a concentrated force acting on a half-
space boundary, the superposition method allows us to find dis-
placements and stresses arising under the action of a load distrib-
uted in a circle [25]. This article uses a different approach [40] to 
find the stress-strain state of a half-space. Applying the Laplace 
and Hankel transformations to Eq. (1) and considering the homo-
geneous initial condition (5), we receive linear differential equa-
tions with respect to the variable z. Since the solution of these 
equations depends on four unknowns, they are found using four 
boundary conditions (2)–(4). By applying the inverse Laplace and 
Hankel transformations, we obtain the searched dependencies. 
Displacements u, w and stresses can be expressed by the Duha-
mel integral 
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{𝑢(𝑟, 𝑧, 𝑡), 𝑤(𝑟, 𝑧, 𝑡)} = ∫ {𝑢𝛿
𝑡

0
(𝑟, 𝑧, 𝑡 − 𝑡′), 𝑤𝛿(𝑟, 𝑧, 𝑡 − 𝑡′)} ∙  

𝑃(𝑡′)𝑑𝑡′ = {𝑢𝛿(𝑟, 𝑧, 𝑡), 𝑤𝛿(𝑟, 𝑧, 𝑡)} ∗ 𝑃(𝑡)   (12) 

{𝜎𝑧𝑧 , 𝜎𝑟𝑟 , 𝜎𝜃𝜃 , 𝜎𝑟𝑧} = {𝜎𝑧𝑧,𝛿 , 𝜎𝑟𝑟,𝛿 , 𝜎𝜃𝜃,𝛿 , 𝜎𝑟𝑧,𝛿} ∗ 𝑃(𝑡)   (13) 

where 𝑢𝛿(𝑟, 𝑧, 𝑡) and 𝑤𝛿(𝑟, 𝑧, 𝑡) are solutions to problems (1)–(6) 

for the impulse function P(t) = δ(t): δ(t) = ∞ for t = 0, δ(t) = 0 for 

t ≠ 0 and 

∫ 𝛿(𝑡)𝑑𝑡
+∞

−∞
= 1,   (14) 

Eqs (12) and (13) give a convolution of two causal functions. 
Applying the Laplace and Hankel integral transformations to the 
considered problems (1)–(6) [37], e.g., for displacement 
𝑤𝛿(𝑟, 𝑧, 𝑡), the equations can be written as follows: 

𝑤𝛿
𝐿(𝑟, 𝑧, 𝑠) = ∫ 𝑤𝛿(𝑟, 𝑧, 𝑡)𝑒−𝑠𝑡𝑑𝑡

∞

0
    (15) 

𝑤𝛿
𝐿𝐻(𝑘, 𝑧, 𝑠) = ∫ 𝑤𝛿

𝐿(𝑟, 𝑧, 𝑠)𝑟𝐽0(𝑘𝑟)𝑑𝑟
∞

0
    (16) 

we get a solution to the problem of the following form [40]: 

{𝑢𝛿 , 𝑤𝛿} =
1

2𝜋𝑖
∫ {𝑢𝛿

𝐿 , 𝑤𝛿
𝐿}𝑒𝑠𝑡𝑑𝑠

𝑐0+𝑖∞

𝑐0−𝑖∞
    (17) 

{𝜎𝑧𝑧,𝛿 , 𝜎𝑟𝑟,𝛿 , 𝜎𝑟𝑧,𝛿} =
1

2𝜋𝑖
∫ {𝜎𝑧𝑧,𝛿

𝐿 , 𝜎𝑟𝑟,𝛿
𝐿 , 𝜎𝑟𝑧,𝛿

𝐿 }𝑒𝑠𝑡𝑑𝑠
𝑐0+𝑖∞

𝑐0−𝑖∞
   (18) 

where 

{𝑤𝛿
𝐿 , 𝜎𝑧𝑧,𝛿

𝐿 } = ∫ {𝑤𝛿
𝐿𝐻 , 𝜎𝑧𝑧,𝛿

𝐿𝐻 }𝑍𝐻(𝑘)𝑘𝐽0(𝑘𝑟)𝑑𝑘
∞

0
   (19) 

{𝑢𝛿
𝐿 , 𝜎𝑟𝑧,𝛿

𝐿 } = ∫ {𝑢𝛿
𝐿𝐻, 𝜎𝑟𝑧,𝛿

𝐿𝐻 }𝑍𝐻(𝑘)𝑘𝐽1(𝑘𝑟)𝑑𝑘
∞

0
    (20) 

𝜎𝑟𝑟,𝛿
𝐿 = ∫ 𝜎𝑟𝑟,𝛿

𝐿𝐻0𝑍𝐻𝑘𝐽0(𝑘𝑟)𝑑𝑘
∞

0
+

1

𝑟
∫ 𝜎𝑟𝑟,𝛿

𝐿𝐻1𝑍𝐻𝑘𝐽1(𝑘𝑟)𝑑𝑘
∞

0
    (21) 

𝐽𝑛(𝑘𝑟) is a Bessel function of the first kind of order n (n = 0, 1, …); c0 is 
a real number so that the contour path of integration is in the 
region of convergence of uδLH(k,z,s), wδLH(k,z,s). 

Integral expressions in Eqs (19)–(21) marked with ‘LH’ have 
the following form [40]: 

𝑢𝛿
𝐿𝐻(𝑘, 𝑧, 𝑠) =

(𝛾𝑒−𝛼𝑧−2𝛼𝛽𝑒−𝛽𝑧)𝑘

𝜇𝐷(𝑘,𝑠)
    (22) 

𝑤𝛿
𝐿𝐻(𝑘, 𝑧, 𝑠) =

(𝛾𝑒−𝛼𝑧−2𝑘2𝑒−𝛽𝑧)𝛼

𝜇𝐷(𝑘,𝑠)
    (23) 

𝜎𝑧𝑧,𝛿
𝐿𝐻 (𝑘, 𝑧, 𝑠) = −

(𝛾2𝑒−𝛼𝑧−2𝛼𝛽𝑘2𝑒−𝛽𝑧)

𝐷(𝑘,𝑠)
    (24) 

𝜎𝑟𝑧,𝛿
𝐿𝐻 (𝑘, 𝑧, 𝑠) =

(−𝑒−𝛼𝑧+𝑒−𝛽𝑧)2𝛼𝛾𝑘

𝐷(𝑘,𝑠)
    (25) 

𝜎𝑟𝑟,𝛿
𝐿𝐻0(𝑘, 𝑧, 𝑠) =

𝛾(2𝑘2−(𝜆/𝜇)𝑐1
−2𝑠2)𝑒−𝛼𝑧−4𝛼𝛽𝑘2𝑒−𝛽𝑧)

𝐷(𝑘,𝑠)
    (26) 

𝜎𝑟𝑟,𝛿
𝐿𝐻1(𝑘, 𝑧, 𝑠) =

(−2𝛾𝑒−𝛼𝑧+4𝛼𝛽𝑒−𝛽𝑧)𝑘

𝐷(𝑘,𝑠)
    (27) 

𝐷(𝑘, 𝑠) = 𝛾2 − 4𝛼𝛽𝑘2, 𝛾 = 2𝑘2 + 𝑐2
−2𝑠2   (28) 

𝛼 = √𝑘2 + 𝑐1
−2𝑠2, 𝛽 = √𝑘2 + 𝑐2

−2𝑠2, Re𝛼 > 0, Re𝛽 > 0   (29) 

Hankel transform ZH(k) of the Z(r) source on the surface Eq. (7): 

𝑍𝐻(𝑘) =
3(sin (𝑟0𝑘)−𝑟0𝑘cos (𝑟0𝑘))

2𝜋𝑟0
3𝑘3     (30) 

In order to receive the function 𝑤𝛿(0,0, 𝑡) for the initial mo-
ment 𝑡 → 0, we find the properties of the Laplace transform for 
𝑠 → ∞  

𝑤𝛿
𝐿𝐻(𝑘, 𝑧, 𝑠) =

𝑐2
2𝑒

−
𝑧𝑠
𝑐1

𝜇𝑐1
(

1

𝑠
−

𝑐1𝑧𝑘2

2𝑠2 + ⋯ ) −
2𝑐2

4𝑘2𝑒
−

𝑧𝑠
𝑐2

𝜇𝑐1𝑠3 , 𝑠 → ∞   (31) 

 

In the initial moment,  

𝑤𝛿(0,0, 𝑡) =
𝑐2

2

𝜇𝑐1
𝐻(𝑡)𝑍(0), 𝑡 → 0   (32) 

𝜎𝑧𝑧,𝛿(0, 𝑧, 𝑡) = −𝛿(𝑡 − 𝑧/𝑐1)𝑍(0), 𝑡 − 𝑧/𝑐1 → 0   (33) 

Asymptotics Eq. (33) shows that for the calculation of stresses, it 
is better to use the following equation: 

𝜎𝑧𝑧(𝑟, 𝑧, 𝑡) = ∫ 𝜎𝑧𝑧,𝐻(𝑟, 𝑧, 𝑡 − 𝑡′)
𝑑

𝑑𝑡′
𝑃(𝑡′)𝑑𝑡′

𝑡

0
    (34) 

where 𝜎𝑧𝑧,𝐻(𝑘, 𝑧, 𝑠) = 𝜎𝑧𝑧,𝛿(𝑘, 𝑧, 𝑠)/𝑠. 

𝑐2/𝑐1 = √(1 − 2𝜈)/(2 − 2𝜈)  

The calculations of the inverse integral Laplace and Hankel 
transformations were performed in the same way as in the paper 
[40]. 

3.2. Solution method for the research sample 

Integrating the Eq. (9) using the Laplace transform and the ini-
tial condition (10), we obtain the following equation: 

ℎ(𝑡) = 𝑉0𝑡 −
1

𝑚1
∫ (𝑡 − 𝑡′)𝑃(𝑡′)𝑑𝑡′

𝑡

0
    (35) 

On the other hand, according to the theory of Hertz [13], we 
can assume the following equation: 

𝛼𝐻 = (𝑃/𝐾)2/3 = 𝑘0𝑃2/3 or 𝑃 = 𝐾𝛼𝐻
3/2

   (36) 

where K is determined from the equation [13] 

𝐾 =
4𝐸∗√𝑟0

3
, 𝑘0 = 𝐾−2/3, 

1

𝐸∗ =
1−𝜈1

2

𝐸1

+
1−𝜈2

𝐸
   (37) 

Considering Eqs (8), (35) and (36), we obtain the equation: 

𝑉0𝑡 −
1

𝑚1
∫ (𝑡 − 𝑡′)𝑃(𝑡′)𝑑𝑡′

𝑡

0
= 𝑘0𝑃(𝑡)2/3 + 𝑤(0,0, 𝑡)   (38) 

At the moment of time, t = tn = nt, where n = 0, 1, 2, …, 
where 𝛥𝑡 integration time is assumed to take place 

𝑉0𝑡𝑛 −
1

𝑚1
∫ (𝑡𝑛 − 𝑡′)𝑃(𝑡′)𝑑𝑡′

𝑡𝑛

0
= 𝑘0𝑃(𝑡𝑛)2/3 + 𝑤𝑛    (39) 

where wn = w(0,0,tn1). 
In the initial moment t = 0 (n = 0), sample displacement h = 0, 

displacement of half-space w = 0 and sample speed v = V0. 
In moment t = t1 (n = 1), sample displacement is 

h(t1)=h1=V0 t1, deflection of half-space is w(0,0,t0) = w1 = 0, impact 
force (pressure) is P(t1) = P1 =K (h1)3/2, acceleration of the sample 
is a1 = – P1/m1 and sample speed is v(t1) = v1 =V0. 

In moment t = t2 (n = 2), sample displacement is 

h(t2) = h2 = h1 + v1 t + a1(t)2/2, deflection of half-space is 
w(0,0,t1) = w2, impact force (pressure) is P(t2) = P2 = K (h2–w2)3/2, 
acceleration of the sample is a2 = – P2/m1 and sample speed is 

v(t2) = v2 = v1 + a1t. 
The further course of the calculations is obvious. Let us write 

directly the formulas related to the nth stage: 

ℎ(𝑡𝑛) = ℎ𝑛 = ℎ𝑛−1 + 𝑣𝑛−1∆𝑡 + 𝑎𝑛−1(∆𝑡)2/2    (40) 

𝑤𝑛 = ∆𝑡 ∑ 𝑤𝛿(0,0, 𝑡𝑛−1−𝑡𝑚)𝑛−2
𝑚=1 𝑃𝑚 +

∆𝑡

2
𝑤𝛿(0,0,0)𝑃𝑛−1   (41) 

𝑃(𝑡𝑛) = 𝑃𝑛 = 𝐾(ℎ𝑛– 𝑤𝑛)3/2    (42) 

𝑎𝑛 = −𝑃𝑛/𝑚1    (43) 

𝑣(𝑡𝑛) = 𝑣𝑛 = 𝑣𝑛−1 + 𝑎𝑛−1∆𝑡    (44) 
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4. NUMERICAL RESULTS 

A numerical analysis of the collision of a copper test sample 
with a steel anvil was carried out. The parameters are given in 
Tab. 1. The mass of the tested sample is m1 = 0.0122 kg, sample 
radius is r0 = 0.004 m and collision speed is V0 = 100 m/s. 

 
Tab. 1. Mechanical properties of steel and copper 

Properties Copper Steel 

Longitudinal wave speed c1 [m/s] 4,597 5,994 

Shear wave speed c2
 [m/s] 2,263 3,204 

Density  [kg/m3] 8,960 7,830 

Coefficient λ [GPa] 97.53 120.6 

Shear modulus of elasticity G,  [GPa] 45.9 80.4 

Poisson number  [] 0.34 0.3 

Young's module E [GPa] 123 209 

Yield point Ry [MPa] 57 1,000 

Tensile strength Rm [MPa] 227 1,200 

For the problem under consideration [21], the 𝛼𝐴 =

(𝜋𝜌𝑟0
3/𝑚1)1/2(𝑉0/𝑐1)3/2 = 0.785 ∙ 10−3 parameter was calculated. 

Due to the low value of αA, the influence of the super-seismic state 
on the course of the impact can be neglected as a whole.  

Figs. 4 and 5 show the time courses of the characteristics of 
the test specimen during the collision. You can see that initially the 
force of influence on the sample P(t), sample displacement h(t) 
and deflection of half-space w(t) during the collision increase and 
reach their maximum values. The sample speed v(t) initially drops 
to zero at time t’s. The diagram of the relationship P(t) is shown in 
Fig. 4. Since the Hertz model describes elastic deformations, the 
P(t) diagram is symmetrical about the vertical axis passing 
through the point (t’s, Pmax) (ts = 2 t’s), where ts is the collision time. 
When the force of the effect on the sample P(ts) = 0, then  
h – w = 0 as in Eq. (8) (Fig. 4). 

 
Fig. 4. Change of the force of influence on the sample P, sample  

displacement h, deflection of the half-space w and sample  
speed v over time during the Hertz impact for the collision  
speed V0=100 m/s 

 
The coefficient of restitution was marked with the letter Rf. 

This coefficient is the ratio of the body speed after the impact v(ts) 
to the speed right before the impact V0. In the considered ranges 
of speeds and dimensions of colliding bodies, 

Rf = v(ts)/V0 = 0.991 (ts = 27.0 μs, v(ts) = 99.1 m/s). This factor 
hardly depends on these values. 

Without considering the deflection of the elastic half-space, 
the problems (9) and (10) can be solved in the analytical form 
[11]. Maximum deflection can be written as follows: 

𝛼𝑚𝑎𝑥 = (
5

4

𝑚1𝑉0
2

𝐾
)

2/5

,    (45) 

Maximum force of impact on the sample: 

𝑃𝑚𝑎𝑥 = 𝐾𝛼𝑚𝑎𝑥
3/2

    (46) 

Collision duration ts: 

𝑡𝑠 = 2.94
𝛼𝑚𝑎𝑥

𝑉0
    (47) 

This formula shows that the duration of the impact depends to 
the greatest extent on the mass of the sample m1 and increases 
with it. The duration of the collision ts is to a lesser extent influ-
enced by the impact speed and the reduced radius of curvature of 
the body contact surfaces, which is within the n factor to the 1/2 
rational power. As these parameters increase, the impact time is 
reduced. Calculation according to Eqs (46) and (47) gives 

Pmax = 182,191 N and ts = 24.6 s. Calculation of the dimension-
less coefficient Kmax = Pmax /S/Rm = 15.97 shows that the average 
maximum stresses arising in the contact area are significantly 
higher than the tensile strength of the sample calculated under 

static conditions, where for copper Rm = 57 MPa and S = r02. Fig. 
5 shows the Kmax dependence of the radius r0 (Kmax ~ 1/r09/5). 

Restitution coefficient is Rf = 1. 

 
Fig. 5. The dependence of the dimensionless coefficient Kmax = Pmax/S/Rm    

  on r0 radius according to Eqs (46) and (45) 

It was noticed in the paper [41] that the Hertz model gives re-
sults consistent with the experiment if the duration of the collision 
ts is much longer than the longest period of free oscillation T of the 
colliding bodies, ts/T>10. On the other hand, according to Eq. (47), 
the impact duration decreases with increasing speed. Of course, 
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there is a certain upper limit for the speed V0,max, above which the 
formulas obtained from Hertz's theory will lead to too considerable 
errors. 

This consideration is often emphasised in the impact theory 
literature [41], but undeservedly, little attention is paid to another 
limitation of Hertz's theory. It is associated with the possible ap-
pearance of plastic deformations in the colliding bodies and failure 
to take into account the dynamic properties of strength parame-
ters, e.g., the tensile strength parameter Rm. 

If, in the post-impact conditions, the anvil was not damaged 
and the specimen changed shape due to plasticity (the radius of 
the specimen contact surface increased) but was not damaged, 
then the tensile strength in the specimen was not achieved. The 
shape of deformation and cracking in the Taylor bar impact test is 
the so-called mushrooming. Knowing the impact speed and the 
parameters of the collision bodies, we can calculate the maximum 
value of the force acting on the sample. This gives the opportunity 
to estimate the value Rm. 

The dynamic yield point and the dynamic strength of the mate-
rial, revealed under impact loads, assume values greater than the 
yield point and the material's tensile or compressive strength 
determined during static tests [13]. 

Let us note that the assumption made by Hertz about the line-
ar elasticity of the material is not justified at sufficiently high im-
pact velocities. Thus, Hertz's theory is probably wrong with most 
practical impact problems. Therefore, the work takes into account 
the deflection of the surface of the elastic half-space. 

The performed calculations of the issue under consideration 
are shown in Fig. 6. We received Pmax = P(ts/2) = 160,000 N, 

ts = 27 s and v(ts) = 99.1 m/s. In Fig. 5, the dimensionless 
factor was calculated, Kmax = Pmax /S/Rm = 14.11. Taking the de-
flection of the surface of the elastic half-space into account leads 
to an extension of the collision time and a reduction in the maxi-
mum force value Pmax to 11.6%. 

 

Fig. 6. Dependence of dimensionless contact stress P(t)/(r0
2)/Rm arising   

 during the collision on time for the speed of V0 = 100 m/s 

Analogously to Fig. 6, Fig. 7 shows the time dependencies of 
the component of vertical displacements w(r, 0, t) to the surface at 
four observation points. Comparing the obtained results with the 
displacements of the surface points from Awrejcewicz and Pyryev 
[40] for the disorder P(t)=H(t), we do not observe the moment of 
arrival of transverse S and Rayleigh R waves. For our case, the 

duration of the collision ts is too high for the moments of arrival of 
longitudinal P, transverse S and Rayleigh R waves to be visible. 
The shape of the graphs repeats the shape of the interaction 
force, but away from the source, a slight negative deflection ap-
pears, the amplitude decreases and the width of the disturbance 
increases. 

 
Fig. 7. Evolution of the deflection of an elastic half-space w(r, 0, t) due to  

 load P(t) acting on the surface of a circle with a radius  
 of the sample r0 for r = 0.1 r0 (curve 1), for r = r0 (curve 2),  
 for r = 3r0 (curve 3) and for r = 5r0 (curve 4) 

 
Fig. 8. Evolution of the axial displacement of an elastic half-space w(0,z,t)  

 due to load P(t) acting on the surface of a circle with a radius  
 of the sample r0 for z = 0 (curve 1), for z = r0 (curve 2), for z = 3r0  
 (curve 3) and for z = 5r0 (curve 4) 

Fig. 8 shows the timing of the axial displacement of the elastic 
half-space w(0, z, t) to load P(t) acting on the surface of a circle with a 

radius of the sample r0 for r = 0.1 r0 (curve 1), for r = r0 (curve 2), for 

r = 3r0 (curve 3) and for r = 5r0 (curve 4). The shape of the graphs 
repeats the shape of the interaction force, but away from the 
source, a slight negative deflection P(t) appears, the amplitude 
decreases and the width of the disturbance increases. In point 
(0, r0) at t = r0/c1= 0.67 μs, longitudinal wave P will appear, in point 

(0, 3r0) at t = r0/c1= 2.0 μs and in point (0, 5r0) at t = 5r0/c1= 3.3 μs 
(see Fig. 8). 
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Fig. 9. Evolution of normal stress σzz(0, z, t) on the anvil axis due to load  

 P(t) acting on the surface of a circle with a radius of the sample r0  

 for z = r0 (curve 1), for z = 3r0 (curve 2) and for z = 5r0 (curve 3) 

 

Fig. 10. Evolution of normal stress σzz(r, z, t) in the centre of the anvil due 

to the load P(t) acting on the surface of a circle with a radius  
of the sample r0 for z = r = 2r0 /20.5 (curve 1), for z = r = 3r0 /20.5 
(curve 2) and for z = r = 5r0 /20.5 (curve 3) 

Fig. 9 shows dimensionless normal compressive stresses 
σzz(0, z, t)/Rm on the anvil axis due to load P(t) acting on the sur-
face of a circle with a radius of the sample r0 for z = r0 (curve 1), 
for z = 3r0 (curve 2) and for z = 5r0 (curve 3). The amplitude of 
compressive stresses decreases. In point (0, r0) at t = r0/c1= 0.67 

μs, longitudinal P stress wave will appear, in point (0, 3r0) – at 
t = r0/c1= 2.0 μs, and in point (0, 5r0) – at t = 5r0/c1= 3.3 μs (see 
Fig. 9).  

Fig. 10 shows dimensionless normal stresses σzz(r, z, t)/Rm in 
the centre of the half-space on a cone at the same distances in 
point (20.5r0, 20.5r0) (curve1), in point (3r0/20.5, 3r0/20.5) (curve 2) and 
in point (5r0/20.5, 5r0/20.5) (curve 3). The highest values of the com-
pressive stress amplitudes decrease with increasing distance of 
the observation points from the disturbance site, but at the end of 
the stress disturbance, they change the sign into tensile stress. 

 

 

Fig. 11. Evolution of normal stress σrr(r,0, t) on the surface of the anvil 

due to the load P (t) acting on the surface of the circle with  
the radius of the sample r0 for r = r0 (curve 1), for r = 3r0 (curve 2) 
and for r = 5r0 (curve 3) 

Fig. 11 shows the time dependencies of normal stress 
σrr(r, 0, t) on the anvil surface due to load P(t) acting on the sur-
face of a circle with a radius of the sample r0 for r = r0 (curve 1), for 
r = 3r0 (curve 2) and for r = 5r0 (curve 3). For example, let us 
consider an observation point (5r0, 0) located on the anvil surface 
within 5 radiuses of the sample-anvil contact area. By the time 

t = (5r0  r0)/c1= 2.67μs, there are no disturbances. At t = 4r0/c1, 
there will be a disturbance with the speed of the longitudinal wave 
c1. The arrows on the graphs correspond to the time of arrival at 
the appropriate observation points of the disturbance from the 
centre of the contact area of the sample with the anvil.  

5. CONCLUSION  

A mathematical model of the dynamics of the contact system 
of the test sample with the anvil (semi-elastic space) during their 
collision was developed. The proposed method of calculations 
using classical Laplace and Hankel transformations allows us to 
solve the problem for the spatial model of the body. 

The proposed analysis enables the calculation of stresses and 
displacements in an elastic half-space, as well as the kinematics 
of the tested sample. 

The original elements of the paper include the proposed gen-
eral approach to solving the problem of contact dynamics. The 
presented approach consists in determining the impact force on 
the sample P(t) during the collision as a common solution to the 
problem for the tested sample and the problem for an elastic 
semi-space under the conditions of the assumptions of Hertz's 
theory. The resulting force P(t) allows the determination of dis-
placements and stresses. 

The performed calculations showed that during a sample colli-
sion with a half-space under the conditions under consideration, 
the contact force P(t) did not have a significant effect on the for-
mation of visible waves: transverse (S) and Rayleigh (R) waves. 
This is because the rate of load change is not sufficient. 

The obtained solution can be used to determine the dynamic 
strength limit of materials. The calculations made as part of the 
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paper showed more than threefold (1.6  105 N/S/Ry = 3.18) 
increase of the dynamic yield point for steel and more than twofold 

(1.6  105 N/S/Rm = 2.65) increase in dynamic tensile strength for 
steel to that determined in classical conditions. Corresponding 

values for a copper sample give a 14-fold (1.6  105 
N/S/Rm = 14.0) increase of the dynamic limit of tensile strength. 
Considering that the sample after reflection has the shape of a 
mushroom with a radius r1 = 0.006 m, we receive a sixfold 

(1.6  105 N/S1/Rm = 6.2) increase of the dynamic tensile strength 

limit, where S1 = r12. 
The method proposed here can be useful for the dynamic 

analysis of issues such as the collision of a sample with a layered 
body [42]. 
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Abstract: The present study explores magnetic nanoliquid mixed convection in a double lid–driven U-shaped enclosure with discrete heat-
ing using the lattice Boltzmann method (LBM) numerical method. The nanoliquid thermal conductivity and viscosity are calculated using 
the Maxwell and Brinkman models respectively. Nanoliquid magnetohydrodynamics (MHD) and mixed convection are analyzed  
and entropy generation minimisation has been studied. The presented results for isotherms, stream isolines and entropy generation  
describe the interaction between the various physical phenomena inherent to the problem including the buoyancy, magnetic and shear 

forces. The operating parameters’ ranges are: Reynolds number (Re: 1– 100), Hartman number (Ha: 0–80), magnetic field inclination 

(γ: 0°– 90°), nanoparticles volume fraction (ϕ: 0– 0.04) and inclination angle (α: 0°– 90°). It was found that the 𝑁𝑢𝑚 and the total  

entropy generation augment by increasing Re, ϕ: and γ. conversely, an opposite effect was obtained by increasing Ha and α.  

The optimum magnetic field and cavity inclination angles to maximum heat transfer are γ =  90° and α =  0.  

Key words: U-shaped enclosure, MHD mixed convection, nanoliquid, double lid-driven cavity, entropy generation, LBM

1. INTRODUCTION 

Nanoliquid mixed convection in different geometries has 
elicited attention and interest from many researchers due to its 
availability in nature and its numerous engineering applications 
including in electronic equipment cooling, polymer industry, heat 
exchangers, automobile radiators and space technology [1–13]. 
Mixed convective heat transfer in enclosures has been extensively 
investigated during the last decades [14–17]. Mliki et al. [14] 
studied mixed convection in a lid-driven square cavity filled with 
copper–water nanofluid. They discussed the influences of 

volumetric fraction of nanoparticles (), Rayleigh number (Ra) and 
Reynolds numbers (Re) on the fluid flow, heat transfer and Sgen. 
Their results showed that the Num and Sgen augment as the 
Rayleigh and Reynolds numbers. Also, they found that the 
addition of nanoparticles in pure water leads to enhancement of 
heat transfer rate. The results of Sheremet and Pop [15], who 
considered the same problem of mixed convection of nanoliquid in 
a lid-driven square cavity, concluded that the heat transfer was 
enhanced with the Richardson number. Besides, Nayak et al. [16] 
found that the addition of nanoparticles leads to enhancement of 
Num for the mixed convection of Cu–water nanoliquid in a 
differentially heated cavity. Similarly, Sourtiji et al. [17] examined 
the mixed convection of nanoliquid in a ventilated cavity. Their 
results showed that the Num augments with an increase in 
Reynolds number (Re), Richardson number (Ri) and nanoparticle 

volume fraction (). Additional papers on nanofluid mixed 
convection in cavities can also be found in the literature [18–21]. 
Aljabair et al. [20] reported a problem of mixed convection in a 
sinusoidal lid-driven cavity with non-uniform temperature 

distribution on the wall utilising nanofluid. Their results showed 
that heat transfer rate augments as the volumetric fraction of 

nanoparticles (), Reynolds number (Re) and Rayleigh number 
(Ra). 

The effect of an external magnetic field on convective heat 
transfer in different geometries was studied by many researchers 
[22–25]. Aljabair et al. [22] studied the natural convection heat 
transfer in corrugated annuli with H2O–Al2O3 nanofluid. They 
reported an enhancement in heat transfer by augment of the 
Rayleigh number and nanoparticles volume fraction. As similar 
finding has been observed by Mahmoudi et al. [23], who 
considered the magnetic field effect on natural convection in a 
square cavity filled with Al2O3–water nanoliquid and inferred that 
convective heat transfer was reduced by an increase in external 
magnetic field intensity (Ha). In another paper, Mliki et al. [24] 
studied the magneto-hydrodynamic (MHD) laminar convection in a 
linearly/sinusoidally heated cavity with a CuO–water nanoliquid 
using the lattice Boltzmann method (LBM). They analysed the 
effect of Rayleigh number (Ra), Hartmann number (Ha), heat 
generation or absorption coefficient (Ra) and nanoparticle volume 

concentration (ϕ) on the fluid flow and heat transfer. They 

concluded that the heat transfer rate increased when the role of 
Brownian motion of nanoparticles was considered. The influence 

of volumetric fraction of nanoparticles (), aspect ratios (AR) and 
Richardson number (Ri) on heat transfer and fluid movement of a 
hybrid H2O–Cu–Al2O3 nanofluid in a multi-lid–driven concentric 
trapezoidal annulus has been investigated by Alesbe et al. [25]. 
The results indicate that the heat transfers’ skin friction increases 
with increase in the volume fraction of nanoparticles. Additionally, 
the maximum stream function value increases with increase in the 

https://orcid.org/0000-0002-0200-8060
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aspect ratio and the volume fraction of hybrid nanofluid. 
For the case of mixed convection flows, the effect of magnetic 

field indifferent configurations has been extensively investigated 
[26–29]. Hussain et al. [26] studied the mixed convection and Sgen 
in a two-dimensional double-lid–driven square cavity. They 
discussed the influences of volumetric fraction of nanoparticles 

(), Reynolds numbers (Re), Hartman number (Ha), Richardson 
number (Ri) and inclined magnetic field (γ) on the fluid flow, heat 
transfer and Sgen. The results indicate that the heat transfers and 
Sgen augment with the Richardson number (Ri) and Reynolds 
number (Re). Also, they concluded that with the increment in the 

solid volume fraction of nanofluids (), Sgen decreases. Shirvan et 
al. [27] numerically analysed the MHD effect on a mixed 
convection in a ventilated square cavity. Their results showed that 
the heat transfer rate augments as the Hartmann number (Ha) 
increases. Pordanjani and Aghakhani [28] examined the natural 
convection and irreversibilities between two inclined concentric 
cylinders in the presence of a uniform magnetic field and 
radiation. They observed that the thermal performance and 
irreversibilities have increasing pursuant to the Rayleigh number, 
hot pipe diameter and addition of more nanopowder. In another 
paper, Aghakhani et al. [29] have discussed the entropy 
generation and exergy analysis of Ag–MgO/water hybrid nanofluid 
within a circular heatsink with different numbers of outputs. They 
reported that an enhancement in the Re leads to a reduction in 
the exergy loss as well as the first and second law efficiencies. 

Previous investigations have focused predominantly on 
investigating heat transfer by nanofluids mixed convectively with 
and without a magnetic field in regular geometries under uniform 
heating. In the present work, the nanoliquid mixed convection was 
considered with the associated Sgen in a double-lid–driven U-
shaped enclosure with discrete heating under an external 
magnetic field. The interaction between the induced shear, 
buoyancy and magnetic forces was worthy of investigation, the 
objective being to evaluate its impact on the heat transfer and Sgen 
rates. Results are based on visualisation of the flow, thermal 
fields, local Sgen, Num and total Sgen. 

2. PROBLEM STATEMENT 

The studied problem configuration was a two-dimensional 
double-lid–driven U-shaped enclosure with discrete heating and 
filled with nanoliquid, as illustrated in Fig. 1. 

 
Fig. 1. Geometry of the problem 

Two constant temperature heat sources of length L/5 are 
located at the bottom wall (Th). The walls (AB, CD, EF, FG and 
GH) are maintained at cold temperature Tc. The cavity aspect 
ratio was AR = L/L = 0.4. 

The inclination of magnetic field (𝐵⃗ ) and that of the cavity are 

γ and α, respectively. The two vertical walls (AB and DC) move 
downward at constant velocity Uo. Such a configuration leads to a 
combined and complex interaction between various effects within 
the cavity, including the buoyancy and shear forces and the 
magnetic field. 

The fluid in the U-shaped enclosure is a nanoliquid (CuO–
water) (Tab. 1) [30]. The density divergence in the nanoliquid was 
approximated by the regular Boussinesq approximation. 

Tab. 1. Thermophysical properties of liquid and nanoparticles [30] 

Thermophysical 
properties 

H2O CuO 

Cp (J  kg1  K–1) 4,179 540 

 (kg  m–3) 997.1 6,500 

k (W  m1  K–1) 0.631 18 

  105(1/K) 21 0.85 

σ (Ωm)1 0.05 2.7  108 

3. GOVERNING EQUATIONS 

By applying a magnetic field, the governing equations for 
mixed convection in the two-dimensional double-lid–driven U-
shaped enclosure can be obtained as follows [31]: 

∂𝑈

∂𝑋
+
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∂𝑌
= 0              (1) 
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where 𝜎𝑛𝑓, 𝛽, 𝛾 and 𝛼 are the nanoliquid thermal diffusivity, the 

thermal expansion coefficient, inclined magnetic field and inclina-
tion angle of the cavity, respectively. 

The dimensionless Sgen for the case of MHD nanoliquid 
mixed convection flow is given by [26]: 

𝑆𝑇 =
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where Sgen,h, Sgen,v and Sgen,M are the Sgen due to heat 
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transport, Sgen due to fluid friction and Sgen due to application of 

the magnetic field, respectively. The irreversibility factor 𝜒 was 
expressed by: 

𝜒 =
𝜇𝑓𝑇0

𝑘𝑓
(

𝑈0

𝑇ℎ−𝑇𝑐
)
2

             (6) 

The average Sgen was calculated by: 

𝑆𝑎𝑣𝑟 =
1

V
∫ 𝑆𝑇𝑑𝑉
𝑉

             (7) 

where V was the total volume of the physical domain. 
The dimensionless boundary conditions are calculated as fol-

lows: Cold walls AB, CD, EF, FG, GH: U = V = 0, θ = 0; Hot walls 
(0.2 ≤ lS1 ≤ 0.4) and (0.6 ≤ lS2 ≤ 0.8): θ = 1; Adiabatic walls  

(0 ≤ X < 0.2), (0.4 < X < 0.6) and (0.8 < X ≤ 1): ∂𝑇/ ∂𝑌 = 0.  
The local and integral Nu along the two heat sources (lS1, 

lS2) can be obtained as: 

𝑁𝑢 = −
𝑘𝑛𝑓

𝑘𝑓
(
∂𝜃

∂𝑌
)|

𝑌=0
                 (8) 

𝑁𝑢𝑙𝑆1
= ∫ 𝑁𝑢

0.4

0.2
𝑑𝑋    ,    𝑁𝑢𝑙𝑆2

= ∫ 𝑁𝑢
0.8

0.6
𝑑𝑋          (9) 

Effective density, specific heat capacity, thermal expansion 
coeffi-cient and thermal diffusivity of the nanoliquid are, respec-
tively, expressed as follows [32, 33]: 

𝜌𝑛𝑓 = (1 − 𝜑)𝜌𝑓 + 𝜑𝜌𝑝           (10) 

(𝜌𝐶𝑝)𝑛𝑓 = (1 − 𝜑)(𝜌𝐶𝑝)𝑓 + 𝜑(𝜌𝐶𝑝)𝑝         (11) 

(𝜌𝛽)𝑛𝑓 = (1 − 𝜑)(𝜌𝛽)𝑓 + 𝜑(𝜌𝛽)𝑝         (12) 

𝛼𝑛𝑓 =
𝑘𝑛𝑓

(𝜌𝐶𝑝)𝑛𝑓
            (13) 

The thermal conductivity and the electrical conductivity of the 
nanoliquid are, respectively, calculated as follows [34, 35]: 

𝑘𝑠𝑡𝑎𝑡𝑖𝑐 = 𝑘𝑓
𝑘𝑃+2𝑘𝑓−2𝜑(𝑘𝑓−𝑘𝑃)

𝑘𝑃+2𝑘𝑓+𝜑(𝑘𝑓−𝑘𝑃)
          (14) 
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−1)𝜑
           (15) 

Nanoliquid effective dynamic viscosity was calculated using the 
Brinkman model [36] 

𝜇𝑠𝑡𝑎𝑡𝑖𝑐 =
𝜇𝑓

(1−𝜑)2.5            (16) 

4. NUMERICAL METHOD 

4.1. Brief introduction to LBM 

The LBM was based on Ludwig Boltzmann’s kinetic theory of 
gases. The fundamental idea is that gases/fluids can be a large 
number of small particles moving with random motions. The ex-
change of momentum and energy is achieved through particle 
streaming and collision. 

The dimensionless equations were solved by using LBM, 
which employs Boltzmann’s kinetic theory of gases [26]. By 
Bhatnagar–Gross Krook approximation, LBM was based on two 
distribution functions g and f of the temperature and flow fields in 
this study, respectively. 

𝑓𝑖(𝑥 + 𝑐𝑖𝛥𝑡, 𝑡 + 𝛥𝑡) = 𝑓𝑖(𝑥, 𝑡) −
1

𝜏𝜐
(𝑓𝑖(𝑥, 𝑡) − 𝑓𝑖

𝑒𝑞(𝑥, 𝑡)) + 𝛥𝑡𝑐𝑖𝐹𝑖
           (17) 

𝑔𝑖(𝑥 + 𝑐𝑖𝛥𝑡, 𝑡 + 𝛥𝑡) = 𝑔𝑖(𝑥, 𝑡) −
1

𝜏𝑎
(𝑔𝑖(𝑥, 𝑡) − 𝑔𝑖

𝑒𝑞(𝑥, 𝑡))
             (18) 

where 𝛥𝑡 denotes the lattice time, lattice relaxation time for the 
flow and temperature fields, respectively. Two local equilibrium 

distribution functions for the temperature and flow fields 𝑔𝑖
𝑒𝑞

and 

𝑓𝑖
𝑒𝑞

 are calculated with Eqs (19) and (20) [37]: 

𝑓𝑖
𝑒𝑞

= 𝑤𝑖𝑟 [1 +
3(𝑐𝑖.𝑢)

𝑐2 +
9(𝑐𝑖.𝑢)2

2𝑐4 −
3𝑢2

2𝑐2]         (19) 

𝑔𝑖
𝑒𝑞

= 𝑤𝑖
′𝑇 [1 + 3

𝑐𝑖.𝑢

𝑐2 ]           (20) 

The nine velocities (D2Q9) lattice model (Fig. 2) was used in 
the present study with a uniform grid size of dx = dy for simulating 
the steady MHD mixed convection of nanoliquid. 

According to this model, the weighting factors wi and the dis-
crete particle velocity vectors ci can be defined as follows [38]: 

𝑤0 =
4

9
, 𝑤𝑖 =

1

9
𝑓𝑜𝑟𝑖 = 1,2,3,4   𝑎𝑛𝑑  𝑤𝑖 =

1

36

𝑓𝑜𝑟  𝑖 = 5,6,7,8
        (21) 

𝑐𝑖 =

{

0 𝑖 = 0
(𝑐𝑜𝑠[(𝑖 − 1)𝜋/2], 𝑠𝑖𝑛[(𝑖 − 1)𝜋/2])𝑐 𝑖 = 1,2,3,4

√2(𝑐𝑜𝑠[(𝑖 − 5)𝜋/2 + 𝜋/4], 𝑠𝑖𝑛[(𝑖 − 5)𝜋/2 + 𝜋/4])𝑐 𝑖 = 5,6,7,8

   

(22) 

Finally, macroscopic variables (, 𝑢 and 𝑇) are calculated us-
ing the following equations: 

𝜌 = ∑
𝑖
𝑓𝑖,          𝜌𝑢 = ∑

𝑖
𝑓𝑖𝐜𝐢,          𝑇 = ∑

𝑖
g𝑖          (23) 

 
Fig. 2. Direction of streaming velocities, D2Q9 

5. MESH VERIFICATION AND VALIDATION 

Tab. 2 shows the calculated Num at different mesh sizes for 

the case: nanoliquid (Cu–water) with Re = 50; Ri = 20; ϕ = 0.04; 

Ha = 30; α = 4 5; and γ = 0 (50 × 50, 75 × 75, 100 × 100 and 
150 × 150 nodes). It was found that the variation of the Num 

between 100 × 100 and 150 × 150 grids was 0.005095. 
However, for all calculations in this numerical study, the 100 × 100 
uniform grid was employed. 
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Tab. 2. Grid independence test for Re = 50; Ri = 20; ϕ = 4  102;  

             Ha = 30; α = 45; and γ = 0 

Grid size 𝑁𝑢𝑙𝑆1
 𝑁𝑢𝑙𝑆2

 

50  ×50  3.910183 4.072377 

75  ×75  4.232592 4.389502 

100  ×100  4.418533 4.575598 

150 × 150 4.510627 4.580693 

  

Fig. 3. Comparison of the temperature on axial midline between  
           the present results and numerical results by Ghasemi et al. [39]  

          (ϕ = 3  102 and Ra = 105) 

  

Fig. 4. Comparison of the local Nusselt number along the hot wall  
            between the present results and numerical results by Lai  
            and Yang [40] 

For the validation of data, the present results are compared 
with the numerical results obtained by Ghasemi et al. [39] for the 
case of magnetic nanoliquid convection in a square enclosure 
(Fig. 3). In addition, a comparison of the local Nusselt number 
along the hot wall was made between the present results and the 
numerical results provided Lai and Yang [40] for the case of 
nanoliquid natural convection in a square enclosure (Fig. 4). The 
present numerical results have been also compared with those of 
Talebi et al. [41] for the case of mixed convection in a square lid-
driven cavity (Fig. 5). Based on the aforementioned comparisons, 
the developed code was judged to be reliable for studying the 

MHD mixed convection of a nanoliquid confined in a double-lid–
driven U-shaped enclosure with discrete heating under the effect 
of an external magnetic field. 

 

  

Fig. 5. Comparison of (a) horizontal component of velocity and (b) vertical  
            component of velocity with those of de Talebi et al. [41] (Re = 100  

            and Ra = 1.47  104) 

6. RESULTS AND DISCUSSION 

The problem of two-dimensional MHD mixed convection in a 
double-lid–driven U-shaped enclosure containing a CuO–water 
nanoliquid was studied. The cavity aspect ratio was fixed at AR = 
0.4. The effects of Reynolds number (1 ≤ Re ≤ 100), volume 

fraction of nanoparticles (0 ≤  ≤ 4  102), Hartmann number (0 ≤ 

Ha ≤ 80), inclined magnetic field (0 ≤ γ ≤ 90) and inclination 

angle of the cavity (0 ≤ α ≤ 90) on the streamlines, local Sgen 
and heat transfer characteristics have been revealed. 

6.1. Ifluuence of Reynolds number 

Isotherms, local Sgen and streamlines of CuO–water nano-
liquid for various Reynolds numbers are presented in this primary 

part of the numerical study for Ri = 30, γ = α = 0, Ha = 0 and  = 
0.04. 

As can be seen from the streamlines in Fig. 6, for all Reynolds 
numbers, the flow structure, temperature contours and Sgen are 
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symmetrical about the vertical centerline (X = 0.5) of the heated 
U-shaped enclosure and are concentrated along the two heated 
sources (lS1 and lS2) due to enhanced fluid movement in these 
regions. Physically, this was true owing to the symmetrical 
boundary conditions about the horizontal X-axis (X = 0.5). 

For low Reynolds numbers (Re = 1 and Re = 10), the fluid 
was well circulated in the top part of the cavity, and similarly for 
the density of the temperature distribution contours and local 
Sgen near the adiabatic walls (AH–ED). Moreover, the increase of 

the Reynolds number (Re = 50 and Re = 100) results in pushing 
the cold nanoliquid to the bottom corners (B and C), and 
consequently, the temperature patterns are compressed adjacen-
tly to the discrete heat sources (lS1 and lS2). This was a good 
reason for the increase in the value of the maximum stream 
function |ψ|max and the formation of active regions for Sgen. The 
cause of these changes was due to the increasing of heat transfer 
by the buoyancy force. 
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Fig. 6. Streamlines, isotherms and Sgen lines for different Re at Ri = 20, γ = α = 0, Ha = 30 and  = 4  102 

The effect of the Reynolds number on Sgen is shown in Tab. 
3. It was observed that Sgen increases with an increase in Re due 
to the following factors: heat transfer SHT, fluid friction SFF, 
magnetic field SMF and total ST increase with an increase in Re. 
From this table, we may observe that the effect due to fluid friction 
and magnetic field has been negligible in comparison with that 
due to the heat transfer. 

Tab. 3. Reynolds number effect on SHT, SFF, SMF and S at Ri = 20,  

             γ = α = 0, Ha = 30 and  = 0.04 

 Re = 1 Re = 10 Re = 50 Re = 100 

SHT 2.75 3.44 9.13 12.2 

SFF (103) 2.91 3.06 3.31 3.77 

SMF (104) 4.33 4.49 5.23 5.84 

ST 2.753 3.443 9.133 12.204 
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Fig. 7a,b show the dependence of Num and total Sgen on the 
Reynolds numbers and solid concentration. By examining Eqs 
(14) and (21), an increase in solid concentration leads to a rise in 
the effective thermal conductivity. Accordingly, the maximum 
value of the Num and total Sgen are obtained at the maximum 
volumetric fraction of nanoparticles. In the case of low Reynolds 
numbers (Re=1 and Re=10), an increase in the solid concen-
tration does not change the average Sgen and total Sgen. It was 
further observed that with the increase of the Reynolds number to 

Re = 50 and Re = 100, the difference between Nu ( = 0) and Nu 

( = 4  102) became faster. The variation of the total Sgen 
appears to be similar to the variation of Num; it was found to be 
increased by 11.65% when the volume fraction of nanoparticles 

passed from 0 to 4  102 for Re = 100. 

a) 

 
b) 

 
Fig. 7. Num (a) and total Sgen (b) for different values of the Reynolds  
           numbers and volumetric fraction of nanoparticles at Ri = 20,  
           γ = α = 0 and Ha = 30 

6.2. Influence of Hartmann number 

By an increase in Hartmann number (Ha), which results in a 
notable deterioration of the heat transfer. In fact, this can be 
explained by the fact that the effect of Lorentz force was opposite 
to the buoyancy force. It was observed that the increase in 
Hartmann number leads to a reduction of the flow intensity. The 

maximum values of the stream function equal 1.49  101, 

4.86  101 and 2.78  101 when those for Ha equal 0, 40 and 80, 
respectively. This can justify the observed decrease of the fluid 

motion and velocity. However, we note that the temperature 
distribution contours near the hot discrete sources are reduced as 
a result of the increase in the Lorentz forces. So, the presence of 
a magnetic field leads to substantial mixed convection flow 
dumping. The Ha effect on the local Sgen is displayed in Fig. 8. 
Increasing Hartmann number causes a reduction in the density of 
the local Sgen contours near the hot discrete sources. 
Accordingly, low Sgen values are obtained for high Ha values. 

Fig. 9 (a,b) shows values of the Num and the total Sgen in the 
same conditions of Fig. 8 for various Hartmann numbers. The 
Num shown in Fig. 9(a) decreases by an increase in Hartmann 
number. We can explain the decrease of Num by referring to Eq. 
(9), which indicates that the effect of Lorentz force due to the 
application of an external magnetic field on heat transfer was 
opposite to the buoyancy force, and consequently, decreases the 
temperature gradients near the two heated sources (lS1 and lS2). 
Fig. 9(b) shows also that the behaviour of the total Sgen was 
similar to that of the Num. 

The profiles of the dimensionless temperature in the heated 
U-shaped enclosure at y/L = 0.25 and y/L = 0.5 are depicted in 
Fig. 10(a,b). One can observe that the temperature in the U-
shaped enclosure decreases by an increase in Hartmann number 
due to the reduction of the fluid movement and energy transferred 
by the discrete heat sources (lS1 and lS2). This explains the 
stagnation of the nanoliquid near the bottom part of the cavity for 
Ha = 80. 

6.3. Influence of inclined magnetic field 

The effects of a tilted magnetic field on the streamlines, 

isotherms and Sgen contours for inclination angles 0, 30, 60 

and 90 are presented in Fig. 11. In the case of horizontal 
magnetic field (γ = 0), it can be seen that the streamlines 
contours are more clustered in the middle part of the U-shaped 
enclosure and are symmetrical about the vertical centreline (X = 
0.5). Similarly, the temperature contours and Sgen are 
symmetrically distributed to the vertical centreline (X = 0.5). As γ 

increases to 30 and 60, the circulation cell that was confined 
inside the right vertical portion of the U-shaped enclosure 
becomes stronger and the thermal boundary layer near the left 
moving walls (DE) becomes thicker. Moreover, as inclination 
angle α increases, the density of the Sgen distribution contours in 
the right part of the U-shaped enclosure grows. This is an 
indication of a higher heat transfer rate in this region. Finally, for γ 

= 90, the flow, temperature contours and local Sgen are 
horizontally symmetric of the cavity and are concentrated along 
the two sources (lS1 and lS2). Consequently, the maximum heat 
flow occurs in the centre of the U-shaped enclosure. 

Fig. 12 shows the impact of the inclination angle of magnetic 

field on Num. It was observed that at γ = 0; 90, Num along the 
two heat sources (lS1, lS2) was the same. Num along the left 

heat source (lS1) decreases for γ ranging from 0 to 45 and then 

it decreases for γ = 60–90. On the other hand, the average heat 
transfer coefficient along the right heat source (lS2) increases 
considerably with increasing γ. This increase reaches 9.4% when 

γ changes from 0 to 90. The Num maximum occurs at γ = 90. 
The effect of inclination angle of magnetic field on total Sgen 

is presented in Fig. 13. It was shown that the total Sgen slightly 

increases with the inclination angle for γ <45. If the inclination 

angle was increased to 90, the difference between ST (γ = 90) 
and ST (γ = 0) becomes smaller. Consequently, a significant 
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effect of the inclination angle on the Sgen can be found for γ 

>45. 

6.4. Influence of inclination angle of the U-shaped enclosure 

In this part, calculations are made for different inclination 
angles of the U-shaped enclosure α (Fig. 14). The volumetric 

fraction of nanoparticles was taken as  = 4  102, limiting the 
value of the validity of the Maxwell model. 

For α = 0, two counter-rotating symmetric cells are formed 
inside the U-shaped cavity. Also, it was noticed that the 
temperature contours and Sgen are symmetrically distributed 
about the vertical centreline (X = 0.5) of the heated U-shaped 
enclosure. As γ increases, the circulation vortex that exists inside 
the left vertical portion of the cavity becomes stronger. The 

temperature patterns are compressed adjacently to the left 
moving walls (DE), and consequently, the density of the Sgen 
distribution grows in this region. 

The effect of inclination angle of the U-shaped enclosure on 
the Num is depicted in Fig. 15. It was noticed that at γ = 0, the 
Num along the two heat sources (lS1, lS2) was the same. As α 

increased from 0 to 60, the heat transfer due to left heat source 
S1 was enhanced. Conversely, an opposite effect associated with 
the Num behaviour can be found with an inclination angle of γ 

>60. On the other hand, the heat transfer due to right heat 
source S2 decreases considerably with increasing γ. Generally, 
increasing α causes an increase of the Num, and consequently 
enhances the heat transfer process. The maximum value of the 
Num was 8.08 and occurs for α = 0. The variation of the total 
Sgen was similar to the variation of Num (Fig. 16). 
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Fig. 8. Streamlines, isotherms and Sgen lines for different Ha at Re = 100, Ri = 20, γ = α = 0 and  = 4  102 
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a) 

 

b) 

 

Fig. 9. Num (a) and total Sgen (b) for different values of Hartmann number at Re = 100, Ri = 20, γ = α = 0 and  = 4  102 

a) 

 

b) 

 

Fig. 10. Temperature variation in the middle of the cavity (a) Y = 0.25 and (b) Y = 0.5 for different values of Hartmann number  

              at Re = 100, Ri = 20, γ = α = 0 and  = 4  102 
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Fig. 11. Streamlines, isotherms and Sgen lines for different γ at α = 0, Re = 50, Ri = 20, Ha = 0 and  = 4  102 

  
Fig. 12. Num for different γ at α = 0, Re = 50, Ri = 20, Ha = 0  

             and  = 4  102 
Fig. 13. Total Sgen for different γ at α = 0, Re = 50, Ri = 20, Ha = 0  

              and  = 4  102 
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Fig. 14. Streamlines, isotherms and Sgen lines for different α at γ = 0, Re = 50, Ri = 20, Ha = 0 and  = 4  102 

  
Fig. 15. Num for different α at γ = 0, Re = 50, Ri = 20, Ha = 0  

              and  = 4  102 
Fig. 16. Total Sgen for different α at γ = 0, Re = 50, Ri = 20, Ha = 0  

              and  = 4  102 

7. CONCLUSIONS 

The novelty of this research consists in the fact that it identi-
fies, and briefly discusses, the physics parameters that have the 
greatest influence on MHD mixed convection heat transfer of 
magnetic nanoliquid (CuO/H2O) in a double-lid–driven U-shaped 
enclosure with discrete heating. Shortly, I will study the impact of 
the radiation and electric field effects on the unsteady mixed 
convection three-dimensional stagnation. 

Key findings from this numerical study can be summarised as 
following: 

Complex interaction between the various physical phenomena 
characterising this problem including the natural convection, the 
shear forces and the magnetic field has been observed. 

The Num and the total Sgen augment with Re,  and γ. On 
the contrary, they decrease with Ha and α. 

The maximum value of |ψ|max was obtained for Re = 100. 
The maximum heat flow occurs in the centre of the U-shaped 

enclosure. 
The maximum value of |ψ|max was in an indirect relation with 

Hartmann number. 
The optimum magnetic field and U-shaped enclosure 

inclination angles to maximise heat transfer are γ = 90 and α = 0. 
Besides, the excellent utility and effectiveness of the LBM 

have been demonstrated through our experiences pertaining to its 
use for the investigation of several CFD and CHT problems, such 
as turbulent atmospheric plasma spraying jets [42–44], natural 
convection in confined media in regular and irregular polygons 
using different LBM models [45–48], MHD and porous media [49–
51] and boundary layers flows [52], as well as micro flows in slip 
regimes [53]. Our future research works will focus on the study of 
pulsed and turbulent flows using the LBM method. Such problems 
and conditions can improve the energy efficiency of small-scale 
systems. 
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ci Discrete particle speed 

cp Specific heat (J  kg1  K1) 

Fi External forces (N) 

Ha Hartmann number 

k Thermal conductivity (W  m1  K1) 

Num Average Nusselt number 

Nu Local Nusselt number 

P Pressure (Pa) 

Pr Prandtl number 

Ra Rayleigh number 

Sgen Entropy generation 

Re Reynolds number 

Ri Richardson number 

T Temperature (K) 

u Horizontal component of velocity (m  s1) 

v Vertical component of velocity (m  s1) 

x, y Lattice coordinates (m) 

L Height of cavity (m) 

 Greek letters 

 Thermal diffusivity (m2  s1) 

β Thermal expansion coefficient (K1) 

 Solid volume fraction 

µ Dynamic viscosity (kg  m1  s1) 


 Fluid density (kg  m3) 

θ  Dimensionless temperature 

  Kinematic viscosity (m2  s1) 

σ Electrical conductivity (Ωm)1 


 Stream function (m2  s1) 

 Subscripts 

Tc Cold temperature 

Th Hot temperature 
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Abstract: In this work, a coupled system of time-fractional modified Burgers’ equations is considered. Three different fractional operators: 
Caputo, Caputo-Fabrizio and Atangana-Baleanu operators are implemented for the equations. Also, two different scenarios are examined 
for each fractional operator: when the initial conditions are u(x, y, 0)  =  sin(xy),  v(x, y, 0)  =  sin(xy), and when they are 

u(x, y, 0)  =  e{−kxy},  v(x, y, 0)  =  e{−kxy}, where k, α are some positive constants. With the aid of computable Adomian polynomials, 

the solutions are obtained using Laplace Adomian decomposition method (LADM). The method does not need linearization, weak  
nonlinearity assumptions or perturbation theory. Simulations are also presented to support theoretical results, and the behaviour  
of the solutions under the three different fractional operators compared. 

Key words: Burgers equations, Fractional derivatives, Laplace Adomian decomposition method, Semi-analytic solutions, Simulations

1. INTRODUCTION 

Fractional differential equations (FDEs) are beginning to enjoy 
widespread application in many real life modelling problems. 
Fractional operators involving power-law kernel were first pro-
posed by Riemann-Liouville and Caputo [1]. Although, these 
kernels are singular and constitute serious setbacks to their us-
age, more recent and improved operators such as Caputo-
Fabrizio (CF) [2] and Atangana-Baleanu (AB) [3] operators have 
emerged. 

The time-fractional Burgers equation is a kind of sub-diffusion 
convection equation. It is widely used to describe many physical 
problems such as unidirectional propagation of weakly nonlinear 
acoustic waves, shock waves in a viscous medium, flow systems, 
electromagnetic waves, compressible turbulence and weak shock 
propagation, etc [4]. Within the literature, lots of methods have 
been used to solve different versions of the Burgers equations, 
both integer order and time-fractional forms [5-10].   

Agheli used the new homotopic perturbation method (NHPM) 
to solve a system of time fractional Burgers’ equations [5]. Kaya 
[6] considered an explicit solution of the coupled viscous Burgers 
equation with the aid of the decomposition method. Majeed et al. 
[7] considered the solution of a one-dimensional time fractional 
Burgers and Fishers equations numerically with the help of the 
cubic B-spline approximation method. Singh et al. [8] analyzed a 
one-dimensional time-fractional model for damped Burgers equa-
tion involving the Caputo-Fabrizio fractional derivative. Also, the 
authors [9] considered the approximate analytic solution of the 
time-fractional damped Burgers and Cahn-Allen equations involv-
ing the Riemann-Liouville derivative using Homotopy analysis 
method (HAM). The existence of solutions for a coupled system of 
time-fractional partial differential equations (FPDEs) including 

continuous functions and the Caputo-Fabrizio fractional derivative 
was examined by Alsaedi et al. [10].   

Also, several other methods have been proposed to solve 
non-linear fractional partial differential equations. The authors [11] 
numerically solved space-time fractional Burgers equations with 
the help of a new semi-analytical method. Safari and Sun [12] 
solved a fractional Rayleigh-Stokes using an improved singular 
boundary and dual reciprocity methods. Safari and Chen [13] 
solved a multi-term time-fractional mixed diffusion-wave equations 
with coupling of the improved singular boundary and dual reci-
procity methods. In [14], Safari et al. used a meshless method to 
solve a variable-order fractional diffusion problems with fourth-
order derivative term. 

Among the available methods, the Laplace-Adomian decom-
position method (LADM) has proven to be one of the most effec-
tive and straight forward method for solving non-linear FDES. This 
method combines both the Adomian decomposition method and 
Laplace transform. Also, it does not involve any predefined size 
declaration, discretization or linearization [15].  

In this work, a modified two-dimensional system of time-
fractional Burgers’ equations is considered, with the help of three 
different fractional derivatives: Caputo, Caputo-Fabrizio and Atan-
gana-Baleanu. The system is solved by applying LADM and the 
obtained results are compared. We hope this work will open up 
new research questions for further studies in this regard.   

1.1 Preliminaries  

Definition 1.1 [16] The Caputo fractional (CF) derivative  

of a function 𝑓 of order 𝜃 ∈ 𝑅+ is defined by 

𝐷𝑡
𝜃

0
𝐶 𝑓(𝑡) =

1

Γ(1−𝜃)
∫ (𝑡 − 𝜁)−𝜃𝑓′(𝜁)𝑑𝜁

𝑡

0
            (1) 
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Definition 1.2 [16] The Caputo Fractional integral of a function 𝑓 

of order 𝜃 ∈ 𝑅+ is defined by 

𝐼𝑡
𝜃

0
𝐶 𝑓(𝑡) =

1

Γ(𝜃)
∫ (𝑡 − 𝜁)𝜃−1𝑓(𝜁)𝑑𝜁

𝑡

0
      𝑡 > 0           (2) 

If 𝑓(𝑡) = 1, the Caputo fractional integral is defined as  

𝐼𝑡
𝜃

0
𝐶 (1) =

1

Γ(𝜃)
∫ (𝑡 − 𝜁)𝜃−1(1)(𝜁)𝑑𝜁

𝑡

0
=

𝑡𝜃

Γ(𝜃+1)
          (3) 

 Definition 1.3 [16] For the Caputo derivative, the Laplace trans-
form is defined by: 

𝐿{ 𝐷𝑡
𝜃

0
𝐶 𝑓(𝑡)} = 𝑠𝜃𝐿{𝑓(𝑠)} − 𝑠𝜃−1𝑓(0),    0 < 𝜃 < 1         (4) 

Definition 1.4 [2] Let 𝑓 ∈ 𝐻1(𝑎1, 𝑎2), 𝑎2 > 𝑎1, 𝜃 ∈ (0,1).The 

Caputo-Fabrizio fractional (CF) derivative [2] of a function 𝑓 of 

order 𝜃 ∈ 𝑅+ is defined by 

𝐷𝑡
𝜃

0
𝐶𝐹 𝑓(𝑡) =

𝐺(𝜃)

(1−𝜃)
∫ exp [−

𝜃

1−𝜃
(𝑡 − 𝜏)] 𝑓′(𝜁)𝑑𝜁

𝑡

0
          (5) 

where 𝐺(𝜃) = (1 − 𝜃) +
𝜃

Γ(𝜃)
, denotes a normalization function 

satisfying 𝐺(0) = 𝐺(1) = 1. 

However, if 𝑓 ∉ 𝐻1(𝑎1, 𝑎2), then the Caputo-Fabrizio de-
rivative is defined by 

𝐷𝑡
𝜃

0
𝐶𝐹 𝑓(𝑡) =

𝜃𝐺(𝜃)

(1−𝜃)
∫ exp [−

𝜃

1−𝜃
(𝑡 − 𝜏)] (𝑓(𝑡) − 𝑓(𝜁))𝑑𝜁

𝑡

0
   (6) 

Definition 1.5 [2] The Laplace transform of the Caputo-Fabrizio 
derivative is given by: 

𝐿{ 𝐷𝑡
𝜃

0
𝐶𝐹 𝑓(𝑡)} = 𝐺(𝜃)

𝑠𝐿{𝑓(𝑡)}−𝑓(0)

[𝑠+𝜃(1−𝑠)]
           (7) 

Definition 1.6 [3] Let 𝑓 ∈ 𝐻1(𝑎1, 𝑎2), 𝑎2 > 𝑎1, 𝜃 ∈ (0,1).The 

Atangana-Baleanu derivative of a function 𝑓 of order 𝜃 ∈ 𝑅+ in 
Caputo sense is defined by 

𝐷𝑡
𝜃

0
𝐴𝐵𝐶 𝑓(𝑡) =

𝐺(𝜃)

(1−𝜃)
∫ 𝐸𝜃 [−

𝜃

1−𝜃
(𝑡 − 𝜏)] 𝑓′(𝜁)𝑑𝜁

𝑡

0
         (8) 

where, 𝐸𝜃(. ) is the Mittag-Leffler function defined by  

𝐸𝜃(𝑡) = ∑
𝑡𝜃

Γ(𝜃𝑘+1)
,      𝜃 > 0.∞

𝑘=0            (9) 

Definition 1.7  [3] The Atangana-Baleanu (AB) fractional integral 
in Caputo for a given function 𝑓 of order 𝜃 ∈ 𝑅+ is defined by 

𝐼𝑡
𝜃

0
𝐴𝐵 𝑓(𝑡) =

1−𝜃

𝐺(𝜃)
𝑓(𝑡) +

𝜃

𝐺(𝜃)Γ(𝜃)
∫ (𝑡 − 𝜏)𝜃−1𝑓(𝜁)𝑑𝜁

𝑡

0
         (10) 

Definition 1.8 [3] For the AB derivative, the Laplace transform is 
defined as: 

𝐿{ 𝐷𝑡
𝜃

0
𝐴𝐵𝐶 𝑓(𝑡)} = 𝐺(𝜃)

𝑠𝜃𝐿{𝑓(𝑡)}−𝑠𝜃−1𝑓(0)

[𝜃+(1−𝜃)𝑠𝜃]
         (11) 

2. APPLICATIONS 

Various forms of the time fractional Burgers equations have 
been considered by different authors. For instance, Mohammed 
[17] used the Conformable double Sumudu transform in solving a 
scalar time-fractional coupled Burgers equation. Also, the authors 
[18] solved a nonlinear one-dimensional fractional Burgers’ equa-
tions with the aid of the Elzaki transform and homotopy perturba-
tion method. In [19], the authors developed a modified variational 
iteration Laplace transform method and compared with Laplace 
Adomian decomposition method in solving a one-dimensional 

time-fractional Burgers Equations. 
To the best of our knowledge, no authors have considered the 

coupled system of time fractional Burgers’ equation using the 
three different fractional derivatives. In this paper, this is now 
solved with the aid of the Laplace Adomian Decomposition meth-
od (LADM). 

2.1. The Atangana-Baleanu fractional operator  

Example 2.1 Let us consider the system of modified time-
fractional two-dimensional Burgers’ equations 

𝜕𝜃

𝜕𝑡𝜃 + 𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
= 𝛼 (

𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2)  

𝜕𝜃𝑣

𝜕𝑡𝜃 + 𝑢
𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
= 𝛼 (

𝜕2𝑣

𝜕𝑥2 +
𝜕2𝑣

𝜕𝑦2),        (12) 

Subject to the initial conditions: 

Case 2.1 𝑢(𝑥, 𝑦, 0) = sin(𝑥𝑦) , 𝑣(𝑥, ,0) = sin (𝑥𝑦) 
By applying the Laplace transform of the AB derivative to the 

equation (12), we obtain 

𝐿 [
𝜕𝜃

𝜕𝑡𝜃] = 𝐿 [𝛼 (
𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2) − 𝑢
𝜕𝑢

𝜕𝑥
− 𝑣

𝜕𝑢

𝜕𝑦
]  

𝐿 [
𝜕𝜃𝑣

𝜕𝑡𝜃] = 𝐿 [𝛼 (
𝜕2𝑣

𝜕𝑥2 +
𝜕2𝑣

𝜕𝑦2) − 𝑢
𝜕𝑣

𝜕𝑥
− 𝑣

𝜕𝑣

𝜕𝑦
],   

which can be re-written as  

𝐿[𝑢(𝑥, 𝑦, 𝑡)] =
𝑢(𝑥,𝑦,0)

𝑠
+

𝑠𝜃(1−𝜃)+𝜃

𝑠𝜃𝐺(𝜃)
𝐿 [𝛼 (

𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2) −

𝑢
𝜕𝑢

𝜕𝑥
− 𝑣

𝜕𝑢

𝜕𝑦
]      

𝐿[𝑣(𝑥, 𝑦, 𝑡)] =
𝑣(𝑥,𝑦,0)

𝑠
+

𝑠𝜃(1−𝜃)+𝜃

𝑠𝜃𝐺(𝜃)
𝐿 [𝛼 (

𝜕2𝑣

𝜕𝑥2 +
𝜕2𝑣

𝜕𝑦2) −

𝑢
𝜕𝑣

𝜕𝑥
− 𝑣

𝜕𝑣

𝜕𝑦
].             (13) 

Taking inverse Laplace transform of both sides, we obtain 

𝑢(𝑥, 𝑦, 𝑡) = 𝐿−1 [
𝑢(𝑥,𝑦,0)

𝑠
+

𝑠𝜃(1−𝜃)+𝜃

𝑠𝜃𝐺(𝜃)
𝐿 [𝛼 (

𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2) −

𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
]]  

𝑣(𝑥, 𝑦, 𝑡) = 𝐿−1 [
𝑣(𝑥,𝑦,0)

𝑠
+

𝑠𝜃(1−𝜃)+𝜃

𝑠𝜃𝐺(𝜃)
𝐿 [𝛼 (

𝜕2𝑣

𝜕𝑥2 +
𝜕2𝑣

𝜕𝑦2) −

𝑢
𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
]]                (14) 

which is equivalent to 

𝑢(𝑥, 𝑦, 𝑡) = sin(𝑥𝑦) + 𝐿−1 [
𝑠𝜃(1−𝜃)+𝜃

𝑠𝜃𝐺(𝜃)
𝐿 [𝛼 (

𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2) −

𝑢
𝜕𝑢

𝜕𝑥
− 𝑣

𝜕𝑢

𝜕𝑦
]]  

𝑣(𝑥, 𝑦, 𝑡) = sin(𝑥𝑦) + 𝐿−1 [
𝑠𝜃(1−𝜃)+𝜃

𝑠𝜃𝐺(𝜃)
𝐿 [𝛼 (

𝜕2𝑣

𝜕𝑥2 +
𝜕2𝑣

𝜕𝑦2) −

𝑢
𝜕𝑣

𝜕𝑥
− 𝑣

𝜕𝑣

𝜕𝑦
]]               (15) 

Using the ADM, we obtain 

∑ 𝑢𝑗(𝑥, 𝑦, 𝑡) =∞
𝑗=0 sin(𝑥𝑦) + 𝐿−1 [

𝑠𝜃(1−𝜃)+𝜃

𝑠𝜃𝐺(𝜃)
𝐿 [𝛼 (

𝜕2𝑢

𝜕𝑥2 +

𝜕2𝑢

𝜕𝑦2) − ∑ 𝐴𝑗
∞
𝑗=0 − ∑ 𝐵𝑗

∞
𝑗=0 ]]  
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∑ 𝑣𝑗(𝑥, 𝑦, 𝑡) =∞
𝑗=0 sin(𝑥𝑦) + 𝐿−1 [

𝑠𝜃(1−𝜃)+𝜃

𝑠𝜃𝐺(𝜃)
𝐿 [𝛼 (

𝜕2𝑣

𝜕𝑥2 +

𝜕2𝑣

𝜕𝑦2) − ∑ 𝐶𝑗
∞
𝑗=0 − ∑ 𝐷𝑗

∞
𝑗=0 ]]             (16) 

where, the Adomian polynomial components 𝐴𝑗, 𝐵𝑗 , 𝐶𝑗  and 𝐷𝑗  are 

given as: 

𝐴0 = 𝑢0
𝜕𝑢0

𝜕𝑥
,   𝐴1 = 𝑢0

𝜕𝑢1

𝜕𝑥
+ 𝑢1

𝜕𝑢0

𝜕𝑥
,   

𝐴2 = 𝑢0
𝜕𝑢2

𝜕𝑥
+ 𝑢1

𝜕𝑢1

𝜕𝑥
+ 𝑢2

𝜕𝑢0

𝜕𝑥
,  

𝐵0 = 𝑣0
𝜕𝑢0

𝜕𝑦
,     𝐵1 = 𝑣0

𝜕𝑢1

𝜕𝑦
+ 𝑣1

𝜕𝑢0

𝜕𝑦
,   

𝐵2 = 𝑣0
𝜕𝑢2

𝜕𝑦
+ 𝑣1

𝜕𝑢2

𝜕𝑦
+ 𝑣2

𝜕𝑢0

𝜕𝑦
,  

𝐶0 = 𝑢0
𝜕𝑣0

𝜕𝑥
,   𝐶1 = 𝑢0

𝜕𝑣1

𝜕𝑥
+ 𝑢1

𝜕𝑣0

𝜕𝑥
,   

𝐶2 = 𝑢0
𝜕𝑣2

𝜕𝑥
+ 𝑢1

𝜕𝑣1

𝜕𝑥
+ 𝑢2

𝜕𝑣0

𝜕𝑥
,  

𝐷0 = 𝑣0
𝜕𝑣0

𝜕𝑦
,     𝐷1 = 𝑣0

𝜕𝑣1

𝜕𝑦
+ 𝑣1

𝜕𝑣0

𝜕𝑦
,   

𝐵2 = 𝑣0
𝜕𝑣2

𝜕𝑦
+ 𝑣1

𝜕𝑣2

𝜕𝑦
+ 𝑣2

𝜕𝑣0

𝜕𝑦
,            (17) 

For 𝑗 = 0,1,2, 

𝑢1(𝑥, 𝑦, 𝑡) = sin(𝑥𝑦) + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼 (

𝜕2𝑢0

𝜕𝑥2 +

𝜕2𝑢0

𝜕𝑦2 ) − 𝑢0
𝜕𝑢0

𝜕𝑥
− 𝑣0

𝜕𝑢0

𝜕𝑦
] = sin(xy) + [

1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [−𝛼(𝑥2 + 𝑦2) sin(𝑥𝑦) − (𝑥 + 𝑦)sin (𝑥𝑦)cos (𝑥𝑦)]  

𝑣1(𝑥, 𝑦, 𝑡) = sin(𝑥𝑦) + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼 (

𝜕2𝑣0

𝜕𝑥2 +

𝜕2𝑣0

𝜕𝑦2 ) − 𝑢0
𝜕𝑣0

𝜕𝑥
− 𝑣0

𝜕𝑣0

𝜕𝑦
] = sin(𝑥𝑦) + [

1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [−𝛼(𝑥2 + 𝑦2) sin(𝑥𝑦) − (𝑥 + 𝑦)sin (𝑥𝑦)cos (𝑥𝑦)]  

𝑢2(𝑥, 𝑦, 𝑡) = sin(𝑥𝑦) + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼 (

𝜕2𝑢0

𝜕𝑥2 +

𝜕2𝑢0

𝜕𝑦2 ) − 𝑢0
𝜕𝑢1

𝜕𝑥
− 𝑢1

𝜕𝑢0

𝜕𝑥
− 𝑣0

𝜕𝑢1

𝜕𝑦
− 𝑣1

𝜕𝑢0

𝜕𝑦
] = sin(xy) +

[
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼 (

𝜕2𝑢1

𝜕𝑥2 +
𝜕2𝑢1

𝜕𝑦2 ) −

sin(𝑥𝑦) (𝑦𝑐𝑜𝑠(𝑥𝑦) +

[
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [−2𝛼𝑥𝑠𝑖𝑛(𝑥𝑦) − 𝛼𝑦(𝑥2 +

𝑦2) cos(𝑥𝑦) − 𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] −

sin(𝑥𝑦) cos(𝑥𝑦)]) − (sin(𝑥𝑦) + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [−𝛼(𝑥2 + 𝑦2)𝑠𝑖𝑛(𝑥𝑦) − (𝑥 +

𝑦)sin (𝑥𝑦)cos (𝑥𝑦)]) 𝑦𝑐𝑜𝑠(𝑥𝑦) − sin(𝑥𝑦) (𝑥𝑐𝑜𝑠(𝑥𝑦) +

[
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [−2𝛼𝑦𝑠𝑖𝑛(𝑥𝑦) − 𝛼𝑥(𝑥2 +

𝑦2) cos(𝑥𝑦) − 𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] −

sin(𝑥𝑦) cos(𝑥𝑦)]) − (sin(𝑥𝑦) + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [−𝛼(𝑥2 + 𝑦2) sin(𝑥𝑦) − (𝑥 +

𝑦)𝑠𝑖𝑛(𝑥𝑦) cos(𝑥𝑦)]) 𝑥𝑐𝑜𝑠(𝑥𝑦)]  

𝑣2(𝑥, 𝑦, 𝑡) = sin(𝑥𝑦) + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼 (

𝜕2𝑣0

𝜕𝑥2 +

𝜕2𝑣0

𝜕𝑦2 ) − 𝑢0
𝜕𝑣1

𝜕𝑥
− 𝑢1

𝜕𝑣0

𝜕𝑥
− 𝑣0

𝜕𝑣1

𝜕𝑦
− 𝑣1

𝜕𝑣0

𝜕𝑦
] = sin(xy) +

[
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼 (

𝜕2𝑢1

𝜕𝑥2 +
𝜕2𝑢1

𝜕𝑦2 ) −

sin(𝑥𝑦) (𝑦𝑐𝑜𝑠(𝑥𝑦) +

[
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [−2𝛼𝑥𝑠𝑖𝑛(𝑥𝑦) − 𝛼𝑦(𝑥2 +

𝑦2) cos(𝑥𝑦) − 𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] −

sin(𝑥𝑦) cos(𝑥𝑦)]) − (sin(𝑥𝑦) + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [−𝛼(𝑥2 + 𝑦2)𝑠𝑖𝑛(𝑥𝑦) − (𝑥 +

𝑦)sin (𝑥𝑦)cos (𝑥𝑦)]) 𝑦𝑐𝑜𝑠(𝑥𝑦) − sin(𝑥𝑦) (𝑥𝑐𝑜𝑠(𝑥𝑦) +

[
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [−2𝛼𝑦𝑠𝑖𝑛(𝑥𝑦) − 𝛼𝑥(𝑥2 +

𝑦2) cos(𝑥𝑦) − 𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] −

sin(𝑥𝑦) cos(𝑥𝑦)]) − (sin(𝑥𝑦) + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [−𝛼(𝑥2 + 𝑦2) sin(𝑥𝑦) − (𝑥 +

𝑦)𝑠𝑖𝑛(𝑥𝑦) cos(𝑥𝑦)]) 𝑥𝑐𝑜𝑠(𝑥𝑦)]  

Case 2.2 𝑢(𝑥, 𝑦, 0) = sin(𝑥𝑦) , 𝑣(𝑥, ,0) = sin (𝑥𝑦) 

𝑢1(𝑥, 𝑦, 𝑡) =

𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 + 𝑘𝑥𝑒−4𝑘𝑥𝑦]  

𝑣1(𝑥, 𝑦, 𝑡) =

𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 + 𝑘𝑥𝑒−4𝑘𝑥𝑦]  

𝑢2(𝑥, 𝑦, 𝑡) =

𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼 (𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(𝑘4𝑦4𝑒−𝑘𝑥𝑦 +

𝑘4𝑥4𝑒−𝑘𝑥𝑦 + 4𝑘2𝑒−𝑘𝑥𝑦)]) − 𝑒−𝑘𝑥𝑦 (𝑘𝑦𝑒−𝑘𝑥𝑦 +

[
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(−𝑘3𝑦3𝑒−𝑘𝑥𝑦 + 2𝑘2𝑥𝑒−𝑘𝑥𝑦 −

𝑘3𝑦𝑥2𝑒−𝑘𝑥𝑦) + 2𝑘2𝑦2𝑒−2𝑘𝑥𝑦 − 𝑘𝑒−4𝑘𝑥𝑦 +

4𝑘2𝑥𝑦𝑒−4𝑘𝑥𝑦]) −

(𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 +

𝑘𝑥𝑒−4𝑘𝑥𝑦]) 𝑘𝑦𝑒−2𝑘𝑥𝑦 (−𝑘𝑥𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(2𝑘2𝑦𝑒−𝑘𝑥𝑦 − 𝑘3𝑥𝑦2𝑒−𝑘𝑥𝑦 − 𝑘3𝑥3𝑒−𝑘𝑥𝑦) −

𝑘2𝑒−2𝑘𝑥𝑦 + 2𝑘2𝑥𝑦𝑒−2𝑘𝑥𝑦 − 4𝑘2𝑥2𝑦𝑒−4𝑘𝑥𝑦]) −

(𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 + 𝑘𝑥𝑒−4𝑘𝑥𝑦]) (−𝑘𝑥𝑒−𝑘𝑥)]  

𝑣2(𝑥, 𝑦, 𝑡) =

𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼 (𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(𝑘4𝑦4𝑒−𝑘𝑥𝑦 +

𝑘4𝑥4𝑒−𝑘𝑥𝑦 + 4𝑘2𝑒−𝑘𝑥𝑦)]) − 𝑒−𝑘𝑥𝑦 (𝑘𝑦𝑒−𝑘𝑥𝑦 +

[
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(−𝑘3𝑦3𝑒−𝑘𝑥𝑦 + 2𝑘2𝑥𝑒−𝑘𝑥𝑦 −

𝑘3𝑦𝑥2𝑒−𝑘𝑥𝑦) + 2𝑘2𝑦2𝑒−2𝑘𝑥𝑦 − 𝑘𝑒−4𝑘𝑥𝑦 +
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4𝑘2𝑥𝑦𝑒−4𝑘𝑥𝑦]) −

(𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 +

𝑘𝑥𝑒−4𝑘𝑥𝑦]) 𝑘𝑦𝑒−2𝑘𝑥𝑦 (−𝑘𝑥𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(2𝑘2𝑦𝑒−𝑘𝑥𝑦 − 𝑘3𝑥𝑦2𝑒−𝑘𝑥𝑦 − 𝑘3𝑥3𝑒−𝑘𝑥𝑦) −

𝑘2𝑒−2𝑘𝑥𝑦 + 2𝑘2𝑥𝑦𝑒−2𝑘𝑥𝑦 − 4𝑘2𝑥2𝑦𝑒−4𝑘𝑥𝑦]) −

(𝑒−𝑘𝑥𝑦 + [
1

𝐺(𝜃)
(1 − 𝜃 +

𝜃𝑡𝜃

Γ(𝜃)
)] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 + 𝑘𝑥𝑒−4𝑘𝑥𝑦]) (−𝑘𝑥𝑒−𝑘𝑥)]  

2.2. The Caputo fractional operator  

Applying the Laplace transform to system (12) and solving via 
the Caputo fractional derivative, we have using the initial condi-
tions: 

Case 2.3 𝑢(𝑥, 𝑦, 0) = sin(𝑥𝑦) , 𝑣(𝑥, 𝑦, 0) = sin (𝑥𝑦) 

𝑢2(𝑥, 𝑦, 𝑡) = sin(𝑥𝑦) + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼 (

𝜕2𝑢0

𝜕𝑥2 +
𝜕2𝑢0

𝜕𝑦2 ) −

𝑢0
𝜕𝑢1

𝜕𝑥
− 𝑢1

𝜕𝑢0

𝜕𝑥
− 𝑣0

𝜕𝑢1

𝜕𝑦
− 𝑣1

𝜕𝑢0

𝜕𝑦
] = sin(xy) +

[
𝑡𝜃

Γ(𝜃+1)
] [𝛼 (

𝜕2𝑢1

𝜕𝑥2 +
𝜕2𝑢1

𝜕𝑦2 ) − sin(𝑥𝑦) (𝑦𝑐𝑜𝑠(𝑥𝑦) +

[
𝑡𝜃

Γ(𝜃+1)
] [−2𝛼𝑥𝑠𝑖𝑛(𝑥𝑦) − 𝛼𝑦(𝑥2 + 𝑦2) cos(𝑥𝑦) −

𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] − sin(𝑥𝑦) cos(𝑥𝑦)]) −

(sin(𝑥𝑦) + [
𝑡𝜃

Γ(𝜃+1)
] [−𝛼(𝑥2 + 𝑦2)𝑠𝑖𝑛(𝑥𝑦) − (𝑥 +

𝑦)sin (𝑥𝑦)cos (𝑥𝑦)]) 𝑦𝑐𝑜𝑠(𝑥𝑦) − sin(𝑥𝑦) (𝑥𝑐𝑜𝑠(𝑥𝑦) +

[
𝑡𝜃

Γ(𝜃+1)
] [−2𝛼𝑦𝑠𝑖𝑛(𝑥𝑦) − 𝛼𝑥(𝑥2 + 𝑦2) cos(𝑥𝑦) −

𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] − sin(𝑥𝑦) cos(𝑥𝑦)]) −

(sin(𝑥𝑦) + [
𝑡𝜃

Γ(𝜃+1)
] [−𝛼(𝑥2 + 𝑦2) sin(𝑥𝑦) − (𝑥 +

𝑦)𝑠𝑖𝑛(𝑥𝑦) cos(𝑥𝑦)]) 𝑥𝑐𝑜𝑠(𝑥𝑦)] 𝑣2(𝑥, 𝑦, 𝑡) = sin(𝑥𝑦) +

[
𝑡𝜃

Γ(𝜃+1)
] [𝛼 (

𝜕2𝑣0

𝜕𝑥2 +
𝜕2𝑣0

𝜕𝑦2 ) − 𝑢0
𝜕𝑣1

𝜕𝑥
− 𝑢1

𝜕𝑣0

𝜕𝑥
− 𝑣0

𝜕𝑣1

𝜕𝑦
−

𝑣1
𝜕𝑣0

𝜕𝑦
] = sin(xy) + [

𝑡𝜃

Γ(𝜃+1)
] [𝛼 (

𝜕2𝑢1

𝜕𝑥2 +
𝜕2𝑢1

𝜕𝑦2 ) −

sin(𝑥𝑦) (𝑦𝑐𝑜𝑠(𝑥𝑦) + [
𝑡𝜃

Γ(𝜃+1)
] [−2𝛼𝑥𝑠𝑖𝑛(𝑥𝑦) −

𝛼𝑦(𝑥2 + 𝑦2) cos(𝑥𝑦) − 𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] −

sin(𝑥𝑦) cos(𝑥𝑦)]) − (sin(𝑥𝑦) + [
𝑡𝜃

Γ(𝜃+1)
] [−𝛼(𝑥2 +

𝑦2)𝑠𝑖𝑛(𝑥𝑦) − (𝑥 + 𝑦)sin (𝑥𝑦)cos (𝑥𝑦)]) 𝑦𝑐𝑜𝑠(𝑥𝑦) −

sin(𝑥𝑦) (𝑥𝑐𝑜𝑠(𝑥𝑦) + [
𝑡𝜃

Γ(𝜃+1)
] [−2𝛼𝑦𝑠𝑖𝑛(𝑥𝑦) −

𝛼𝑥(𝑥2 + 𝑦2) cos(𝑥𝑦) − 𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] −

sin(𝑥𝑦) cos(𝑥𝑦)]) − (sin(𝑥𝑦) + [
𝑡𝜃

Γ(𝜃+1)
] [−𝛼(𝑥2 +

𝑦2) sin(𝑥𝑦) − (𝑥 + 𝑦)𝑠𝑖𝑛(𝑥𝑦) cos(𝑥𝑦)]) 𝑥𝑐𝑜𝑠(𝑥𝑦)] 

Case 2.4 𝑢(𝑥, 𝑦, 0) = 𝑒−𝑘𝑥𝑦 , 𝑣(𝑥, ,0) = 𝑒−𝑘𝑥𝑦  

𝑢2(𝑥, 𝑦, 𝑡) = 𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼 (𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼(𝑘4𝑦4𝑒−𝑘𝑥𝑦 + 𝑘4𝑥4𝑒−𝑘𝑥𝑦 +

4𝑘2𝑒−𝑘𝑥𝑦)]) −

𝑒−𝑘𝑥𝑦 (𝑘𝑦𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼(−𝑘3𝑦3𝑒−𝑘𝑥𝑦 +

2𝑘2𝑥𝑒−𝑘𝑥𝑦 − 𝑘3𝑦𝑥2𝑒−𝑘𝑥𝑦) + 2𝑘2𝑦2𝑒−2𝑘𝑥𝑦 − 𝑘𝑒−4𝑘𝑥𝑦 +

4𝑘2𝑥𝑦𝑒−4𝑘𝑥𝑦]) − (𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 +

𝑘𝑥𝑒−4𝑘𝑥𝑦]) 𝑘𝑦𝑒−2𝑘𝑥𝑦 (−𝑘𝑥𝑒−𝑘𝑥𝑦 +

[
𝑡𝜃

Γ(𝜃+1)
] [𝛼(2𝑘2𝑦𝑒−𝑘𝑥𝑦 − 𝑘3𝑥𝑦2𝑒−𝑘𝑥𝑦 − 𝑘3𝑥3𝑒−𝑘𝑥𝑦) −

𝑘2𝑒−2𝑘𝑥𝑦 + 2𝑘2𝑥𝑦𝑒−2𝑘𝑥𝑦 − 4𝑘2𝑥2𝑦𝑒−4𝑘𝑥𝑦]) −

(𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 + 𝑘2𝑥2𝑒−𝑘𝑥𝑦) +

𝑘𝑦𝑒−2𝑘𝑥𝑦 + 𝑘𝑥𝑒−4𝑘𝑥𝑦]) (−𝑘𝑥𝑒−𝑘𝑥)]  

𝑣2(𝑥, 𝑦, 𝑡) = 𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼 (𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼(𝑘4𝑦4𝑒−𝑘𝑥𝑦 + 𝑘4𝑥4𝑒−𝑘𝑥𝑦 +

4𝑘2𝑒−𝑘𝑥𝑦)]) −

𝑒−𝑘𝑥𝑦 (𝑘𝑦𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼(−𝑘3𝑦3𝑒−𝑘𝑥𝑦 +

2𝑘2𝑥𝑒−𝑘𝑥𝑦 − 𝑘3𝑦𝑥2𝑒−𝑘𝑥𝑦) + 2𝑘2𝑦2𝑒−2𝑘𝑥𝑦 − 𝑘𝑒−4𝑘𝑥𝑦 +

4𝑘2𝑥𝑦𝑒−4𝑘𝑥𝑦]) − (𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 +

𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 +

𝑘𝑥𝑒−4𝑘𝑥𝑦]) 𝑘𝑦𝑒−2𝑘𝑥𝑦 (−𝑘𝑥𝑒−𝑘𝑥𝑦 +

[
𝑡𝜃

Γ(𝜃+1)
] [𝛼(2𝑘2𝑦𝑒−𝑘𝑥𝑦 − 𝑘3𝑥𝑦2𝑒−𝑘𝑥𝑦 − 𝑘3𝑥3𝑒−𝑘𝑥𝑦) −

𝑘2𝑒−2𝑘𝑥𝑦 + 2𝑘2𝑥𝑦𝑒−2𝑘𝑥𝑦 − 4𝑘2𝑥2𝑦𝑒−4𝑘𝑥𝑦]) −

(𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 + 𝑘2𝑥2𝑒−𝑘𝑥𝑦) +

𝑘𝑦𝑒−2𝑘𝑥𝑦 + 𝑘𝑥𝑒−4𝑘𝑥𝑦]) (−𝑘𝑥𝑒−𝑘𝑥)]  

2.3. The Caputo-Fabrizio fractional operator  

Applying the Laplace transform to system (12) and solving via 
the Caputo-Fabrizio fractional derivative, we have, using the initial 
conditions: 

Case 2.5 𝑢(𝑥, 𝑦, 0) = 𝑒−𝑘𝑥𝑦 , 𝑣(𝑥, ,0) = 𝑒−𝑘𝑥𝑦  

𝑢2(𝑥, 𝑦, 𝑡) = sin(𝑥𝑦) + [1 + 𝜃(𝑡 − 1)] [𝛼 (
𝜕2𝑢0

𝜕𝑥2 +
𝜕2𝑢0

𝜕𝑦2 ) −

𝑢0
𝜕𝑢1

𝜕𝑥
− 𝑢1

𝜕𝑢0

𝜕𝑥
− 𝑣0

𝜕𝑢1

𝜕𝑦
− 𝑣1

𝜕𝑢0

𝜕𝑦
] = sin(xy) +

[1 + 𝜃(𝑡 − 1)] [𝛼 (
𝜕2𝑢1

𝜕𝑥2 +
𝜕2𝑢1

𝜕𝑦2 ) − sin(𝑥𝑦)(𝑦𝑐𝑜𝑠(𝑥𝑦) +

[1 + 𝜃(𝑡 − 1)][−2𝛼𝑥𝑠𝑖𝑛(𝑥𝑦) − 𝛼𝑦(𝑥2 + 𝑦2) cos(𝑥𝑦) −
𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] − sin(𝑥𝑦) cos(𝑥𝑦)]) −
(sin(𝑥𝑦) + [1 + 𝜃(𝑡 − 1)][−𝛼(𝑥2 + 𝑦2)𝑠𝑖𝑛(𝑥𝑦) − (𝑥 +
𝑦)sin (𝑥𝑦)cos (𝑥𝑦)])𝑦𝑐𝑜𝑠(𝑥𝑦) − sin(𝑥𝑦) (𝑥𝑐𝑜𝑠(𝑥𝑦) +
[1 + 𝜃(𝑡 − 1)][−2𝛼𝑦𝑠𝑖𝑛(𝑥𝑦) − 𝛼𝑥(𝑥2 + 𝑦2) cos(𝑥𝑦) −
𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] − sin(𝑥𝑦) cos(𝑥𝑦)]) −
(sin(𝑥𝑦) + [1 + 𝜃(𝑡 − 1)][−𝛼(𝑥2 + 𝑦2) sin(𝑥𝑦) − (𝑥 +

𝑦)𝑠𝑖𝑛(𝑥𝑦) cos(𝑥𝑦)])𝑥𝑐𝑜𝑠(𝑥𝑦)]  

𝑣2(𝑥, 𝑦, 𝑡) = sin(𝑥𝑦) + [1 + 𝜃(𝑡 − 1)] [𝛼 (
𝜕2𝑣0

𝜕𝑥2 +
𝜕2𝑣0

𝜕𝑦2 ) −

𝑢0
𝜕𝑣1

𝜕𝑥
− 𝑢1

𝜕𝑣0

𝜕𝑥
− 𝑣0

𝜕𝑣1

𝜕𝑦
− 𝑣1

𝜕𝑣0

𝜕𝑦
] = sin(xy) + [1 + 𝜃(𝑡 −
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1)] [𝛼 (
𝜕2𝑢1

𝜕𝑥2 +
𝜕2𝑢1

𝜕𝑦2 ) − sin(𝑥𝑦)(𝑦𝑐𝑜𝑠(𝑥𝑦) + [1 + 𝜃(𝑡 −

1)][−2𝛼𝑥𝑠𝑖𝑛(𝑥𝑦) − 𝛼𝑦(𝑥2 + 𝑦2) cos(𝑥𝑦) − 𝑦(𝑥 +
𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] − sin(𝑥𝑦) cos(𝑥𝑦)]) −
(sin(𝑥𝑦) + [1 + 𝜃(𝑡 − 1)][−𝛼(𝑥2 + 𝑦2)𝑠𝑖𝑛(𝑥𝑦) − (𝑥 +
𝑦)sin (𝑥𝑦)cos (𝑥𝑦)])𝑦𝑐𝑜𝑠(𝑥𝑦) − sin(𝑥𝑦) (𝑥𝑐𝑜𝑠(𝑥𝑦) +
[1 + 𝜃(𝑡 − 1)][−2𝛼𝑦𝑠𝑖𝑛(𝑥𝑦) − 𝛼𝑥(𝑥2 + 𝑦2) cos(𝑥𝑦) −
𝑦(𝑥 + 𝑦)[cos2(𝑥𝑦) − sin2(𝑥𝑦)] − sin(𝑥𝑦) cos(𝑥𝑦)]) −
(sin(𝑥𝑦) + [1 + 𝜃(𝑡 − 1)][−𝛼(𝑥2 + 𝑦2) sin(𝑥𝑦) − (𝑥 +

𝑦)𝑠𝑖𝑛(𝑥𝑦) cos(𝑥𝑦)])𝑥𝑐𝑜𝑠(𝑥𝑦)]  

Case 2.6 𝑢(𝑥, 𝑦, 0) = 𝑒−𝑘𝑥𝑦 , 𝑣(𝑥, ,0) = 𝑒−𝑘𝑥𝑦  

𝑢2(𝑥, 𝑦, 𝑡) = 𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼 (𝑘2𝑦2𝑒−𝑘𝑥𝑦 + 𝑘2𝑥2𝑒−𝑘𝑥𝑦 +

[
𝑡𝜃

Γ(𝜃+1)
] [𝛼(𝑘4𝑦4𝑒−𝑘𝑥𝑦 + 𝑘4𝑥4𝑒−𝑘𝑥𝑦 + 4𝑘2𝑒−𝑘𝑥𝑦)]) −

𝑒−𝑘𝑥𝑦 (𝑘𝑦𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼(−𝑘3𝑦3𝑒−𝑘𝑥𝑦 + 2𝑘2𝑥𝑒−𝑘𝑥𝑦 −

𝑘3𝑦𝑥2𝑒−𝑘𝑥𝑦) + 2𝑘2𝑦2𝑒−2𝑘𝑥𝑦 − 𝑘𝑒−4𝑘𝑥𝑦 + 4𝑘2𝑥𝑦𝑒−4𝑘𝑥𝑦]) −

(𝑒−𝑘𝑥𝑦 + [
𝑡𝜃

Γ(𝜃+1)
] [𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 + 𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 +

𝑘𝑥𝑒−4𝑘𝑥𝑦]) 𝑘𝑦𝑒−2𝑘𝑥𝑦(−𝑘𝑥𝑒−𝑘𝑥𝑦 + 1 + 𝜃(𝑡 −

1)[𝛼(2𝑘2𝑦𝑒−𝑘𝑥𝑦 − 𝑘3𝑥𝑦2𝑒−𝑘𝑥𝑦 − 𝑘3𝑥3𝑒−𝑘𝑥𝑦) − 𝑘2𝑒−2𝑘𝑥𝑦 +
2𝑘2𝑥𝑦𝑒−2𝑘𝑥𝑦 − 4𝑘2𝑥2𝑦𝑒−4𝑘𝑥𝑦]) − (𝑒−𝑘𝑥𝑦 + [1 + 𝜃(𝑡 −
1)][𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 + 𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 +

𝑘𝑥𝑒−4𝑘𝑥𝑦])(−𝑘𝑥𝑒−𝑘𝑥)]  

𝑣2(𝑥, 𝑦, 𝑡) = 𝑒−𝑘𝑥𝑦 + [1 + 𝜃(𝑡 − 1)][𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 +
𝑘2𝑥26 + 1 + 𝜃(𝑡 − 1)[𝛼(𝑘4𝑦4𝑒−𝑘𝑥𝑦 + 𝑘4𝑥4𝑒−𝑘𝑥𝑦 +
4𝑘2𝑒−𝑘𝑥𝑦)]) −
𝑒−𝑘𝑥𝑦(𝑘𝑦𝑒−𝑘𝑥𝑦 + [1 + 𝜃(𝑡 − 1)][𝛼(−𝑘3𝑦3𝑒−𝑘𝑥𝑦 +
2𝑘2𝑥𝑒−𝑘𝑥𝑦 − 𝑘3𝑦𝑥2𝑒−𝑘𝑥𝑦) + 2𝑘2𝑦2𝑒−2𝑘𝑥𝑦 − 𝑘𝑒−4𝑘𝑥𝑦 +
4𝑘2𝑥𝑦𝑒−4𝑘𝑥𝑦]) − (𝑒−𝑘𝑥𝑦 + [1 + 𝜃(𝑡 − 1)][𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 +
𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 + 𝑘𝑥𝑒−4𝑘𝑥𝑦])𝑘𝑦𝑒−2𝑘𝑥𝑦(−𝑘𝑥𝑒−𝑘𝑥𝑦 +
[1 + 𝜃(𝑡 − 1)][𝛼(2𝑘2𝑦𝑒−𝑘𝑥𝑦 − 𝑘3𝑥𝑦2𝑒−𝑘𝑥𝑦 − 𝑘3𝑥3𝑒−𝑘𝑥𝑦) −
𝑘2𝑒−2𝑘𝑥𝑦 + 2𝑘2𝑥𝑦𝑒−2𝑘𝑥𝑦 − 4𝑘2𝑥2𝑦𝑒−4𝑘𝑥𝑦]) − (𝑒−𝑘𝑥𝑦 +
[1 + 𝜃(𝑡 − 1)][𝛼(𝑘2𝑦2𝑒−𝑘𝑥𝑦 + 𝑘2𝑥2𝑒−𝑘𝑥𝑦) + 𝑘𝑦𝑒−2𝑘𝑥𝑦 +
𝑘𝑥𝑒−4𝑘𝑥𝑦])(−𝑘𝑥𝑒−𝑘𝑥)]  

2.4. Numerical simulations 

In this section, we present some numerical results to justify 
the theoretical analysis and computations. It is imperative to state 
that the MATLAB R2020a version was used to run all the simula-

tions in this section. The solution profiles for u at initial time t = 0 
when the fluid viscosity is 1.0, using the three different fractional 
operators are presented in Figs.1(a)-(b). 

 
Fig. 1(a). Case 1: Solution profile for 𝑢 when 𝑡 = 0, 𝛼 = 1.0 

 
 Fig. 1(b). Case 2: Solution profile for 𝑢 when 𝑡 = 0, 𝛼 = 1.0 

 
Fig. 2(a). Case 2: Solution profile for 𝑢 when 𝑥 = 𝑦 = 1, 𝛼 = 1.0 

 
Fig. 2(b). Case 2: Solution profile for 𝑢 when 𝑥 = 𝑦 = 1, 𝛼 = 1.0 

 
Fig. 3(a). Case 1: Solution profile for 𝑢 when 𝑡 = 0, 𝛼 = 1.0 

 
Fig. 3(b). Case 2: Solution profile for 𝑢 when 𝑡 = 0, 𝛼 = 1.0 
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Fig. 4(a). Case 1: Solution profile for 𝑢 when 𝑡 = 0, 𝛼 = 1.0

 
Fig. 4(b). Case 2: Solution profile for 𝑢 when 𝑡 = 0, 𝛼 = 1.0 

 
Fig. 5(a). Case 1: Solution profile for 𝑢 when 𝑡 = 0, 𝛼 = 1.0 

 
 Fig. 5(b). Case 2: Solution profile for 𝑢 when 𝑡 = 0, 𝛼 = 1.0 

 
Fig. 6(a). Case 1: Solution profile for 𝑢  

                when 𝛼 = 1.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 6(b). Case 2: Solution profile for 𝑢  

                when 𝛼 = 2.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 6(c). Case 1: Solution profile for 𝑢  

                when 𝛼 = 3.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 6(d). Case 1: Solution profile for 𝑢  

                when 𝛼 = 4.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 7(a). Case 2: Solution profile for 𝑢  

                when 𝛼 = 1.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 7(b). Case 2: Solution profile for 𝑢  

                when 𝛼 = 2.0, 𝜃 = 0.95, 𝑡 = 20 
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Fig. 7(c). Case 2: Solution profile for 𝑢  

                when 𝛼 = 3.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 7(d). Case 2: Solution profile for 𝑢  

                when 𝛼 = 4.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 8(a). Case 1: Solution profile for 𝑢  

                when 𝛼 = 1.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 8(b). Case 1: Solution profile for 𝑢  

                when 𝛼 = 2.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 8(c). Case 1: Solution profile for 𝑢  

                when 𝛼 = 3.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 8(d). Case 1: Solution profile for 𝑢  

                when 𝛼 = 4.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 9(a). Case 2: Solution profile for 𝑢  

                when 𝛼 = 1.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 9(b). Case 2: Solution profile for 𝑢  

                when 𝛼 = 2.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 9(c). Case 2: Solution profile for 𝑢  

                when 𝛼 = 3.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 9(d). Case 2: Solution profile for 𝑢  

                when 𝛼 = 4.0, 𝜃 = 0.95, 𝑡 = 20 
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Fig. 10(a). Case 1: Solution profile for 𝑢  

                  when 𝛼 = 1.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 10(b). Case 1: Solution profile for 𝑢  

                  when 𝛼 = 2.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 10(c). Case 1: Solution profile for 𝑢  

                  when 𝛼 = 3.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 10(d). Case 1: Solution profile for 𝑢  

                  when 𝛼 = 4.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 11(a). Case 2: Solution profile for 𝑢  

                  when 𝛼 = 1.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 11(b). Case 2: Solution profile for 𝑢  

                  when 𝛼 = 2.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 11(c). Case 2: Solution profile for 𝑢  

                  when 𝛼 = 3.0, 𝜃 = 0.95, 𝑡 = 20 

 
Fig. 11(d). Case 2: Solution profile for 𝑢  

                  when 𝛼 = 4.0, 𝜃 = 0.95, 𝑡 = 20 

The solution profiles for u over time when x = y = 1 and 

when the fluid viscosity is 1.0, using the three different fractional 

operators are presented in Figs.2(a)-(b).The solution profiles for u 
at initial time t = 0 when the fluid viscosity is 1.0, using the 
Caputo fractional operator are presented in Figs.3(a)-(b). The 

solution profiles for u at initial time t = 0 when the fluid viscosity 
is 1.0, using the Caputo-Fabrizio fractional operator are present-

ed in Figs.4(a)-(b).The solution profiles for u at initial time t = 0 

when the fluid viscosity is 1.0, using the Atangana-Baleanu frac-
tional operator are presented in Figs.5(a)-(b).The solution profiles 

for u at initial conditions u(x, y, 0)  =  sin(xy), v(x, y, 0)  =
 sin(xy), over time, when the fluid viscosity α is varied from 1.0 
to 4.0, and the fractional order θ = 0.95, using the Atangana-
Baleanu fractional operator are presented in Figs. 6(a)-(d). It is 
observed that as the viscosity is increased, the fluid velocity is 
stabilized.The solution profiles for u at initial conditions 

u(x, y, 0)  =  e−kxy,  v(x, y, 0)  =  e−kxy, over time, when the 

fluid viscosity α is varied from 1.0 to 4.0, and the fractional order 
θ = 0.95, using the Atangana-Baleanu fractional operator are 

presented in Fig.ure 7(a)-(d).The solution profiles for u at initial 

conditions u(x, y, 0)  =  sin(xy), v(x, y, 0)  =  sin(xy), over 
time, when the fluid viscosity α is varied from 1.0 to 4.0, and the 

fractional order θ = 0.95, using the Caputo fractional operator 

are presented in Figs. 8(a)-(d).The solution profiles foru at initial 

conditions u(x, y, 0)  =  e−kxy, v(x, y, 0)  =  e−kxy, over time, 
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when the fluid viscosity α is varied from 1.0 to 4.0, and the frac-

tional order θ = 0.95, using the Caputo fractional operator are 

presented in Figs. 9(a)-(d).The solution profiles for u at initial 

conditions u(x, y, 0)  =  sin(xy), v(x, y, 0)  =  sin(xy), over 
time, when the fluid viscosity α is varied from 1.0 to 4.0, and the 

fractional order θ = 0.95, using the Caputo-Fabrizio fractional 
operator are presented in Fig.ure 10(a)-(d).The solution profiles 

for u at initial conditions u(x, y, 0)  =  e−kxy, v(x, y, 0)  =
 e−kxy, over time, when the fluid viscosity α is varied from 1.0 to 

4.0, and the fractional order θ = 0.95, using the Caputo-Fabrizio 
fractional operator are presented in Figs. 11(a)-(d). It is observed 
from the figures that as the viscosity is increased, the fluid velocity 
is stabilized.  

It is also worth stating that the CPU time using the Caputo 

fractional operator was 0.863006 seconds. Using the Caputo-
Fabrizio operator, the CPU time was 0.954948 seconds while 

with the AB fractional operator the CPU time was 0.860035 
seconds. 

3. CONCLUSION 

In this work, a coupled system of time-fractional modified 
Burgers’ equations with appropriate initial values is solved using 
the Laplace Adomian decomposition method. Three different 
fractional operators: Caputo, Caputo-Fabrizio and Atangana-
Baleanu operators are considered for the equations. Also, two 
different scenarios are examined for each fractional operator: 

when the initial conditions are u(x, y, 0)  =  sin(xy),  

v(x, y, 0)  =  sin(xy), and when they are u(x, y, 0)  =  e−kxy,  

v(x, y, 0)  =  e−kxy, where k, α are some positive constants. 
With the aid of computable Adomian polynomials, the solutions 
are obtained. The method does not need linearization, weak 
nonlinearity assumptions or perturbation theory. Simulations are 
also presented to support theoretical results, and the behaviour of 
the solutions under the three different fractional operators com-
pared. 

Future work shall consider other numerical schemes such as 
singular boundary and dual reciprocity methods on the current 
coupled system. We shall also consider modified Burgers equa-
tions with higher order dissipation term.  
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Abstract: This paper deals with the experimental and numerical analysis of three-point bending phenomenon on beam composite profiles. 
Flat rectangular test specimens made of carbon–epoxy composite, characterised by symmetric [0/90/0/90]s laminate ply lay-up, were used 
in this study. Experimental testing was carried out with a COMETECH universal testing machine, using special three-point bending heads. 
In addition, macroscopic evaluation was performed experimentally using a KEYENCE Digital Microscope with a mobile head recording  
real-time images. Parallel to the experimental studies, numerical simulations were performed using the finite element method in ABAQUS 
software. The application of the above-mentioned interdisciplinary research techniques allowed for a thorough analysis of the phenomenon 
of failure of the composite material subjected to bending. The obtained research results provided a better understanding of the failure 
mechanism of the composite material. 

Key words: three-point bending, carbon–epoxy laminate, numerical simulation, experimental tests, finite element method, failure 

1. INTRODUCTION 

Beam composite structures are commonly used for stiffening 
elements in the aerospace, construction and automotive indus-
tries. These types of structures are primarily subjected to com-
pression and bending. In the case of compression of beam struc-
tures, many additional phenomena occur, such as loss of stability 
and complex failure mechanism, as described in detail by the 
authors of many research papers [1–3]. The prediction of the 
maximum load of composite structure is still very desirable. The 
composite materials are still expansive group of materials which 
are characterised by the occurrence of multiple complex forms of 
damage, thus requiring in-depth research. Besides a series of 
already known behaviours of beam composite structures that 
occur in axial [4], or eccentric compression [5–9], it is also im-
portant to know the behaviour of the structure, in bending [10–14]. 
The cognitive value of the behaviour of beam structures made of 
composite materials is still very important, and despite the many 
studies conducted in this area, the behaviour of the structure 
subjected to bending taking into account the complex failure 
mechanism is not yet clearly defined. 

Beam composite structures, regardless of the loading condi-
tions to which they are subjected, are currently an area of interest 
for many researchers [15–18]. In the case of the bending behav-
iour of a structure, it is necessary to be able to correctly analyse 
the damage forms occurring as a result of the loading process on 
the structure. It is essential, above all, to estimate the loads that 
cause the limit states of the bending structure, as well as to regis-
ter the damage forms that appear during the failure tests. Conse-
quently, it is important to understand how to identify the damage 

phases that occur during testing. The above demands a compre-
hensive analysis, both on the basis of experimental studies and 
numerical simulations, using the finite element method (FEM), 
which enables to characterise the complex phenomenon of com-
posite material failure, including the phenomena directly accom-
panying the failure [19–27]. The main theory that allows assess-
ment of the damage initiation phenomenon in the case of compo-
site materials–laminates is the first ply failure (FPF) theory [28]. 
This theory assumes that composite failure occurs when the first 
layer of the composite is damaged. The damage initiation can be 
determined by many factors, such as damage to the fibres or 
matrix of the composite material. Besides damage initiation, there 
are other phenomena that contribute to the failure of the compo-
site material, such as delamination. It is important to evaluate the 
phenomena contributing to the degradation of the composite 
material structure. 

The evaluation of the failure phenomenon is slightly different 
for experimental studies and numerical simulations using FEM. In 
the case of experimental research, usually the testing instruments 
such as universal testing machine (UTM) [19], acoustic emission 
method equipment [29] and others are used to evaluate the failure 
phenomenon of beam composite materials. As part of the experi-
mental study, it is possible to estimate both loads and register 
damage forms of beam structures made of laminates [19, 27]. On 
the other hand, numerical simulations allow for a thorough estima-
tion of any phenomena which directly contribute to the loss of 
load-carrying capacity of composite structures. Within the frame-
work of numerical simulations using FEM, it is possible, among 
other things, to accurately determine the damage initiation phe-
nomenon of a composite material using special damage models. 

mailto:p.rozylo@pollub.pl
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The widely used method of damage initiation assessment is 
based on the Hashin’s criterion [30]. Based on the Hashin criteri-
on, it can be evaluated whether the damage occurred due to 
failure of the fibres or matrix of the composite material, through 
compression or tension. This criterion allows assessment of dam-
age initiation; however, after further consideration of the energy 
criterion, it is also possible to assess the damage evolution. Gen-
erally, the damage model allowing for damage initiation based on 
the Hashin criterion and damage evolution based on the energy 
criterion is called progressive failure analysis (PFA) [31–33]. The 
fundamentals of the described issues are based on the continuum 
damage mechanics (CDM) [34, 35], where the beginnings of the 
damage mechanisms description were presented in the paper 
[36], and the first model taking into account especially the damage 
initiation phenomenon within the framework of numerical simula-
tions in the ABAQUS program was presented in the paper [37]. 
Many contemporary researchers have dealt with the analysis of 
the failure phenomenon of beam composite materials based on 
PFA, beginning with the paper [38] to more recent papers [39, 40]. 
Moreover, other very advanced damage models are available, 
which allow the simulation of delamination – a method based on 
the cohesive zone model (CZM). The above model provides an 
assessment of composite material damage as a result of simula-
tion of permanent rupture of the connection between the constitu-
ent layers of the composite (both in the damage initiation – usually 
based on the criterion of maximum nominal stress (MAXS) and 
damage evolution, based on the energy criterion) [41–43]. The 
above-mentioned damage model is based on the traction-
separation law (which describes the relationship between traction-
stress in the material interface and adequate displacement peak, 
between two parts of a material being separated) [44, 45], where 
a graphical representation of this law is shown in the paper [46]. 
The phenomenon of delamination-induced damage has been 
thoroughly demonstrated in many research papers [47–52]. Fur-
thermore, a commonly used damage model is the eXtended finite 
element method (XFEM), which allows the simulation of material 
cracking (fracture) [53–56]. The above-mentioned model offers 
the ability to reproduce the entire crack geometry independently of 
the adopted mesh, so that no sophisticated mesh is needed to 
model the crack growth. The methods described above allow 
evaluation of the complex failure mechanism of the composite 
material. 

The scope of the study was primarily to conduct experimental 
tests and numerical simulations (using FEM) [57] of three-point 
bending of a beam composite structure. The experimental tests 
were carried out using a UTM and a digital microscope with a 
mobile head that allows recording the damage state of the com-
posite material. In the case of numerical simulations, nonlinear 
analysis was carried out, taking into account two advanced dam-
age models: a CZM allowing simulation of the delamination phe-
nomenon (CZM) and a model allowing simulation of material crack 
initiation and propagation (XFEM). The use of independent nu-
merical damage models allows a comprehensive assessment of 
the damage phenomenon [58, 59], which was verified experimen-
tally [19, 20, 60]. It is necessary to employ interdisciplinary and 
independent research methods allowing for description of compo-
site failure [61–66]. The primary objective of this study was to 
develop complex numerical models that allow for a comprehen-
sive evaluation of the failure phenomenon enabling a better un-
derstanding of the experimental results. 

2. METHODOLOGY OF THE STUDY 

The test specimens were made of carbon–epoxy composite 
using autoclave technique. Ultimately, six specimens were pre-
pared for experimental testing. The geometry of the specimens 
was selected so as to perform three-point bending tests over the 
full load range. The above-mentioned method of manufacturing of 
beam multilayer composite materials enabled to obtain a material 
structure with high structural properties, as well as the proportion 
of fibres relative to the whole structure in the range of 55%–60%, 
which is described in more detail in the papers [67, 68]. The use 
of the mentioned technique allows the production of composite 
profiles with high quality of material structure [67]. The columns 
under consideration were made by autoclaving technique using a 
vacuum package made on a special mould reproducing the shape 
and dimensions of the manufactured beams. The prepared her-
metic package ensuring the maintenance of a vacuum of value of 
about −0.1 MPa was subjected to the polymerisation process in a 
laboratory autoclave, ensuring the required pressure by creating 
an additional overpressure in the autoclave of 0.4 MPa. In the 
case of the carbon–epoxy composite, a material heating tempera-

ture of 135C for about 2 h was used to ensure completion of the 
pre-preg polymerisation process (Fig. 1.). In order to eliminate 
unfavourable phenomena that can occur during the manufacturing 
process (excessive increase of thermal stresses in the material 
and limitation of proper relaxation of primary and thermal stress-
es), precise control of the heating and cooling rate of 0.033 K/s 
was applied. 

 
Fig. 1. Process of composite manufacturing 

The manufactured composite specimens were characterised 
by a symmetrical stacking sequence of laminate layers 
[0/90/0/90]s which may be otherwise represented as 
[0/90/0/90/90/0/90/0]. The specimens consisted of eight layers, 
where the length and width of the specimens were 135 mm and 
15 mm, respectively, and the thickness of each individual layer 
was 0.131 mm. A graphical representation of the test specimen is 
presented in Fig. 2. 

The material properties of test specimens (six samples) were 
determined based on static tensile PN-EN ISO 527-5, compres-
sion PN-EN ISO 14126 as well as shear test PN-EN ISO 14129. 
The determined material properties were determined using the 
UTM – Tab. 1 [4, 19–21, 49, 64, 67, 69]. 

The experimental investigations were conducted primarily us-
ing a UTM COMETECH model QC-508 (type M2F). The machine 
was equipped with an NTS load cell with a maximum capacity of 
2.5 kN. The machine had a special module for performing three-
point bending tests. All the test parameters such as force and 
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displacement were registered using the Amis-Plus 1.5.6 software. 
The experimental tests were carried out at room temperature with 
a constant crosshead speed of 2 mm/min [70]. Moreover, a mod-
ern digital microscope from KEYENCE (model VHX 970F) was 
used in the experimental studies. The microscope had a special 
module containing a mobile (portable) measuring head, which was 
extremely useful in the framework of the conducted experimental 
tests of three-point bending. The mobile (portable) microscope 

head allowed for image capture with a maximum zoom of 200, 

while in the present study a zoom of 30 was used, covering the 
most important area of damage to the laminate during the con-
ducted tests. In addition, a special mechanical articulated arm 
having an attachment to a mobile (portable) digital microscope 
head was also used in the experimental study. The use of this arm 
made it possible to properly mount the microscope head in such a 
way as to be able to record the image associated with the area of 
damage to the composite structure. The test stand accessories 
are shown in Fig. 3. 

 
Fig. 2. Graphical representation of test specimens 

Tab. 1. Mechanical properties of the composite material [19, 67, 68] 

Mechanical Properties Strength Properties 

Young’ Modulus E1 

[MPa] 

130710 Tensile Strength (0°) 

FT1 [MPa] 

1867 

Young’ Modulus E2 

[MPa] 

6360 Compressive Strength 

(0°) FC1 [MPa] 

1531 

Poisson’s Ratio v12 

[-] 

0.32 Tensile Strength (90°) 

FT2 [MPa] 

26 

Kirchhoff modulus 

G12 [MPa] 

4180 Compressive Strength 

(90°) FC2 [MPa] 

214 

 Shear Strength F12 

[MPa] 

100 

 
Fig. 3. Test stand: (a) UTM with three-point bending head, (b) digital 

microscope with mobile head and (c) articulated arm for micro-
scope head 

Experimental tests were carried out using the testing devices 
presented above, which made it possible to realise the process of 
three-point bending with simultaneous recording of test parame-
ters, such as the force–displacement relationship, as well as 
recording of laminate failure forms. The tests were conducted in 
such a way that, in addition to recording the loading force and the 
displacement of the crosshead, the damage forms of the compo-
site specimens were also registered, using a mobile microscope 
head mounted on an articulated arm, at a distance that allowed 
the correct recording of the images in digital form. The test stand 
during the experimental trials conducted is shown in Fig. 4. 

 
Fig. 4. Test stand during three-point bending test 

During the experimental tests, loads corresponding to the loss 
of load-carrying capacity of the structure were registered, where 
complex phases of laminate failure such as fibre failure and de-
lamination were observed, which was the direct cause of the 
decrease in load carried by the structure. The failure of the struc-
ture was observed both in the Amis-Plus 1.5.6 software, which 
was used to generate force–displacement characteristics, as well 
as within complex failure forms captured using a digital micro-
scope head. 

Numerical simulations using the FEM were conducted in 
ABAQUS. This advanced computational software made it possible 
to perform a comprehensive nonlinear analysis, including compo-
site material failure (using static analysis). In the framework of 
numerical simulations, the author’s numerical model was prepared 
in order to precisely represent the actual process of three-point 
bending realised on beam composite structures. The prepared 
finite element analysis (FEA) model had a material model with 
parameters compatible with the material properties shown in Tab. 
1 (using Engineering Constants approach). The numerical model 
was developed to ensure full reproduction of the boundary condi-
tions that actually occurred in the experimental studies. The nu-
merical calculations were realised based on the Newton–Raphson 
incremental-iterative method, which is presented in detail in the 
paper [71]. The finite element (FE) models generated in ABAQUS 
program are usually nonlinear (and can involve from a few to 
thousands of variables). Regarding the above, the equilibrium 
equations obtained by discretising the virtual work equation can 
be represented using the equation: 

𝐹𝑁(𝑢𝑀) = 0                                                                       (1) 

   

a) b) c) 
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where FN denotes the force component conjugate to the Nth 
variable in the problem and uM constitutes the value of the Mth 
variable. 

Numerical calculations generally use Newton’s method (as a 
numerical method for solving the nonlinear equilibrium equations). 
The motivation for this choice is the convergence rate obtained by 
using the above-mentioned method compared with the modified 
Newton or quasi-Newton methods. Assume that, after an iteration 
i, an approximation uiM to the solution has been reached. Moreo-
ver, let ci+1M be the difference between this solution and the 
exact solution to the discrete equilibrium presented within the 
framework of Eq. (1). Regarding the above: 

𝐹𝑁(𝑢𝑖
𝑀 + 𝑐𝑖+1

𝑀 ) = 0                                                       (2) 

By expanding the left-hand side of this equation (Taylor se-
ries) to an approximate solution, one obtains: 

𝐹𝑁(𝑢𝑖
𝑀) +

𝜕𝐹𝑁

𝜕𝑢𝑃
(𝑢𝑖

𝑀)𝑐𝑖+1
𝑃 +

𝜕2𝐹𝑁

𝜕𝑢𝑃𝜕𝑢𝑄
(𝑢𝑖

𝑀)𝑐𝑖+1
𝑃 𝑐𝑖+1

𝑄 +. . = 0  (3) 

When uiM is a close approximation to the solution, the magni-
tude of any ci+1M will be small, so all of the above conditions ex-
cept the first two can be neglected, giving a linear form of equa-
tions: 

𝐾𝑖
𝑁𝑃𝑐𝑖+1

𝑃 = −𝐹𝑖
𝑁,   𝐾𝑖

𝑁𝑃 =
𝜕𝐹𝑁

𝜕𝑢𝑃
(𝑢𝑖

𝑀),   𝐹𝑖
𝑁 = 𝐹𝑁(𝑢𝑖

𝑀)         (4) 

A further approximation of the solution is: 

𝑢𝑖+1
𝑀 = 𝑢𝑖

𝑀 + 𝑐𝑖+1
𝑀                                                        (5) 

and the iteration continues. The above relations describe the 
procedure of the method used to solve the nonlinear problem. 

One of two damage models that was used to simulate the fail-
ure phenomenon was the CZM [19, 72]. The CZM allowed for the 
evaluation of the regions affected by delamination in the bending 
composite profiles. The above-mentioned damage model was 
based on a delamination technique using a cohesive surfaces 
approach. Numerical simulations were performed using the de-
lamination technique based on the traction-separation law. The 
mechanical behaviour (in the elastic range) of the cohesive layer 
is characterised by nominal traction stress vector Eq. (6) [46, 73]: 

𝑡 = {

𝑡n

𝑡s

𝑡t

} = [

𝐾nn 𝐾ns 𝐾nt

𝐾ns 𝐾ss 𝐾st

𝐾nt 𝐾st 𝐾tt

] {

𝛿n

𝛿s

𝛿t

} = 𝐾𝛿.                            (6) 

where t, tn, ts and tt are tractions in the cohesive layer; K, Knn, Kss 
and Ktt represent the cohesive layer stiffness and δ, δn, δs and δt 
are separation displacement of the cohesive layer (in global, 
normal, shear and transverse shear directions). 

The damage initiation within the CZM for the numerical model 
adopted for the study was based on the MAXS criterion – MAXS. 
Damage initiation occurs when the relationship describing the 
damage initiation achieves a value of 1 [46, 73]: 

max {
〈𝑡n〉

𝑡n
0 ,

𝑡s

𝑡s
0 ,

𝑡t

𝑡t
0} = 1.                                                              (7) 

where tn0, ts0 and tt0 are peak values of the contact stress (when 
the separation is either purely normal, shear or transverse shear 

direction to the interface of material) and 〈 〉 denotes Macaulay 
bracket (purely compressive stresses/strains do not cause dam-
age initiation). 

When the damage initiation is fulfilled, further loading of the 

composite structure causes damage evolution phenomenon. The 
damage evolution law describes the rate at which the cohesive 
stiffness is degraded once the corresponding damage initiation 
criterion is reached. In the case of damage evolution, the damage 
parameter D has been defined. A scalar damage parameter 
(monotonically evolves from 0 to 1), defines the overall damage 
directly at the contact point in the composite material. The contact 
stress components, in terms of the traction-separation law, are 
defined by appropriate conditions and expressed by the following 
relationships [46, 73]: 

𝑡n =  {
(1 − 𝐷)𝑡n̅, 𝑡n̅ ≥ 0

𝑡n̅, otherwise
                                              (8) 

𝑡s =  (1 − 𝐷)𝑡s̅,                                                                           (9) 

𝑡t =  (1 − 𝐷)𝑡t̅,                                                                         (10) 

where tn¯, ts¯ and tt¯ represent the stress components which 
were determined on the basis of the elastic traction-separation 
behaviour for the current separations (without material damage). 

In order to describe the damage evolution under a combina-
tion of normal as well as shear separations (across the interface), 
it is useful to introduce an effective separation [72, 73]: 

𝛿m =  √〈𝛿n〉2 + 𝛿s
2 + 𝛿t

2                                                        (11) 

In the present study, the energy criterion was used to describe 
the damage evolution (using fracture energy parameters). Dam-
age evolution phenomenon was defined using the Benzeggagh–
Kenane (B–K) energy criterion [41]. Regarding the adopted dam-
age evolution criterion, it is necessary to define the parameters: 
GnC, GsC as well as η. Regarding the above-mentioned criterion, 
GsC = GtC. The above-mentioned criterion is represented by the 
following relationships [46, 73]: 

𝐺C =  𝐺n
C + (𝐺s

C − 𝐺n
C) {

𝐺S

𝐺T
}

𝜂

,                                            (12a) 

𝐺𝑆 =  𝐺𝑠 + 𝐺𝑡 ,   𝐺𝑇 =  𝐺𝑛 + 𝐺𝑠 + 𝐺𝑡 ,                                 (12b) 

where Gn, Gs and Gt denote parameters (fracture energies) which 
constitute the work done by the tractions and their conjugate 
relative displacement (in the normal, first and second shear direc-
tions); GC denotes (mixed-mode) critical fracture energy; GnC, GsC 
and GtC are the parameters of critical fracture energies causing 
failure (in the normal, first and second shear directions); GS repre-
sents the amount of total work done by the shear traction and the 
corresponding relative displacement components; GT is the total 
work done by the normal and shear traction based on energies; 
and η represents the cohesive property parameter. 

For the linear approach under damage evolution, in the 
framework of numerical simulations, the damage parameter is 
presented as [46, 73]:  

𝐷 =  
𝛿𝑚

𝑓
(𝛿𝑚

𝑚𝑎𝑥−𝛿𝑚
0 )

𝛿𝑚
𝑚𝑎𝑥(𝛿𝑚

𝑓
−𝛿𝑚

0 )
                                                                     (13) 

where δmf, δm0 and δmmax represent the parameters of effective 
separation at complete failure (δmf = 2GC/T0eff, and T0eff denotes 
the effective traction at damage initiation), at damage initiation, as 
well as at the maximum measured value during loading history. 

In order to better represent the CZM, Fig. 5 shows the consti-
tutive traction-separation law – CZM [46]. 
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Fig. 5. Constitutive traction-separation law – CZM 

The second damage model that was used in the study was 
the XFEM model. The MAXS criterion was used to determine the 
beginning of crack initiation phenomenon. Modelling discontinui-
ties (crack) with the conventional FEM demands that the mesh 
conforms to the geometric discontinuities. Consequently, the 
XFEM was introduced (alleviates the need to create a conforming 
mesh). The present method was initially introduced in the frame-
work of paper [74], which was a further extension of the method 
based on the concept of partition of unity [75] that allows local 
enrichment functions to be easily incorporated using FE approxi-
mation. The presence of (eventually) discontinuities is ensured 
using the enriched functions in conjunction (with additional de-
grees of freedom). The above-mentioned model is very attractive 
to simulate initiation as well as propagation of a discrete crack 
process. The XFEM method alleviates some deficiencies closely 
associated with meshing crack surfaces [74]. The damage simula-
tion method described above enables simulating the propagation 
of discontinuities independently of the original FE mesh. The 
propagation of discontinuities (cracking) is represented by a dis-
placement approximation function which was expressed as fol-
lows [73, 76, 77]: 

𝑢 =  ∑ 𝑁𝑖(𝑥)[𝑢𝑖 + 𝐻(𝑥)𝑎𝑖 + ∑ 𝐹𝛼(𝑥)𝑏𝑖
𝛼4

𝛼=1 ]𝑁
𝑖=1                (14) 

where Ni(x) constitutes the usual nodal (displacement) shape 
functions; ui represents the usual nodal displacement vector which 
was closely associated with the continuous part of the FE solution; 
ai is additional degree of freedom of the element node penetrated 
by the crack tip; H(x) denotes the discontinuous jump function – 
across the crack surfaces; biα is vector of enriched nodes degree 
of freedom; and Fα(x) denotes the elastic asymptotic crack-tip 
functions (approximate expression of displacement field function 
at the crack tip). 

The discontinuous jump function H(x) is given the form [76, 
77]: 

𝐻(𝑥) =  {
+1,  𝑖𝑓 (𝑥 − 𝑥∗) ∙ 𝑛 ≥ 0

−1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                    (15) 

where x defines a Gaussian integration point; x* denotes the point 
on the crack closest to x; n is the normal vector outside the crack 
at x*; and H(x) indicates the element penetrated by the crack 
surface (which is 1 on the positive, and −1 on the negative side of 
the crack). 

In addition, the crack tip local coordinate system [73, 76] is 
presented in Fig. 6 for better understanding of the issues de-
scribed.  

 
Fig. 6. Crack tip local coordinate system 

The asymptotic crack tip functions in elastic material (approx-
imate expression of displacement field function at the crack tip) 
Fα(x), is presented as [76, 77]: 

𝐹𝛼(𝑥) =  [√𝑟 ∙ 𝑠𝑖𝑛
𝜃

2
, √𝑟 ∙ 𝑐𝑜𝑠

𝜃

2
, √𝑟 ∙ 𝑠𝑖𝑛𝜃 ∙ 𝑠𝑖𝑛

𝜃

2
, √𝑟 ∙

𝑠𝑖𝑛𝜃 ∙ 𝑐𝑜𝑠
𝜃

2
]                                                                               (16) 

where (r, θ) denote a local polar coordinate system defined and 
the crack tip (with its origin at the crack tip) θ=0 is tangent to the 
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crack at the tip. 
In the case of simulation of crack growth (using the XFEM 

technique), it is necessary to define both damage initiation (frac-
ture initiation) as well as damage evolution criterion of the materi-
als. Crack initiation (damage initiation) refers to the beginning of 
degradation of the cohesive response directly at an enriched 
element. Moreover, the degradation process begins when the 
stresses (or the strains) satisfy the specified damage initiation 
criteria. In the case of this study, the MAXS criterion was used 
(corresponding to the damage initiation criterion for the CZM, as 
described earlier). The above-mentioned criterion can be repre-
sented as [73, 77]: 

𝑓 = 𝑚𝑎𝑥 {
〈𝑡n〉

𝑡n
0 ,

𝑡s

𝑡s
0 ,

𝑡t

𝑡t
0}.                                                            (17) 

where tn, ts, tt are the normal and two shear component to the 
likely cracked surface; tn0, ts0, tt0 – are the peak values of the 

nominal stress; 〈 〉 denotes Macaulay bracket (used to signify that 
a purely compressive stress state does not cause (initiate) dam-
age; and damage is assumed to initiate when the MAXS ratio 
reaches a value of 1). 

Similarly to the previous description concerning the CZM, 
when the damage initiation is satisfied, further loading of the 
composite structure causes damage evolution phenomenon 
(based on the energy criterion). When damage initiation criterion 
is achieved, a linear energy-based softening controlled by the B–
K-Law is applied [41, 77], as was in the case with the previously 
described CZM damage model. Numerical simulations (using 
FEM) were carried out based on the prepared numerical model 
which considered previously described damage simulation tech-
niques (CZM and XFEM). In the numerical simulations, the afore-
mentioned two damage models were applied simultaneously 
within the numerical model in order to allow for both delamination 
(CZM) and material fracture (XFEM) damage phenomena of the 
composite material. In this study, the material model of Lamina 
type (elastic parameters with fail stress) was used. The composite 
material had orthotropic properties (where basic material data are 
shown in Tab. 1). Regarding the use of two advanced damage 
models, the parameters of the CZM as well as XFEM [78] were 
applied, as presented in Tab. 2. 

Tab. 2. CZM and XFEM parameters 

Damage 
initiation 
stress in 
normal 

direction tn 
[N/mm2] 

Damage initia-
tion stress in 
normal direc-

tion ts, tt 
[N/mm2] 

Fracture ener-
gy in normal 
direction Gn

C 
[N/mm] 

Fracture ener-
gy in first and 
second shear 
direction Gs

C, 
Gt

C [N/mm] 

18 14 0.32 0.68 

During the preparation of the numerical model, each of the 
eight composite layers (the thickness of each layer was 0.131 
mm) was modelled separately. The composite structures are 
usually modelled using the method of modelling the laminate as a 
multilayer composite, modelled using the Conventional or Contin-
uum Shell method [19, 67]. The above approach in modelling of 
the composite structure allowed the simulation of complex failure 
phenomena, including delamination and material cracking. The 
composite structure was prepared using 3D Stress technique – 

based on regular hexagonal mesh, using solid FEs C3D8R (where 
each of the FE is characterised by having 8-nodes, 3 degrees of 
freedom in each node of the FE, linear shape function and re-
duced integration). In addition, three identical non-deformable 
objects used to support the deformable composite structure were 
modelled in the numerical simulations. The non-deformable cylin-
drical objects were modelled using R3D4 FEs (each of the FE is 
characterised by having four nodes and three translational de-
grees of freedom in each node of the FE). The discrete model 
consisted of a total of 19,272 FEs (16,200 linear hexahedral ele-
ments of type C3D8R and 3,072 linear quadrilateral elements of 
type R3D4) and 37,984 computational nodes. The cohesive sur-
faces (considering cohesive behaviour with stiffness parameters), 
normal and tangential behaviour (without friction), as well as 
damage with damage initiation and evolution parameters) were 
implemented between all laminate layers (a total of seven cohe-
sive surfaces). In addition, each layer was assigned the possibility 
of a cracking phenomenon, depending on the material strength 
according to the XFEM model which allows the simulation of the 
fracture phenomenon. Moreover, the contact interactions (in 
normal and tangential direction) between the non-deformable 
objects and the composite structure, with the friction 0.1 were also 
defined. The boundary conditions were applied at specially gener-
ated reference points, which were coupled to non-deformable 
cylindrical objects. The top non-deformable object was assigned 
boundary conditions under which it was allowed to move only in 
the direction of the composite specimen relative to the Z-axis. The 
bottom non-deformable objects had all degrees of freedom 
locked. This approach made it possible to simulate the three-point 
bending phenomenon of the composite specimen. The boundary 
conditions and discrete model are presented in Fig. 7. 

 
Fig. 7. Discrete model of composite profile with boundary conditions 

3. RESULTS 

In this section, both the results of the three-point bending as 
well as damage initiation and evolution of the failure mechanism 
will be presented in detail. The results of failure will be presented 
on the basis of experimental investigations using UTM and digital 
microscope as well as non-linear numerical simulations using two 
independent damage models (CZM and XFEM). In the case of 
experimental tests, curves describing the course of the load ver-
sus displacement, registered directly with the load cell – Fig. 8. 

In the course of the conducted three-point bending tests, dur-
ing the movement (displacement in the direction of the composite 
specimen) of the test head, the force acting on the composite 
structure was registered. Consequently, experimental curves 
(load–displacement) were determined for all six actual specimens.  
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Fig. 8. Test stand prepared for three-point bending tests 

 

Fig. 9. Determination of load–displacement curves 

 

Fig. 10. Recording of composite material failure form 

Fig. 9 shows the stages of loading the structure until it col-
lapses. The structure worked elastically until a rapid loss of load-
carrying capacity (displacement slightly exceeding 8.5 mm), fol-
lowed by a complex phase of failure. Experimental investigations 
allowed both the determination of load–displacement curves for 
each test specimen and the evaluation of the form of structural 
failure of the composite material using a mobile head of the digital 

microscope. The above-mentioned mobile microscope head made 
it possible to record complex forms of failure, for all test speci-

mens, using a 30 zoom (Fig. 10.). 
The recorded forms of failure were then stored in the memory 

of the computer controlling the digital microscope. This approach 
allowed comparison of the obtained forms of failure of the compo-
site material structure for all test specimens, with further possibility 
of comparison with the result of numerical simulation. In the case 
of the numerical simulations, the actual boundary conditions were 
fully reproduced, and the additional consideration of the previously 
described independent failure models enabled a comprehensive 
evaluation of the failure phenomenon during the three-point bend-
ing test. Within the framework of numerical simulations, the curve 
describing the course of the load versus displacement was deter-
mined, which allowed comparison with the experimental results. 

 

Fig. 11. Comparison of experimental load–displacement curves  
              with FEM simulation result 

On the basis of the conducted tests, very good agreement 
was observed in the qualitative aspect of the results, both be-
tween the individual experimental tests and the numerical simula-
tion result. The highest value of load corresponding to loss of 
load-carrying capacity was observed for the specimen designated 
S4, for which the failure force was about 279.79 N. The lowest 
failure force was 240.75 N and related to specimen S2. The max-
imum discrepancy between the failure load results in the context 
of the experimental study was about 14%. The experimental 
specimen, designated as S4, shows a significantly higher ultimate 
load value than the other five specimens, which significantly af-
fects the maximum discrepancy of the results of the loads corre-
sponding to the loss of load-carrying capacity. If only the values of 
all the experimental specimens except S4 were compared, the 
maximum discrepancy would decrease significantly. Regarding 
the numerical simulation, it was observed that the maximum value 
of the failure force was 264.05 N. The discrepancy between the 
average value of failure force of the experimental study and the 
FEM simulation result was 3%. The above indicates a very pre-
cise preparation of the numerical model in terms of quantitative 
evaluation of research results. Tab. 3 shows the values of the 
failure loads. 

The measurable effect of experimental studies and numerical 
simulations was the qualitative evaluation of the obtained forms of 
failure. For the experimental tests, complex failure forms were 
registered for each test specimen, which was finally compared 
with the FEA results. The forms of failure observed during the 
experimental tests conducted are shown in Fig. 12. 
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Tab. 3. Limit load values 

Experimental study 
[N] 

Average value of 
experimental study 

[N] 
Numerical study [N] 

S1 – 258.39 

256.33 264.05 

S2 – 240.75 

S3 – 248.93 

S4 – 279.79 

S5 – 262.17 

S6 – 247.92 

 

 

 

 

 

 

Fig. 12. Experimentally determined failure forms for individual  
              specimens: (a) S1, (b) S2, (c) S3, (d) S4, (e) S5  
              and (f) S6 

In each of the analysed cases, a complex failure mechanism 
of the composite material was observed. It was observed that 
delamination, fibre cracking (due to fibre bending) and matrix 
crushing occurred. Although all of the experimental specimens 
had the same composite lay-up, the failure forms (or rather, the 
propagation of these forms) were slightly different. However, this 
had no significant effect on the discrepancy of the limit loads 
presented previously. The dominant failure form occurred in the 
central part of the test specimen, in the area at which the load 
from the testing machine head was generated. The use of a mo-
bile head of digital microscope allowed for precise recording of the 
failure forms. Simultaneously conducted numerical simulations 
made it possible to compare the test results in the context of 
qualitative assessment. Fig. 13 shows a complex form of structur-
al failure of a composite material using overall scalar stiffness 
degradation (SDEG) parameter. 

 

Fig. 13. Loss of load-carrying capacity of composite structure –  
             numerical simulation result 

A complex state of failure of the material structure was ob-
served, both through the occurrence of material cracking (using 
the XFEM model) and delamination (using the CZM technique). 
Achieving a value of 1 within SDEG parameter indicates a total 
loss of stiffness (stiffness degradation) in a specific area. Moreo-
ver, the numerical simulation showed the damage evolution phe-
nomenon, where initially cracking of the composite material was 
observed, followed by delamination phenomenon – Fig. 14. 

 

Fig. 14. Evolution of composite material failure phenomenon –  
             simulation result 

Within the framework of the conducted tests, very high 
agreement in terms of quality was observed between the result of 
the experimental tests and the numerical simulation – which is 
confirmed in Fig. 15. 
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Fig. 15. Comparison of failure modes: (a) experimental tests  
             (specimen S2) and (b) numerical simulation 

 

 

Fig. 16. Failure of composite structure: (a) CSDMG  
             (between the two outer layers) and (b) XFEM 

In the case of numerical simulations, using the two previously 
mentioned advanced techniques to simulate the failure phenome-
non of the composite material, a complex failure mechanism 
adequate for the experimental studies was obtained. The results 
of numerical calculations provided the necessary information on 
the complex course of failure of the composite material. In the 
initial stage of damage in FEM simulations the cracking of compo-
site material layers was observed (Fig. 14), after which, during 
further loading of the structure in the framework of the three-point 
bending test, the phenomenon of layer cracking deepened along 
with the occurrence of the delamination phenomenon (Fig. 15b). 
The layer cracking phenomenon mainly affected those layers in 
which the fibres of the composite material were aligned along the 
length of the test specimen (layers 1, 3, 6 and 8). Moreover, the 
results of the failure phenomenon based on the CSDMG parame-
ter – which determines the damage evolution of the cohesive zone 
– and XFEM – which represents the failure due to material crack-
ing – are presented in the numerical simulation – Fig. 16. Obvi-
ously, the delamination-induced damage occurred between all the 
constituent layers of the composite material; however, Fig. 16a 

shows an example of the result between the bottom two outer 
layers of the composite material. 

Any permanent forms of damage that appeared, such as de-
lamination, or the complete rupture of the layers, took place at the 
time of loss of load-carrying capacity – or immediately afterwards, 
as evidenced by the curves from the tests in Fig. 11. The numeri-
cal simulation techniques used in the study of the phenomenon of 
the complex mechanism of failure of the composite material, 
confirmed experimentally obtained forms of failure, especially in 
the context of qualitative assessment (quantitative agreement is 
shown in Fig. 11 and Tab. 3). The numerical simulation provided a 
virtual representation of the failure phenomenon of the composite 
material, including the phenomena directly contributing to the 
failure. Fig. 17 presents in detail the obtained form of failure dur-
ing numerical simulations using FEM.  

 

Fig. 17. Failure in terms of numerical simulation 

4. CONCLUSION 

The limit states of a three-point bending composite structure 
were determined from the tests. Based on the investigations, the 
following general conclusions were formulated: 

 It is possible to evaluate the failure analysis, especially with 
regard to the delamination and crack propagation phenomena 
(directly preceding the loss of load-carrying capacity) of beam 
composite structures, using experimental investigations (UTM 
and digital microscope) as well as numerical simulations using 
FEM (especially using CZM and XFEM); 

 The evaluation of limit loads (critical, damage initiation, delam-
ination and loss of load-carrying capacity loads) allows as-
sessment of the complex failure mechanism; 

 Simultaneous use of several independent numerical damage 
models allows for faithful representation of the actual damage 
phenomenon; 

 The use of a mobile digital microscope head allows recording 
of the complex mechanism of failure, which in turn allows 
comparison of failure forms with FEA. 
In the context of the quantitative evaluation, it was estimated 

that the discrepancy of the results corresponding to the failure 
load between all experimental tests does not exceed 14%. This 
discrepancy would be even lower (<10%) if not for one of the 
specimens designated as S4. Moreover, the discrepancy of the 
average result of the failure load from the experimental tests in 
relation to the result from the FEM simulation was about 3%, 
which proves the high quality of the prepared numerical model. In 
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the study, a complex failure mechanism of the composite material 
was observed, within which both material cracking and delamina-
tion occurred – as demonstrated by the experimental studies and 
FEM simulations. The main failure area occurring in the central 
part of the composite profile (opposite to the applied load), result-
ing from the specific nature of the tests conducted, is an ideal 
example of the progressive failure of the composite material struc-
ture, in which advanced forms of damage could be observed. 

Future research plans include the use of the acoustic emis-
sion method to estimate the initiation and evolution of damage to 
the composite material during experimental tests. This will allow, 
first of all, to compare the results in the context of phenomena 
directly affecting the loss of load-carrying capacity and to compare 
them with the damage initiation and evolution criteria realised 
within FEM.  

The research presented in the paper provides the basis for the 
research conducted under the project No. 2021/41/B/ST8/00148 
(in terms of presenting interdisciplinary research methods on 
composite materials), financed by the National Science Centre, 
Poland – on composite profiles with closed sections. The research 
techniques presented in this paper will be used to carry out re-
search within the framework of the aforementioned scientific 
project. 
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