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Abstract: The article presents the methodology for light two-wheeled electric vehicle energy balance investigation using MAHA LPS 3000 
chassis dynamometer. For this purpose, the laboratory tests, as well as the road tests, have been performed on the self-constructed light 
two-wheeled electric vehicle equipped with the 3 kW BLDC motor and the 100.8 V battery pack. The road test data have been used to set 
up the dynamometer parameters in order to simulate the real road drive taking into account, among others, the rolling resistances and the 
air drag coefficient. The overall energy consumption for the laboratory tests and the road conditions’ tests have been then compared for 
different vehicle speeds. In addition, based on the power and the torque characteristics measured on the MAHA chassis dynamometer, the 
efficiency of the vehicle electric drive system and the efficiency of the battery charging process have been calculated. 
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1. INTRODUCTION 

Since the last few decades, electric vehicles have gained in 
popularity. This is because of the recent technological improve-
ments in the areas of electric motors, power electronics, and 
energy storages, which makes them more accessible and afford-
able (Ho et al., 2014; Lin et al., 2015; Lim et al., 2016; Sarlioglu et 
al., 2017; Li et al., 2018). Other reasons are the obvious environ-
mental advantages and the much lower cost of transportation in 
comparison to the vehicles with internal combustion engines or 
even hybrids (Bertoluzzo and Buja, 2011; Saponara et al., 2020). 
Although this cost is relatively low, it is still closely related to the 
overall efficiency of the electric vehicle drive system and so it can 
be further reduced. This is an issue raised in many researches, for 
example, Kumar et al. (2017), Kumar and Sivakumar (2017), 
Laitinen et al. (2017), Dobrucky et al. (2019) and Zaghari et al. 
2020). In order to better investigate and implement new technical 
solutions, one has to provide repetitive traction conditions during 
certain tests. Chassis dynamometers help to study motor parame-
ters as well as the fuel or energy consumption in laboratory condi-
tions (Chen Mingjie et al., 2010). Nevertheless, most chassis 
dynamometers, for example, the MAHA LPS 3000, are originally 
dedicated to power characteristics investigation of cars and mo-
torcycles. Their predefined parameter sets mainly apply to vehi-
cles with internal combustion engines. The MAHA dynamometer 
can simulate the real road conditions using the eddy current 
breaks. Moreover, it can also measure the characteristics of four-
wheel-drive vehicles. It is then interesting to use such a dyna-
mometer for light two-wheeled electric vehicle testing in order to 
investigate its mechanical and electrical parameters. 

2. LIGHT TWO-WHEELED ELECTRIC VEHICLE 
CONSTRUCTION 

The studied vehicle has been designed and built from scratch 
using brushless DC motor of 3 kW of nominal continuous output 
mechanical power and the battery pack built of 360 lithium-ion 
power cells of 2600 mAh each. According to the Polish law formu-
lated in the Act on Road Traffic of June 20, 1997, with the chang-
es made on April 1, 2011, it cannot be called electric bicycle, 
neither electric moped among others due to the over normed 
output power (UPRD (1997), 1997). Indeed, the vehicle weighs 
78 kg and can reach the speed of up to about 100 km/h. The 
maximum output power measured on the chassis dynamometer 
has been equal to 4.7 kW (6.4 BHP) with 184.1 Nm of torque for 
440 rpm. The motor is placed in the rear wheel hub without any 
gearbox. The maximum voltage of the battery pack is 100.8 V with 
the 39 Ah of nominal capacity. More detailed information about 
the previous prototype of the vehicle can be found in Racewicz et 
al. (2018). Its final version is presented in Fig. 1. 

 
Fig. 1. Light two-wheeled electric vehicle powered by 3 kW BLDC  
            motor and classical bicycle pedals 
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3. DESCRIPTION OF TESTS 

In order to find coherence between vehicle electric parameters 
recorded during real road drive and the simulated road drive on 
the MAHA LPS 3000 chassis dynamometer, several assumptions 
have to be met. These are the recommendations of the dyna-
mometer manufacturer as well as the official procedures de-
scribed in COMMISSION DELEGATED REGULATION (EU) No 
134/2014 of 16 December 2013 supplementing Regulation (EU) 
No 168/2013 of the European Parliament and of the Council with 
regard to environmental and propulsion unit performance re-
quirements and amending Annex V the (2013). 

All the tests were carried out with a fully charged battery when 
the ambient temperature was about 24ºC. The test road was 
sufficiently long and straight without any inclinations. Wind speed 
was close to zero. The measurements started at a speed of 10 
km/h, which was then increased by 10 km/h until it reached the 
speed of 90 km/h. The speed was controlled using the vehicle 
speedometer. For each speed, the time, distance, motor voltage, 
motor current and power were registered and saved on the SD 
card by the on-board computer designed for this purpose. The 
measurements of electric parameters were recorded in 0.5 s 
intervals and were then averaged for calculations. The summa-
rized road measurements results are presented in Tab. 1. 

Tab. 1. Road tests results 

Speed 
[km/h] 

Time 
[s] 

Distance 
[m] 

Current 
[A] 

Power 
[kW] 

10.00 60.35 169.70 0.96 0.10 

20.00 25.50 141.67 2.08 0.21 

30.00 25.50 212.50 4.24 0.41 

40.00 25.25 280.56 5.86 0.58 

50.00 18.50 256.94 11.00 1.07 

60.00 22.00 366.67 20.39 1.96 

70.00 20.50 398.61 29.42 2.79 

80.00 18.25 405.56 42.06 3.91 

90.00 21.25 531.25 64.21 5.81 

 
The same procedure was repeated on the chassis dynamom-

eter for the laboratory tests. Drive profile representing the actual 
speed of the vehicle and its motor current is shown in Fig. 2 and 

the measurement values are collected in Tab. 2. 

Tab. 2. Laboratory tests results 

Speed 
[km/h] 

Time 
[s] 

Distance 
[m] 

Current 
[A] 

Power 
[kW] 

10.00 24 67 3.29 0.33 

20.00 13 69 7.07 0.71 

30.00 16 126 10.22 1.02 

40.00 13 140 14.46 1.43 

50.00 19 264 18.57 1.83 

60.00 17 275 24.58 2.39 

70.00 16 300 26.90 2.55 

80.00 19 417 32.31 3.10 

90.00 14 346 43.29 4.12 

100.00 14 385 47.06 4.40 

 

 
Fig. 2. Speed and motor current registered during chassis dynamometer 
            test 

In order to set up the MAHA chassis dynamometer parame-
ters, the data collected during the road test, that is, speed, motor 
voltage and current were mapped for a laboratory test. The ambi-
ent temperature in the laboratory room was about 22ºC. The 
MAHA LPS 3000 chassis dynamometer enables exact simulation 
of the predefined real road drive conditions. The load is applied by 
the eddy current brakes as a function of vehicle speed, which 
reflects different road drive conditions. This process is supervised 
by the microprocessor-controlled computing unit with graphic and 
digital display of the measured values. 

For the test purpose, the MAHA chassis dynamometer pa-
rameters were set up assuming that the vehicle is moving linearly 
on the flat horizontal surface. The total driving force F on the rear 
wheel is determined by relation (1) and the power P on the wheel 
is described by equation (2): 

𝐹 = 𝐹r + 𝐹w + 𝐹g + 𝐹b = 

𝑚g𝑓 + 0,5𝐶D𝐴f𝑣
2 + 𝑚g𝑤 + 𝑚𝑎  (1) 

𝑃 =  𝐹𝑣 (2) 

where v is the speed of the vehicle, a is the acceleration of the 
vehicle, m  = 123 kg is the mass of the vehicle with driver, 
g  = 9.81 m/s2 is the gravity acceleration, f  = 0.009 is the rolling 

resistance coefficient,  = 1.2 kg/m3 is the air density, CD = 0.5 is 
the air drag coefficient, Af = 0.62 m2 is the frontal area taking into 
account the driver posture, w is the road inclination. The more 
detailed procedure of setting up the MAHA chassis dynamometer 
and determining all the needed components concerning driving 
forces and vehicle coefficients have been described in Kolator et 
al. (2018). 

4. ENERGY CONSUMPTION ANALYSIS 

Using data from the road tests (Tab. 1) as well as the labora-

tory tests (Tab. 2), the energy consumption E for each speed 

was evaluated and compared. For calculations of the energy 
consumption, formula (3) has been applied. 

𝐸 =  
𝑃𝑡

𝑠
∙

2500

9
 (3) 

where E is the consumed energy in [Wh/km], P is the motor power 
in [kW], t is the drive time in [s] and s is the distance travelled  
in [m]. 

Fig. 3 presents the comparison between energy consumption 
during road and laboratory tests for different speeds. 
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Fig. 3. Comparison of energy consumption during road and laboratory 
           tests 

The discrepancy of the energy consumption results for the 
road and laboratory tests especially for low speeds is due to the 
fact that the dynamometer rollers and eddy current brakes have 
an important inertia factor, which cannot be lowered. Moreover, 
the eddy current brakes are cooled by the fans placed on the 
same shaft as rollers, which introduces an additional load propor-
tional to the roller speed. Analysing Fig. 3, one can observe that in 
the light two-wheeled vehicle case, the chassis dynamometer can 
be successfully used and controlled over the speed of about 70 
km/h. Moreover, different natures of the characteristics, that is, 
quadratic for the road tests and linear for the laboratory tests are 
due to the lack of air resistance in laboratory conditions, which 
was simulated by the changing load of the chassis dynamometer 
rollers. Nevertheless, for such small values of the vehicle parame-
ters introduced to the chassis dynamometer computer, it generat-
ed the rollers’ load close to zero, so just the linear load coming 
from the rollers’ fans was applied. This is the main limit of car 
chassis dynamometers, which has to be taken into account for 
such type of measurements. 

Battery pack capacity has also an impact on the total energy 
consumption of the electric vehicle (Fei Feng et al., 2012; Park et 
al., 2019). A properly designed battery pack maximizes the use of 
energy resources in relation to the distance travelled. In order to 
properly design the battery pack, one has to take into considera-
tion the following important aspects: maximum discharge current, 
single cell capacity, total battery weight and mass distribution over 
the battery volume. Available battery cells can be divided into two 
categories: low current cells with high capacity and high current 
cells with low capacity. For low power vehicles (up to 3 kW), the 
better solution is to use high capacity cells. The advantage of 
such a configuration is the lower weight of the battery pack and its 
higher energy storage capacity. This results in larger distances, 
which can be covered by a vehicle. The disadvantage of such a 
solution is faster cells’ wear, which is about 3 years assuming 
daily use of a vehicle. The second group are the high current low 
capacity cells, which can deliver higher current translated into 
better driving dynamics but also higher operating temperature. 
This solution obliges to design larger and heavier battery packs in 
order to obtain a similar capacity as for the high capacity cells. 
The advantage of using a high discharge current cells is the long-
er battery life, which is about several years assuming the same 
conditions as mentioned above. The batteries used in the studied 
project are the high current low capacity Li-ion cells SONY 
US18650VTC5. The total weight of the battery pack is about 18 
kg. 

During the laboratory tests on the chassis dynamometer, the 
weight of the vehicle is not taken into account as the vehicle is 
tested in a stable position. The MAHA chassis dynamometer is 
able to simulate an inertial force for the vehicles whose mass 
exceeds 200 kg. However, the usefulness of such an approach 
has been proved for the lithium-ion electric vehicle battery param-
eter estimation in Kim et al. (2016). In the next section, an ap-
proach for the overall efficiency of the electric drive system has 
been proposed. In contrast to the energy consumption analysis, it 
gives the unequivocal results, which are independent of the as-
sumed road conditions. 

5. EFFICIENCY OF THE ELECTRIC DRIVE SYSTEM 

In order to evaluate the efficiency of the vehicle electric drive 
system, the power and torque characteristics’ test was carried out 
using the MAHA chassis dynamometer. Discrete measurement 
option was used. The measurement started at a speed of 
20 km/h, which was then increased by 10 km/h until it reached a 
speed of 80 km/h. The results from the MAHA computer system 
are presented in Fig. 4. 

 
Fig. 4. Power and torque characteristics of the light two-wheeled electric 
           vehicle 

During the test, the voltage of the battery pack as well as the 
total current consumed by the vehicle were measured and stored 
in the on-board data acquisition system based on Arduino Mega 
2560 Pro platform. In the studied case, the use of such simple 
DAQ system gives reliable measurement results (Barański et al., 
2019). In addition to the voltage and current measurements, the 
system also displayed the actual calculated power consumed by 
the vehicle, the actual speed, percentage of the battery charge as 
well as the temperatures of the BLDC motor, motor controller and 
the battery pack, which is extremely important for the battery pack 
operation and its life cycle (Chu et al., 2011). The on-board com-
puter consumes about 200 W of power, which is not a relevant 
value in comparison to the BLDC motor power and so it was 
neglected in the further considerations. The averaged measured 
values of the voltage and current for the maximum mechanical 
power were equal to respectively 97.2  V and 111.28 A. 

The maximum mechanical power obtained during the test was 
equal to 4.7 kW (6.4 BHP) for 440 rpm and the maximum torque 
was equal to 184.1 Nm. For total drive system efficiency calcula-
tions, formula (4) has been used. 
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 =  
𝑃mechanical

𝑃electrical
  100% (4) 

where Pmechanical is the mechanical power measured using the 
chassis dynamometer and Pelectrical is the electrical power calculat-
ed as a product of consumed voltage and current measured on 
the battery pack output, that is, 10.82 kW. The final efficiency 
value of the studied electric vehicle drive system was estimated 
as 43.44%. This is a typical value for such constructions based on 
the powerful BLDC motors and the high voltage battery packs. 

Fig. 5 shows the heat losses in the BLDC motor during inten-
sive vehicle exploitation which have an important impact on the 
total electric drive system efficiency. Moreover, similar losses are 
present in the motor controller which is placed on the top side of 
the battery compartment near the vehicle saddle (Fig. 6). It should 
be noted that the original motor has undergone some technical 
modifications to increase its operating temperature range. These 
are, firstly, replacement of 4 mm2 power cables to 8 mm2, which 
resulted in heat losses reduction, and hence, increased power 
transmitted to the motor. Secondly, replacement of the original 
motor windings to the ones with a thicker insulation, that is, two 
layers of polyurethane varnish and an external coating of polyam-
ide varnish. Thirdly, the two small fans were installed inside the 
motor to create air circulation. Fourth, the aluminium heat sink 
was mounted on the motor housing for better heat dissipation. 
The actual temperature inside the motor is provided by the PT100 
sensor, which transmits this information to the controller. 

 
Fig. 5. Temperature of the BLDC motor during chassis dynamometer 
            tests 

 
Fig. 6. Distribution of heat losses in the light two-wheeled electric vehicle 

Thanks to these modification, the motor operating temperature 
range increased from 150°C to about 200°C and the operating 
voltage increased to about 240 V. Nevertheless, due to security 
reasons, the motor controller was programmed to maintain the 
motor temperature below 120°C. Exceeding this temperature 
results in a noticeable power reduction, which has to be controlled 
during the tests. 

Apart from the heat losses present in the vehicle drive system, 
one has to take into account the losses associated with the power 
transmission between the vehicle and the chassis dynamometer. 
In order to avoid a drive wheel slipping on the rollers, the vehicle 
must be tightly pressed against the rollers, which introduces addi-
tional tire deflection losses. 

6. ELECTRIC VEHICLE CHARGING BALANCE 

Charging of the electric vehicle batteries is also a process that 
consumes some additional amount of energy (Khan and Choi, 
2018; Ahn and Lee, 2019). In order to measure an efficiency of 
charging process, the battery pack was discharged to 84.85 V, 
which is the 84.18% of its maximum voltage. The nominal capaci-
ty of the SONY VTC5 cell is 2600 mAh, but in reality, this value 
oscillates around 2560 mAh when the cell is new. The cut-off 
voltage of this cell is 2 V, which is interpreted as 0% of charge. 
Nevertheless, frequent discharging to such a voltage leads to an 
irreversible damage of the cell. In practice, the cell loses its oper-
ating properties at about 2.5 V and a significant loss of its capacity 
is already observed at a voltage of about 3.3 V (Test of Sony 
US18650VTC5 2600mAh (Green)). Therefore, devices such as 
BMS (Battery Management System) and on-board computer 
system were programmed to control the voltage to a minimum 
limit of 3.5 V to maintain the maximum battery life. 

Tab. 3. Charging test results 

Parameter Device 1 Device 2 

Voltage before charging 84.85 V 

Voltage after charging 100.8 V 

Charging energy/ 
battery capacity 

2.64 kWh / 28.9 Ah 2.92 kWh / 29.2 Ah 

For the charging test, two devices were used. The first  
(Device 1) was plugged in between the battery charging socket 
and the vehicle charger output while the second (Device 2) was 
plugged in directly to the power socket and the vehicle charger 
input. The battery charging time was 8 hours and 38 minutes and 

cost about €0.41. Tab. 3 summarizes values measured during 

the test. One has to notice that the real capacity of the battery 
pack decreased significantly from nominal 39 Ah to about 29 Ah, 
which is a result of natural cells ageing used intensively for more 

than 2 years. Considering the data from the Tab. 3, the charging 

efficiency was estimated at 90%. 

7. CONCLUSIONS 

Responding to an increased interest in electric vehicles design 
and operation, the authors have proposed the procedures for light 
two-wheeled electric vehicle energy balance investigation using a 
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car chassis dynamometer. These are: the energy consumption 
analysis, the overall efficiency test of the electric drive system and 
the electric vehicle charging balance studies. Regarding the first 
of above mentioned procedures one can conclude that the use of 
the car chassis dynamometer allows to investigate the energy 
consumption only for some range of speeds. This issue is closely 
related to the studied vehicle performances, that is, the more 
powerful the vehicle is, the better coherence of the analysis can 
be obtained. On the other hand, during efficiency test of light 
vehicle electric drive system, the excessive power can cause the 
wheel to slide on the dynamometer rollers, which distorts the 
results. The vehicle should be firmly attached to the test stand and 
the additional tire deflection losses should be taken into consider-
ation. 

Being conscious about the inconveniences and limits of the 
car chassis dynamometer (i.e., important rollers inertia factor) for 
light electric vehicles testing as well as about the advantages of 
such approach, one can prepare valuable testing procedures. 
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Abstract: The article presents research results referring to the influence of supply pressure on the functional parameters of the impulse 
low-pressure gas-phase injector. The study was done on the original stand for flow test of gas-phase injectors. In the indirect evaluation, 
with the initial parameters and the length of the forced impulse, the current line, acceleration and pressure sensor courses were used. 
Apart from the volumetric flow rate, the analysed parameters were the time periods of the injector opening and closing process. Those time 
segments were composed of response time and opening/closing time, the sum of which gives time of full opening. Functional relationships 
describing the volumetric flow rate, time of full opening and closing are presented, which are helpful not only in comparative tests  
of different injectors, but also in modelling the operation of gas injector or algorithms of gas supply control system. The reference  
to the volumetric flow rate allowed to indicate possible causes of variability of this parameter depending on the supply pressure. 

Key words: Mechanical engineering, combustion engines, fuel supply, alternative fuel injector, research 

1. INTRODUCTION 

In recent years, we have seen legislative efforts to reduce ex-
haust emissions from engines used in transport (WLTP, 2019). 
This is generally known as greenhouse gases (GHGs) (Clairotte 
et al., 2020). Although some of the regulations are European, 
manufacturers around the world are adapting their engines to the 
requirements of the next Euro emission limits, considering distri-
bution issues (Kim et al., 2020). In 2018, CO2 emissions during a 
European car certification test could reach 120.5 g/km. Since 
2020, this has been reduced to 95 g/km. In a longer-term perspec-
tive, further reductions by 15% in 2025 and 37.5% in 2030 are 
planned (García et al., 2020). Such actions will most probably 
exclude the possibility of using combustion engines as the only 
source of vehicle propulsion. However, they may still be used in 
hybrid systems with different connection configurations 
(Raslavičius et al., 2015, 2017). A separate issue proposed for 
inclusion in the future Euro VII standard is the unification of ex-
haust emissions for cars, vans, and trucks. There are still matters 
of emissions for machines and non-road vehicles (Waluś et al., 
2018; Warguła et al., 2018). 

In Europe, the most popular alternative fuel used in cars and 
vans is liquefied petroleum gas (LPG) (Raslavičius et al., 2014). 
Alternative fuels are listed in the European Union Directive 
(2014/94/EU) (Council of the European Union, 2014). Interest in 
using LPG/CNG in forklift and working machinery engines is also 
observed (Warguła et al., 2020, 2020a). 

Taking into consideration the emission regulations, more pre-
cise algorithms are required to monitor the performance of the 
internal combustion engine, and in particular towards the gas fuel 
supply (Dziewiatkowski et al., 2020). More precise executive 
modules are also required (Szpica, 2016). Additionally, it is nec-
essary to know the working characteristics of the components in 
relation to variable input parameters. 

The impulse low-pressure gas-phase injectors, which are in-
stalled in alternative combustion engine supply systems, are 
characterized by their diverse design. Out of many parameters, 
which can describe the operation of the gas injector, the volumet-
ric flow rate (Czarnigowski, 2012) and the time periods associated 
with the movement of the actuator (Duk and Czarnigowski, 2012; 
Szpica, 2018) are considered as basic. 

For the functional evaluation of the gas injectors, computa-
tional methods used for modelling the operation of engines and 
their components may be used: 

 0-D modelling (Baldi et al., 2015; Feng et al., 2019; Ngayihi 
Abbe et al., 2015; Polášek et al., 2002); 

 1-D modelling (Cerri et al., 2006; Da Silva Trindade and Dos 
Santos, 2016; Sawant and Bari, 2017; Pauras Sawant et al., 
2018); 

 3-D modelling (Broatch et al., 2019; Buhl et al., 2017; 
Kosmadakis et al., 2012; Mohammadi et al., 2012). 
Calculation methods are becoming essential when prototyping 

new construction solutions. Analytical models are used here 
(Brumercik et al., 2020; Szpica and Kusznier, 2020). For strength 
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and thermal evaluation, the finite element method (FEM) is widely 
used (Bensetti et al., 2006; Borawski et al., 2020, 2021), while in 
the flow part, computational fluid dynamics (CFD) (Czarnigowski 
et al., 2007, 2009; Marčič et al., 2015; Szpica, 2015). A very 
difficult computational problem is the phenomenon of circuit mag-
netism with an injector drive coil (Passarini and Nakajima, 2003; 
Passarini and Pinotti, 2003; Taghizadeh et al., 2009). In gas 
injectors, as in other fuel injectors, there are high hopes for piezo-
electric propulsion (Mieczkowski, 2019; Mieczkowski et al., 2020; 
Pogulyaev et al., 2015; Satkoski et al., 2009).  

Mathematical modelling allows for the approximation of real 
processes, but in effect, experimental verification is required. For 
testing gas injectors, experimental methods used for functional 
analysis of injectors for different fuels can be applied: 

 high speed cameras (Aleiferis et al., 2010; Jang et al., 2000; 
Panão and Moreira, 2005); 

 optical laser (Kakuhou et al., 1999; Leach et al., 2007; Robart 
et al., 2001); 

 light fluorescence absorption (Aleiferis and Van Romunde, 
2013; Leach et al., 2007); 

 current in the power line (Duk and Czarnigowski, 2012; Szpi-
ca, 2018); 

 heat flow sensors (Serras-Pereira et al., 2013);  

 acceleration sensors (Czarnigowski, 2012; Szpica, 2018); 

 pressure sensors (Duk and Czarnigowski, 2012; Szpica, 
2018); 

 lift sensors (Ambrozik and Kurczyński, 2008; Szpica, 2018); 

 optical sensors (Walaszyk and Busz, 2013); 

 gravimetric method (Szpica and Czaban, 2014); 

 ‘fuel tank refill’ method (Szpica and Czaban, 2014). 
The methods presented above differ in the level of complexity, 

the required equipment, as well as the way they interfere with the 
executive parts. The use of direct methods gives the most precise 
picture of the processes, but this often involves interfering with the 
working system, which must be repaired at a later stage. As 
shown in (Szpica, 2018) indirect methods, which exclude interfer-
ence with the working elements of the gas injector, also allow for a 
correct assessment of functional parameters. 

On the one hand, the emission regulations and, on the other 
hand, the expansion of the control algorithms within the engine 
require knowledge not only of the static characteristics, but also of 
their changes when adjusting the input parameters. The main 
feature of the injector, which is the volumetric flow rate, has been 
improved by time intervals for opening and closing the injector, 
filling the research gap in this area. The aim of the study was to 
develop functional dependencies describing the variability of the 
analysed parameters that may be helpful in the analysis of engine 
transitions as well as in creating mathematical models. 

2. THE RESEARCH OBJECT 

The object of the research was STAG AC W02 – four-section 
injection rail LPG/CNG (Fig. 1a). W02 is the impulse low-pressure 
gas-phase injector. In the lack of power supply, plunger 1 (Fig. 1b) 
is pressed against the socket by spring 3 and gas flow is not 
possible. When an electrical impulse arises in circuit 2, the elec-
tromagnetic force raises plunger 1 and the gas flow is realized 
according to the red arrows (Fig. 1). When the electric impulse 
disappears, spring 3 moves plunger 1 downwards, making the 
flow impossible. 

 

a) 

 

b) 

 
Fig. 1. STAG AC W02 – four-section injection rail LPG/CNG: a – picture; 

b – scheme: 1 – plunger, 2 – electromagnetic circuit, 3 – spring, 
red arrows point at the flow direction 

Basic technical data of the STAG AC W02 – four-section in-
jection rail LPG/CNG have been presented in Tab. 1. 

Tab. 1. Basic technical data of the Valtek Rail Type 30 gas injector 
Data taken from (AC, 2020) 

Parameter Value 

max flow rate at 1.2 bar 120 NL/min 

coil resistance 1.9  

nozzle size (min 1.5/max 2.8) mm 

opening time/closing time (2 / 1) ms 

operating temperature (–20 ÷ 120)°C 

max working pressure 400 kPa 

3. THE RESEARCH METHODOLOGY 

The tests were carried out on the original gas injector flow test 
stand. For safety reasons, the tests were conducted using air 
instead of LPG/CNG (Fig. 2). In the evaluation of functional pa-
rameters, indirect methods were used without interfering with the 
injector's working system. 

Compressed air from air supply 1 flows through the air prepa-
ration 2 system to the buffer tank 3. The buffer tank is designed to 
accumulate sufficient air to prevent temporary pressure drops. 
The air continues to flow through the tested injector 4. The im-
pulse action of the injector is controlled by a pulse generator 5.  

 
Fig. 2. The scheme of the measurement stand: 1 – air supply,  

2 – air preparation system, 3 – buffer tank, 4 – tested injector,  
5 – pulse generator (based STAG ECU), 6 – voltage connector; 
7 – current lines, 8 – accelerometer, 9- pressure gauge,  
10 – oscilloscope, 11 – mass flow meter, 12 – multimeter 

In the measurement section that assesses the power supply, 
there is a voltage connector 6 and current line 7. The return posi-
tions of the injector plunger are accompanied by vibrations, which 
are read out by the accelerometer 8. The air stream coming out of 
the injector under test goes to the pressure sensor 9, which esti-
mates the operating cycle in terms of flow-through. The design 
and operation of pressure sensor 9 is described in Szpica (2018). 
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Signals are stored in oscilloscope 10. In addition, it is possible to 
measure the average injector output through the mass flow meter 
11 and multimeter Brymen 907 12. Basic technical data of the 
measurement equipment have been presented in Tab. 2. 

By using an oscilloscope, it was possible to register 4 different 
channels. Assuming that the voltage supply to the injector is 
forced, the corps acceleration, current line, and pressure are 
additionally recorded. The registered values were saved to *.csv 
file. The results were processed using software created in Guide 

Matlab-Simulink. A Butteworth low pass filter (Yang et al., 2005) 
was used to filter the waveforms. As a result, it was possible to 
read the times describing the injector reaction when opening and 
closing (Fig. 3). Based on the ‘breakthrough’ of the current line, 
only the time to full opening (tfo) could be read. The acceleration 
course and the pressure course made it possible to read both 
response of opening or closing time (tor, tcr) and opening time (to) 
or closing time (tc). By adding up response time and open-
ing/closing time as a result, we get time to full opening/closing. 

Tab. 2. Parameters of the measuring equipment 

Parameter Measurement device Response time Range Output signal Accuracy 

current HAMEG HZ050 < 1 s 30 A 100 mV/A 1% 

acceleration KELAG KAS903-02A < 1 ms 12 g (0.5–4.5) V 0.005 g 

pressure MPXH6400A < 1 ms (20–400) kPa (0–5) V 0.25% 

mass flow BRONKHORST F-113AC-M50-ABD-00-V < 0.5 s (0–300) Nl/min (0–5) V 0.5% 

voltage RIGOL RP1500A bandwidth ~ 150 MHz; damping factor – 10:1 

record RIGOL MSO4014 bandwidth – 100 MHz; real-time sample rate – up to 4 GSa/s 

 
Fig. 3. Example courses recorded during the measurement (injection impulse 10 ms, PWM after 3 ms): t – time; index: or – of opening response,  

 o – of opening, fo – of full opening, cr – of closing response, c – of closing 

4. RESULTS OF THE MEASUREMENT 

In the initial part of the study, the volumetric flow rate was de-
termined using the flow meter. The supply pressure regulated in 
the scope (0.5–2.5) e5 Pa. The pulse generator has been set with 
constant parameters: frequency of impulses: 1000 min-1; injection 
time: 10 ms; signal modulation 90% PWM at 3 ms; voltage: 14 V; 
outlet nozzle diameter: 3.2 mm. 

The variability of volumetric flow rate relative to supply pres-
sure was presented in the Fig. 4. The relation Q = f (p) was ap-
proximated with the polynomial of 3rd degree: 

𝑄 = −1.1612𝑝2 + 13.9160𝑝 + 1.2933 (𝑅2 = 99.9%) (1) 

It was found that a 9-fold increase in supply pressure results 
in an approximate 6-fold increase in volumetric flow rate, the ratio 
is not proportional. In the study (Czarnigowski, 2012), the results 
of the volumetric flow rate tests of constructively similar injectors 
were presented. Despite the differences in values, the variability 
of the tested parameters correlates with the one presented in this 
study. 

 
Fig. 4. The relation of the volumetric flow rate and the supply pressure  

for the tested injector 

In order to maintain the necessary relationship towards com-
parison, the variability of time characterizing the injector operation 
was also approximated with the polynomial of 3rd degree. Func-
tional dependencies have been determined for time to full opening 
and full closing. Full opening time based on the current course 
was described (Fig. 5a) 

𝑡𝑓𝑜 = −0.0358𝑝2 + 0.3066𝑝 + 1.4355 (𝑅2 = 99.7%) (2) 
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and the acceleration sensor course 

𝑡𝑓𝑜 = −0.0485𝑝2 + 0.3263𝑝 + 1.5380 (𝑅2 = 99.5%) (3) 

also the pressure sensor course 

𝑡𝑓𝑜 = −0.0200𝑝2 + 0.2308𝑝 + 1.7478 (𝑅2 = 99.1%) (4) 

In case of evaluation of the injector closing process, it is im-

possible to evaluate it on the basis of the current line. Therefore, 
the ratios defining time to full closing are described based on the 
acceleration sensor course (Fig. 5d) 

𝑡𝑓𝑐 = 0.0109𝑝2 − 0.1102𝑝 + 2.3383 (𝑅2 = 95.0%) (5) 

and the pressure sensor course 

𝑡𝑓𝑐 = 0.0333𝑝2 − 0.0531𝑝 + 2.3498 (𝑅2 = 82.9%) (6) 

 
a) b) c) 

   

d) e) f) 

   

Fig. 5. The results of the research: a – time to full opening, b – opening response time, c – opening time, d – time to full closing,  
 e – response closing time,  f – closing time 

In the case of time to full opening variability, it was found that 
a 9-fold increase in supply pressure gives time to full opening 
increments in the range 20–32%, current line – 32%, acceleration 
sensor – 28% and pressure sensor – 21% accordingly. Analysing 
Fig. 5b and c, the dominant influence of opening response time is 
observed. It results from the necessity to overcome the force from 
the differential pressure above and below the piston by the elec-
tromagnetic force of the drive. The opening process itself is char-
acterized by similar time values, due to the disappearance of the 
pressure difference under and over the piston.  

The closing process of the injector and the associated charac-
teristic times are more difficult to estimate using indirect methods. 
While the acceleration sensor shows a 7.5% decrease in time to 
full closing, the pressure sensor shows a 2% increase. In this 
case, the accelerator sensor should be considered as representa-
tive, because in the pressure sensor and its course of pressure in 
the process of closing the injector, there is still a phase of air 
stream expansion between the injector and the sensor, as de-
scribed in Szpica (2018). On the basis Fig. 5e and f for the accel-
eration sensor, it is possible to state the major influence of re-
sponse time on time to full closing. 

The presented results of research on the influence of supply 
pressure on functional parameters of the impulse low-pressure 
gas-phase injector correlate with the research and conclusions 
from the experimental studies presented in (Czarnigowski, 2010, 
2014). It was found there that the supply pressure has an impact 

on the opening response time because, as already mentioned, the 
electromagnetic force has to overcome the greater pressure 
difference under and over the piston. However, there was no 
confirmation with reference to the characteristic times of the open-
ing and closing process. An analysis of opening and closing times 
of the injector can be helpful in developing an algorithm to control 
the operation of the supply system at variable gas pressure re-
garding the change in injection angle. 

The results obtained in the course of the research are also the 
base for the verification of mathematical models describing the 
operation of the gas injector, for example Szpica and Kusznier 
(2020). 

5. CONCLUSIONS 

The studies presented in the article and their analysis were in-
tended to evaluate the influence of supply pressure on the func-
tional parameters of the impulse low-pressure gas-phase injector. 
The parameters evaluated were volumetric flow rate and time 
intervals describing the process of opening and closing the injec-
tor. The conclusions are as follows, 

 A 9-fold increase of supply pressure gives a 6-fold increase in 
the volumetric flow rate. The relation was approximated with 
the polynomial of 3rd degree; 
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 Changes in supply pressure in the scope covered by the 
research plan result in time to full opening increases of a 
range 20–32%. 

 The opening response time has a more significant impact on 
the time to full opening than opening time. 

 The acceleration sensor shows a 7.5% decrease in time to full 
closing, with a significantly higher impact on response time 
than closing time. 

 The pressure sensor gives a 2% increase in time to full clos-
ing, but its course during closing process is not fully repre-
sentative, which takes into account the expansion phase of 
the stream between injector and sensor. 
The study results presented in the article fill the research gap 

regarding the evaluation of the influence of supply pressure on the 
examined time periods. They are also helpful in creating mathe-
matical models describing the operation of the gas injector or 
planning algorithms for controlling the gas supply system. In the 
next stage, it is planned to verify the research presented in the 
study by the direct method using the displacement sensor. 
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Abstract: This article investigates the robust stabilization and control of the inverted pendulum on a cart against disturbances, measure-
ment noises, and parametric uncertainties by the LFT-based LPV technique (Linear-Fractional-Transformation based Linear-Parameter-
Varying). To make the applying of the LPV technique possible, the LPV representation of the inverted pendulum on a cart model is devel-
oped. Besides, the underactuated constraint of this vehicle is overcome by considering both degrees of freedom  
(the rotational one and the translational one) in the structure. Moreover, the selection of the weighting functions that represent the desired 
performance is solved by two approaches of evolutionary algorithms; Genetic Algorithms (GA) and Evolutionary Strategies (ES) to find  
the weighting functions’ optimal parameters. To validate the proposed approach, simulations are performed and they show  
the effectiveness of the proposed approach to obtain robust controllers against external signals, as well as the parametric uncertainties.   

Keywords: Inverted Pendulum on a cart, Robust Control, Underactuated Systems, Linear Parameter Varying Systems, H∞ 

1. INTRODUCTION 

1.1. Context and Motivations 

The H∞ control is one of the efficient control approaches on the 
robustness problem. Its objective is to minimize the gain between 
the external input signals and the so-called output signals (Zhou 
and Doyle, 1998). For the first time, it is developed for the Linear 
Time-Invariant systems (LTI). An extension of the H∞ theory for 
the Linear Parameter Varying systems (LPV) has been devel-
oped. It has investigated the control synthesis and stability analy-
sis of the LPV systems (Iwasaki and Shibata, 2001; Scherer, 
2001; Wu, 2001). There are three kinds of LPV representations. 
First, the polytopic approach; the parameters are used at each 
vertex in the polytope. The main disadvantage of this approach is 
that exponential number of controllers are required, therefore, 
solving a large number of Linear Matrices Inequalities (LMI) and 
the computational effort is then expensive (Salhi et al., 2015; Liu, 
2017). Second, gridding linearization; with this approach, there 
are simple controllers to implement, but, because the discretiza-
tion on the parameters space is not well-defined (Wu et al., 1996), 
we may get infinity controllers. Third and last one; the LPV system 
with Linear Fractional Transformation (LFT) is common in separat-
ing the uncertainties from the nominal model in robust control. In 
this class, the same structure (LFT) is used with varying parame-
ters. The main advantage of this approach is that minimal LMIs 
are solved to design a single controller. This controller has a self-
scheduled structure around the parameters (Packard, 1994; Ap-
karian and Gahinet, 1995). The LPV theory shows efficiency in 
overcoming the complexity caused by the nonlinearity, especially 
the LFT representation, which we used in this paper. Moreover, 
researches were carried out about LPV systems in robust control 
because it’s rigorous in robust stability. So, rather than divide the 

nonlinear system in a set of LTI systems according to their operat-
ing points, the LPV system is developed by considering the non-
linearities as varying parameters, it is called here a quasi-LPV 
system (Shamma and Athans, 1991; Abbas et al., 2014). 

On the other hand, the presented paper aims to investigate the 
design of a robust LPV controller for an inverted pendulum on a 
cart. The inverted pendulum is a classical benchmark, which can 
be considered as the simplest robotic system with one rigid body 
and one joint (Boubaker, 2013). The inverted pendulum could be 
considered as an ideal nonlinear system with a stable equilibrium 
point when the pendulum is in the pending position and an unsta-
ble equilibrium point when the pendulum is in the upright position. 
When the system is moved up from the pending position to the 
upright position, the model is strongly nonlinear with the pendulum 
angle. Besides, with two Degrees Of Freedom (DOF); and only 
the horizontal force, the inverted pendulum is the simplest Under-
actuated Mechanical System (UMS). Therefore, the inverted 
pendulum seems to be the platform for the implementation of 
different nonlinear and linear approaches; augmented PID control-
ler (Siradjuddin et al., 2018), fuzzy logic control (El-Bardini and El-
Nagar, 2014), sliding mode (Park and Chwa, 2009), predictive 
control (Ohhira and Shimada, 2017), and optimal control (Prasad 
et al., 2014). 

1.2. Related Works 

Many recent papers have interested the LPV techniques. For 
instance, in Tasoujian et al. (2020), the authors considered 
a parameter-varying model with delays to describe the dynamics 
of mean arterial blood pressure. Next, they designed a gain-
scheduled output feedback LPV controller against disturbances 
and norm-bounded uncertainties to develop and regulate a real-
time mean arterial blood pressure response of patients via time 
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delay LPV control technique. The LPV techniques are commonly 
used in sensible systems that need rigorous rejection of disturb-
ances, uncertainties’ effects, and faults like unmanned aerial 
vehicles (López-Estrada et al., 2016; Hasseni and Abdou, 2018). 
The authors of (Nguyen et al., 2020) constructed a conceptual 
model of narrow tilting vehicles in a polytopic LPV form, and they 
then proposed a static output feedback control method as the 
simplest structure to avoid the use of costly vehicle sensors. In 
(Xu et al., 2019), a novel robust fault detection approach is pro-
posed. Besides, an unknown input observer is designed for LPV 
systems with both state and output scheduled by inexact schedul-
ing variables. Here, the stability conditions for the proposed ap-
proaches are established via LMI. In Rotondo et al. (2018), a 
discrete-time LPV unknown input observer is proposed for the 
diagnosis of actuator faults and ice accretion in unmanned aerial 
vehicles. The effectiveness of the proposed approach is validated 
by simulations illustrating the diagnosis of actuator faults and icing 
in a small unmanned aerial vehicle. In Li et al. (2019), the authors 
designed a novel fault detection filter for a class of continuous-
time LPV systems. This filter is transformed into an H∞ filtering 
problem for the filtering error system with uncertain parameters. In 
Liu et al. (2019), an LPV model for the aero-engine dynamics is 
constructed. Next, a theoretical sufficiency criterion is provided to 
guarantee H∞ performance based on LMI. The simulations 
showed the validity of the proposed strategy by reducing the 
computational cost and avoiding false switching due to disturb-
ances. The authors of (Yang et al., 2020) constructed an LPV 
model of the proton-exchange-membrane-fuel-cell system to 
describe its behaviour and to reduce the computation cost. Be-
sides, this LPV model is used to propose an augmented state 
observer for simultaneously estimating the states and component 
faults. The robustness is guaranteed against disturbances and 
measurement noises. In Alcalá et al. (2020), to develop a Model 
Predictive Controller that can be calculated online with reduced 
computational cost, the authors used the LPV theory to model and 
to control an autonomous vehicle. On the other hand, the problem 
of the best trajectory is solved by an optimal offline trajectory 
planner. 

1.3. Challenges and Contributions 

In previous work (Hasseni and Abdou, 2017), the translational 
DOF has been eliminated by taking a reduced model; the model 

was presented by two states (θ, 𝜃̇), the objective was to stabilize 
the pendulum in null angle with robustness against disturbances 
and uncertainties. In this work, the novelty is presented within 
these three points; include the friction effect and consider the 
velocity as a state (a), getting optimal weighting functions (b) and 
both of the two DOF (θ and x) is stabilized and controlled simulta-
neously (c). 
a) Unlike Hasseni and Abdou (2017), in this work, we manipulate 

with considering the friction effect, so, the translational velocity 
has been included as a state. We note that we don’t consider 
the translational position (x) as a state because it isn’t neces-
sary to measure or estimate the position of the pendulum’s 
cart (i.e., Segway), where the objective is to stabilize it be-
cause the rider can move it by inclining himself. 

b) The technique of the controller design (LFT-based LPV H∞) is 
applied here. One of the problems we face on the design is 
the weighting functions’ selection, which depends on experi-
mental skills. Many researchers have been interested in this 

issue (Zhou and Doyle, 1998; Beaven et al., 1996; Hu et al., 
2000), but there is no general methodology to select the 
weighting functions. This problem appears on complex sys-
tems when the performance specification is not (or is difficult 
to) defined. When we impose such optimal desired perfor-
mance presented by the weighting functions, the H∞ controller 
design process maybe failed to find a suitable controller for 
such performance, the solution is that we have to demean the 
performance specification. Nature-inspired stochastic optimi-
zation tools have been used in many works to get the 
weighting functions’ optimal parameters with the existing H∞ 
controller, for the LTI system (Alfaro-Cid et al., 2008), for a 
polytopic-LPV system (Do et al., 2011; Vu et al., 2017), and 
for an LFT-LPV system (Hasseni and Abdou, 2020). These 
tools are more required in the multi-objective problem, which 
is very common in the controller designing process. To get the 
weighting functions’ optimal parameters, we use in this paper 
two evolutionary algorithms; first, the Genetic Algorithm (GA), 
which is based on Darwinian evolution, and is created by Hol-
land (Holland, 1992). Second, the Evolutionary Strategies 
(ES), the first evolutionary algorithm created by Rechenberg 
(1973), which is based on biological evolution. 

c) With 2DOF (x and θ) and just one input (Force), the inverted 
pendulum is considered as an Underactuated Mechanical 
System (UMS). Based on previous works (Hasseni and 
Abdou, 2017; Choukchou-Braham et al., 2014a), we conclude 
that the inverted pendulum is a kind of system that could not 
be transformed to chain structured and be controlled in cas-
cade strategy. Therefore, in this paper, the global stabilization 
of the vehicle is investigated under this constraint. We design 
a controller that stabilizes the two DOF (θ and x) simultane-
ously. 

1.4. The Paper Outline 

The outline of the paper is as follows: In Section 2, we intro-
duce the proposed vehicle to control, the inverted pendulum on a 
cart. Besides, we present its model and develop its equivalent 
LFT-LPV representation. In Section 3, we will show the selected 
evolutionary algorithms, GA and ES, and the characteristics of 
such techniques we use. In Section 4, after getting the closed-
loop system, including the disturbance, the measurement noise, 
and the weighting functions, we will apply the optimization process 
to get the weighting functions’ optimal parameters considering the 
angle as the only output. The underactuated degree of freedom is 
taken into account in Section 5, we will show the ultimate simula-
tion results of stabilizing the system. Finally, our conclusion is 
presented in Section 6. 

2. THE INVERTED PENDULUM ON A CART 

2.1. The mathematic model of the inverted pendulum  
on a cart 

A dynamic model of any mechanical system can be derived 
from Lagrange-Euler formulation. We can describe the dynamic 
model of the mechanical system as follows: 

𝑀(𝑞)𝑞̈ + 𝐶(𝑞, 𝑞̇)𝑞̇ + 𝐺(𝑞) = 𝑢                                             (1) 
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where q is the degree of freedom coordinate. 𝑞̇ and 𝑞̈ are its first 

and second derivatives. 𝑀(𝑞) is the symmetric definite positive 

inertia matrix. The term 𝐶(𝑞, 𝑞̇) is the centrifugal and Coriolis 

matrix. The term 𝐺(𝑞) is the gravitational torques vector, and u is 
the inputs. 

The model of the inverted pendulum on a cart is a benchmark 
for many autonomous vehicles, that is, Segway (Younis and 
Abdelati, 2009), which is a vehicle having two degrees of freedom; 

one is relating on the angular coordinate (θ) and the other is 
relating on the translational coordinate (x), but the only applied 
input is the linear thrust force (F). The control objective is to stabi-
lize the pendulum in the null angle whatever the initial angle (Fig. 
1).  

 
Fig. 1. Geometric scheme of an inverted pendulum on a cart 

The dynamic model of the considered system, the inverted 
pendulum on a cart, is presented in the next expression (Fiacchini 
et al., 2006; Raffo et al., 2007): 

[
𝑀 + 𝑚 𝑀𝑙 cos(𝜃)

𝑀𝑙 cos(𝜃) 𝑀 𝑙2
] [

𝑥̈
𝜃̈
] + [𝑏 −𝑀𝑙 𝑠𝑖𝑛(𝜃)𝜃̇

0 0
] [

𝑥̇
𝜃̇
] +

[
0

−𝑀𝑔𝑙 sin 𝜃
] = [

𝐹
0
]                                                                 (2) 

Where m is the mass of the cart. M is the pendulum mass that 
presents here the mass of the rider who guides the vehicle, l is 

the pendulum length, g is the gravity constant, b is the linear 
friction force coefficient, and F is the linear force applied in the 
vehicle. The objective of this research is the robust control of this 
nonlinear system by using the LPV technique. We will create the 
nonlinear model of the inverted pendulum (2) as an LPV with LFT 
representation in the next subsection.  

2.2. The LFT-LPV representation of the inverted pendulum 
on a cart 

As we have mentioned, there are different presentations of an 
LPV system; polytopic, gridding, and LFT. We use the last one to 
present the inverted pendulum model because we are getting a 
single scheduled controller. We have to notice that the controller 
has the same representation of the system. 

We extract the two equations from (2): 

{
(𝑀 + 𝑚)𝑥̈ + 𝑀𝑙 cos(𝜃) 𝜃̈ + 𝑏𝑥̇ − 𝑀𝑙 sin (𝜃)𝜃̇2 = 𝐹   

𝑀𝑙 cos(𝜃) 𝑥̈ + 𝑀𝑙2𝜃̈ − 𝑀𝑔𝑙 sin(𝜃) = 0                            
(3) 

We face the issue that the term (𝑀𝑙 sin (𝜃)𝜃̇2) makes the ap-
plying of the LFT-LPV technique difficult. To avoid this problem, 

we change the generated signal by the controller. The new dy-
namic model is: 

{
(𝑀 + 𝑚)𝑥̈ + 𝑀𝑙 cos(𝜃) 𝜃̈ + 𝑏𝑥̇ = 𝑢      

𝑀𝑙 cos(𝜃) 𝑥̈ + 𝑀𝑙2𝜃̈ − 𝑀𝑔𝑙 sin(𝜃) = 0
              (4) 

In which: 

𝑢 = 𝐹 + 𝑀𝑙 sin (𝜃)𝜃̇2                                                              (5) 
By replacing one equation of (4) with the other, we take the 

nonlinearities as varying parameters. After some mathematical 
operations, we extract the LFT-LPV state space (6) and its struc-
ture (Fig. 2): 

[
𝑥̇
𝑧𝜌

𝑦
] = [

𝒜 ℬ𝜌 ℬ1

𝒞𝜌 𝒟𝜌𝜌 𝒟𝜌1

𝒞1 𝒟1𝜌 𝒟11

] . [
𝑥
𝑤𝜌

𝑢
]                                        (6) 

                   𝑤𝜌 = 𝛩 𝑧𝜌 

where x is the states’ vector, 𝑥 = [𝜃 𝜃̇ 𝑥̇]𝑇. u is the input. zρ 
and wρ are the inputs and outputs of the parameters block Θ. 

The matrices: 

𝒜 =

[
 
 
 
 
0 1 0
𝑔

𝑙
0

𝑏

(𝑀 + 𝑚)𝑙

0 0
−𝑏

(𝑀 + 𝑚) ]
 
 
 
 

, ℬ𝜌

=

[
 
 
 
 
0         0                0              0       
𝑔

𝑙
 

1

(𝑀 + 𝑚)𝑙
       0       

𝑀

(𝑀 + 𝑚)

0          0        
𝑀𝑙

(𝑀 + 𝑚)
       0      

]
 
 
 
 

,  

 ℬ1 = [

0
−1

(𝑀+𝑚)

1

(𝑀+𝑚)

] , 𝒞𝜌 =

[
 
 
 
1   0           0          
0   0           𝑏          
𝑔

𝑙
    0          

𝑏

(𝑀+𝑚)𝑙

0     0           0          ]
 
 
 
, 𝒞1 =

[1 0 0],               (7) 

𝒟𝜌𝜌 =

[
 
 
 
 
 0           0           0           0         
 0           0           0           0         
𝑔

𝑙
  

1

(𝑀 + 𝑚)𝑙
  0  

𝑀

(𝑀 + 𝑚)
 0           0            1           0         ]

 
 
 
 

, 𝒟𝜌1 =

[
 
 
 
 

0
−1
−1

(𝑀 + 𝑚)
0 ]

 
 
 
 

,  

 𝒟1𝜌 = [0  0  0  0], 𝒟11 = 0, 𝛩 = [

𝜌1

0
0
0

0
𝜌2

0
0

0
0
𝜌3

0

0
0
0
𝜌4

]                                   

 
Fig. 2. LFT-LPV scheme of the inverted pendulum 

Before designing a controller to stabilize such an LPV system, 
we need to provide the limit bound of each parameter. All the 

parameters; ρ1 … ρ4 are dependent on θ. 
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Theoretically, −90° ≤ 𝜃 ≤ 90° but to avoid the non-

controllability, we have to reduce the bound to −80° ≤ 𝜃 ≤
80°. Table 1 presents the range of each parameter. 

Tab. 1. The ranges of the varying parameters 

Parameter Description Min. value Max. value 

ρ1 
(
sin 𝜃

𝜃
) − 1 -0.3 0 

ρ2 cos 𝜃 − 1 -0.83 0 

ρ3 cos 𝜃 0.17 1 

ρ4 𝑐𝑜𝑠2 𝜃 0.03 1 

We notice that in (6)–(7), we didn’t generate the closed-loop 
system yet, just convert the plant (4) to LFT-LPV representation. 
We need to interconnect the plant with the disturbances and the 
weighting functions. Our contribution is to select the weighting 
functions parameters by the nature-inspired algorithms (GA and 
ES). So, in the next section, we introduce the algorithms that we 
developed and their characteristics. 

3. NATURE-INSPIRED ALGORITHMS 

The nature-inspired optimization algorithms have common 
tasks on their procedures: selection randomly of initial solutions, 
evaluate the solutions depending on a fitness function, elimination 
of the worst solutions, and generation of new solutions. This last 
one is carried out by a set of operations (crossover, mutation, and 
selection). The significant difference between such algorithms is 
the generation of new solutions. 

In the next subsections, we will show a description of the used 
algorithms (GA, ES), and their properties are explained by their 
pseudo-codes.    

3.1. Genetic Algorithm 

Genetic Algorithm (GA) is one of the oldest evolutionary algo-
rithms. It is the most popular EAs in engineering applications. It 
was developed and created by Holland (1992). It is based on the 
Darwinian evolution of biological systems. Its operators are the 
biological operators: crossover, mutation, and selection, which are 
applied to each population. The population is divided on individu-
als, where the best individuals have a chance to survive and 
transfer their characteristics to the next generation. The individual 
is called chromosome, which presents a solution. In our work, we 
consider the individual as a real-coded solution (Wright, 1991) 
presented by a vector and the generation is the iteration to gener-
ate a new set of solutions. The procedure is as illustrated in  

Algorithm 1: 

Algorithm 1 : Genetic Algorithm 

Initialize a solutions randomly; 

While max_Generation not meet do 

Evaluate each solution; 

Rank the solutions; 

Recombine_BMW pairs of parents; 

Mutate the offspring by pm; 

Replace the worst parents by best offspring; 

end while 
 

The operation Evaluate is the evaluation according to its fit-
ness function, where we need to rank the population according to 
its fitness to perform the Best-Mate-Worst crossover (Abdou and 
Soltani, 2005; Yeo and Lu, 1999). All the population’s individuals 
are passing on the crossover operation (Recombine_BMW), 
which is presented by the following expression: 

{
𝑥𝑖

𝑡+1 = 𝛼. 𝑥𝑖
𝑡 + (1 − 𝛼). 𝑥𝑗

𝑡

𝑥𝑗
𝑡+1 = 𝛼. 𝑥𝑗

𝑡 + (1 − 𝛼). 𝑥𝑖
𝑡                           (8) 

The operation Mutate is a random mutation that is implement-

ed on a few of the offspring (probability of pm) after the crossover 
operation. The Gaussian mutation is used as: 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡+1 + 𝑁(0, 𝜎)                (9) 

Finally, the operator of the selection (Replace) permits to re-
place the worst individuals of the previous generation by the best 
individuals of the new generation to keep the size of the popula-
tion and pass to the next generation. The parameters are shown 
in Table 2. 

3.2. Evolutionary Strategies 

Evolutionary Strategies (ES) is the oldest evolutionary algo-
rithm. It is based on biological evolution. Like the GA, the ES 
operators are crossover (combination), mutation, and selection 
(Hansen et al., 2015). Its main advantage is the self-adaptive 
control of parameters, especially in the mutation task. ES contains 
many strategies; we use here the (μ+λ) strategy (Abdou and 
Soltani, 2008) with real-coding individuals. In the selection task, 

we took λ individuals from the offspring’s population gathered with 
the best μ individuals from the parent’s population, and we con-
sider the result as a new generation. Unlike the GA, in the combi-
nation (crossover), we don’t need to rank the population because 
the combination is randomly achieved between individuals (a 

fraction λ). The procedure is illustrated  
in Algorithm 2: 

Algorithm 2 : Evolution Strategies  

Initialize solutions randomly; 

While max_Generation not meet do  

Generate new solutions; 

Recombine pairs of parents; 

Mutate the offspring; 

Rank the solutions; 

Replace new generation (μ+λ); 

end while 
 

The crossover task (Recombine) is implemented as in the case 

of the GA (8) by selecting λ parents randomly with a real-coding of 
the individuals (Wright, 1991). The main characteristic of ES is the 
self-adaptation mutation. So, we propose to use a log-normal 
auto-adaptive mutation in Mutate task as: 

𝜎𝑡+1 = 𝜎𝑡 . 𝑒(√𝑛)
−1

.𝑁 (0,1)                  (10) 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡+1 + 𝑁(0, 𝜎𝑡+1)                  (11) 
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In the last operation (Replace), we take λ individuals of the off-

spring population and the best μ ones of parents’ population to 
transfer them to the next generation. The common parameters are 
max_Generation, which is equal to 20 and population size is equal 
to 50. The other parameters are shown in Table 2. 

 
Tab. 2. Parameters setting of different algorithms 

GA ES 

Par. Val. Par. Val. 

cross. 

pm 

α 

σ 

BMW 

0.04 

1/3 

0.04 

pm 

λ 

μ 

σ0 

0.3 

36 

14 

0.3 

4. CONTROLLER DESIGN AND IMPLEMENTATION 

In this section, the only output we consider is the angle (θ), 
where the objective is to make the pendulum’s orientation null 
without considering the translational DOF. 

4.1. The closed loop generation 

Before passing to the controller’s design phase, we are going 
to generate the closed-loop system (plant-controller) including the 
external signals and weighting functions. We notice that the con-
troller has the same structure as the plant (Fig. 3). 

The LFT-LPV state space of the augmented plant is as follows: 

𝑥̇ = 𝐴 𝑥 + 𝐵𝜌 𝑤𝜌 + 𝐵1𝑤 + 𝐵2𝑢     

𝑧𝜌 = 𝐶𝜌𝑥 + 𝐷𝜌𝜌𝑤𝜌 + 𝐷𝜌1𝑤 + 𝐷𝜌2𝑢

𝑧 = 𝐶1𝑥 + 𝐷1𝜌𝑤𝜌 + 𝐷11𝑤 + 𝐷12𝑢  

𝑦 = 𝐶2𝑥 + 𝐷2𝜌𝑤𝜌 + 𝐷21𝑤 + 𝐷22𝑢  

                                   (12) 

 𝑤𝜌 = 𝛩𝑧𝜌 

where x ∈ Rn is the state vector. u ∈ Rnu is the control inputs vec-
tor. y ∈ Rny is the measurement outputs vector. z ∈ Rnz is the 
controlled outputs. w ∈ Rnw is the exogenous inputs (i.e., disturb-
ances).  zρ and wρ ∈ Rr are the inputs and outputs of parameter 

block Θ, with: Θ = diag(ρ1Ir1, ρ2Ir2 … ρkIrk).  

The controller K(ρ) is also an LPV system with LFT represen-
tation. We present its state space as follows: 

𝑥̇𝐾 = 𝐴𝐾𝑥𝐾 + 𝐵𝐾1𝑦 + 𝐵𝐾𝜌𝑤𝐾𝜌        

𝑢 = 𝐶𝐾1𝑥𝐾 + 𝐷𝐾11𝑦 + 𝐷𝐾1𝜌𝑤𝐾𝜌     

𝑧𝐾𝜌 = 𝐶𝐾𝜌𝑥𝐾 + 𝐷𝐾𝜌1𝑦 + 𝐷𝐾𝜌𝜌𝑤𝐾𝜌

                                    (13) 

       𝑤𝐾𝜌 = 𝛩𝑧𝐾𝜌 

where xK ∈ Rn is the controller states vector. y ∈ Rny is the meas-

urement outputs from the plant. u ∈ Rnu is the controller outputs. 

zKρ and wKρ ∈ Rr are the inputs and the outputs of the parameter 

block. 

 
Fig. 3. LFT-LPV closed loop structure 

𝐹 = 𝑢 − 𝑀𝑙 sin (𝜃)𝜃̇2

 
Fig. 4. Closed loop plant-controller interconnection 

We interconnect the inverted pendulum system (6)–(7) with the 
exogenous inputs (disturbance on the input, and measurement 
noise on the output). We notice in (7) that the output matrix 

(𝒞1 = [1 0 0]) because we considered the angle θ as the 
only output. 

As a last step of the designing the closed-loop scheme, we 
provide the applied force (F) from the generated input (u), from 
(5): 

F = u − Ml sin (θ)θ̇
2
                                                           

(14) 

 
P 

- 

+ 

+ 

+ 

+ 

+ 

θ 

n 

ze zu 

zρ wρ 

zKρ wKρ 

F 

d 

e 
ref=0 

Θ 

Inverted 

Pendulum K 

Θ 

We Wu 



DOI 10.2478/ama-2020-0027               acta mechanica et automatica, vol.14 no.4 (2020) 

191 

The closed-loop scheme is presented in Fig. 4, in which there 
are two exogenous inputs (d: disturbance, n: noise), the meas-
urement output is the error, and the only input is the force F. We 
have two controlled outputs (ze and zu), which present the per-
formance. Because we have four varying parameters (Tab. 1) zρ, 

wρ, zKρ, and wKρ ∈  R4. 

As we noticed previously, to design the controller, we have to 
introduce the weighting functions’ parameters. Our contribution is 
based on the choice of the weighting functions’ parameters by two 
evolutionary algorithms (GA and ES) to get the optimal desired 
performance, and as a consequence, a robust scheduled control-
ler that guarantees this performance. In the next subsection, we 
show the optimization procedure.  

4.2. The optimization procedure 

The optimization tools, GA and ES, need to specify some 
characteristics. The weighting functions formula has been taken 
as a first-order filter. The performance criterion is presented by 

We and Wu (Fig. 4). 

𝑊𝑒 = 𝑘𝑒
𝜏𝑒1𝑠+1

𝜏𝑒2𝑠+1
                                                                        (15) 

𝑊𝑢 = 𝑘𝑢
𝜏𝑢1𝑠+1

𝜏𝑢2𝑠+1
                                                                       (16) 

Therefore, each solution contains six parameters: 

𝑠𝑜𝑙. = [𝑘𝑒  𝜏𝑒1 𝜏𝑒2 𝑘𝑢 𝜏𝑢1 𝜏𝑢2]                                              (17) 

The main effect of the optimization by the evolutionary algo-
rithms is the multi-objective. We have taken two dynamical indi-
ces; settling time ST(θ(t)), and the overshoot OV(θ(t)). By 
experience, the system (inverted pendulum on a cart) needs big 
force to stabilize in a short time, it could be faced with a big over-
shoot and oscillations (Fiacchini et al., 2006; Raffo et al., 2007; 
Hasseni and Abdou, 2017). So, it makes sense to give a small 
weight to the settling time and a big weight to the overshoot. We 
have chosen the fitness as follows:                     

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 0.3 𝑆𝑇(𝜃(𝑡)) + 0.7 𝑂𝑉(𝜃(𝑡))                         (18) 

The controller synthesis algorithm is achieved by the small 
gain theorem via LMI conditions. This approach is developed in 
(Packard, 1994; Apkarian and Gahinet, 1995) and we have been 
helped by the toolbox LPVTools (Hjartarson et al., 2015). 

As we noticed, the optimization problem has been achieved by 
two algorithms (GA and ES). Algorithm 3 presents the optimiza-
tion algorithm. We note Algorithm_i to mean Algorithm 1 and 
Algorithm 2 because we use both of them to solve the same 
problem. The details of their procedures and characteristics are 
mentioned in Section 3 and Table 2. 

Algorithm 3 : Optimal weighting functions 

Initialize a solutions (17) randomly; 

While max_Generation not meet do 

Generate the closed loop (Fig. 4); 

Design the own controller; 

Evaluate the solutions based on fitness (18) 

Replace the solutions based on Algorithm_i; 

end while 

The optimal parameters that are obtained by GA and ES are 
presented in Table 3. Thanks to the optimization algorithms we 

guarantee the low pass filter of the control on both algorithms 

because the H∞ controller guarantees this condition|
𝐾

1+𝐾𝑃
| ≤

|
1

𝑊𝑢
| where K is the controller and P is the plant (Zhou and Doyle, 

1998). 

Tab. 3. Weighting functions parameters 

Parameter ke τe1 τe2 ku τu1 τu2 

LPV-GA 3.286 0.4015 6.603 0.673 6.362 0.242 

LPV-ES 6.165 7.493 2.772 1.091 5.968 0.645 

(Hasseni and 

Abdou, 2017) 
5 0.04 1 1 1 0.1 

 
By taking the guidelines of Skogestad and Postlethwaite 

(2003) about the filters’ shaping, we can find that the obtained 
controller with GA (LPV-GA) is suitable with these guidelines. The 

inverse of sensitivity function (1/We) is a high pass filter with a 
small gain in low frequencies and a big gain in high frequencies. 

The desired |
𝐾

1+𝐾𝑃
| = (1/Wu), should be a low-frequency function 

with the maximum gain in low frequencies, while the high-
frequency gain is limited by the controller bandwidth. The equa-

tions (19)–(20) present the standard forms weights We and Wu of 
the LPV-GA controller, presented in Table 3. 

𝑊𝑒 =
1

𝑀𝑠
⁄ 𝑠+𝜔𝑏

𝑠+𝜀𝜔𝑏
=

1
5.05⁄  𝑠+0.4977

𝑠+(0.3042∗0.4977)
                                        (19) 

𝑊𝑢 =
𝑠+

𝜔𝑏𝑐
𝑀𝑢

⁄

𝜀𝑢𝑠+𝜔𝑏𝑐
=

𝑠+0.233
1,485⁄

0.0565 𝑠+0.233
                                             (20) 

Fig. 5 presents the bode magnitude of the inverse filters (19)–

(20). The inverse of the sensitivity function (1/We) is a high pass 

filter, the steady-state error to step input (ε = 0.304), the over-
shoot magnitude (peak sensitivity, Ms = 5.05), and limit closed-

loop bandwidth (ωb = 0.4977 rad/s). The maximum gain of 

(1/Wu) is fairly large (Mu = 1.485), it is limited by the controller 
bandwidth (ωbc = 0.233 rad/s). To make Wu proper, we introduce 

a faraway pole, as an obtained result, ε1 is very small (ε1 = 
0.0565). 

 
Fig. 5. Performance weight (solid) and control weight (dashed)  
           of LPV-GA 
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4.3. Simulation results 

This table presents the nominal values of the inverted pendu-

lum on the cart used in this paper. 

Tab. 4. Nominal parameters of the vehicle 

Parameter Description Value Unit 

m Cart’s mass 35 Kg 

M Pendulum’s mass 70 Kg 

l Pendulum’s arm length 1 m 

g Gravity constant 9.8 m.s-2 

b Friction coefficient 40 N.s.m-1 

We have gotten an LFT-LPV H∞ controller with weighting func-
tions’ selection by GA optimization and another by ES. Fig. 6 
presents a comparison of the dynamic response and the input 
between the three LFT-based LPV controllers; the obtained con-
troller with GA (LPV-GA), the obtained one with ES (LPV-ES), and 
the existing one (Hasseni and Abdou, 2017) (LFT-LPV). Besides, 
we also show the gridding LPV technique and polytopic LPV 
technique (Briat, 2015). In this simulation, the performances of 
each method are presented in Fig. 6 and Table 5, where the initial 
angle is 60°. Among these controllers, the best performance is 
obtained by the LPV-GA algorithm. 

Tab. 5. Performances comparison between different LPV techniques 

Technique Reference 
Overshoot 

(%) 

Settling time 

(s) 

Polytopic-LPV 
(Robert et al., 

2010) 
18 3 

Gridding-LPV 
(Hjartarson et 

al., 2015) 
17 6.45 

LFT-LPV 
(Hasseni and 

Abdou, 2017) 
7.2 1.47 

LPV-ES This work 10.7 0.6 

LPV-GA This work 7.6 0.53 

 
Fig. 6. Dynamic response comparison between different LPV techniques 
           

To demonstrate that the proposed LPV method indeed in-
creases the region of stability, Fig. 7 presents a test of different 
initial angles with two controllers; the existing controller called 
(LFT-LPV) and the optimal one gotten by GA called (LPV-GA). It 
must be shown that the existing controller (dashed line) could not 
exceed 75° as initial angle. With a bigger initial angle than 75°, 
the system is completely unstable. On the other hand, with the 
proposed method (solid line), the system is stable till 86° as an 
initial angle. 

 
Fig. 7. The angle responses with different initial angles, LPV-GA     

     (solid) and LFT-LPV (dashed) 
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Now we pass to another point, the robustness to the exoge-
nous inputs. The external inputs we choose are the input disturb-
ance and the noise. As shown in Fig. 8, we apply a permanent 
noise between ± 2°. Starting from 5 s, we apply a disturbance 
force of 200 N as shown in Fig. 8. 

Remark 1: In the simulation, we don’t apply the robust LPV con-
troller on the approximated LPV model (6)–(7), but on the original 
nonlinear model itself (3). 

Fig. 9 presents a comparison of the angle response (θ), the 
linear velocity (V), and the input (F) between LPV-GA and LPV-ES 
with the presence of disturbance and noises. In the curve of (θ), 
we notice that there is robustness to the noises. We notice also 
that there is a variation in 5 s due to the suddenly applied force, 
but the disturbance is ultimately rejected. 
We conclude that the nature-inspired optimization tools, GA and 
ES, helped us to choose the suitable weighting functions parame-
ters to get good performance. Also, the scheduled LFT-LPV con-
troller guarantees the robustness against the external signals. But, 
the linear velocity (V) has not reached the null at the same time 
with the angle (the vehicle has not stopped) because we didn’t 
care for the velocity in the controller design. The system is con-
sidered as a Single-Input Single-Output system (SISO). This is 
what we are discussing in the next section.  

 
Fig. 8. The disturbance and the noise 

 

Fig. 9. The angle (θ), the velocity (V) and the force (F) responses   
  with presence of disturbance and noise 

5. EXTENDED LPV STABILIZATION TO THE 2DOF 

An underactuated mechanical system (UMS) is a system that 
has fewer control inputs than the degrees of freedom, as well as 
the inverted pendulum. It has two degrees of freedom; one is 

relating to translational coordinate (x), and the other is relating to 

rotational coordinate (θ), but just one control input, the force (F). 
In Section 4, the inverted pendulum has been stabilized by a 
robust LPV H∞ controller by considering it as a SISO system. In 
the previous simulation (Section 4), the velocity has reached the 
null very slowly (300 seconds). 

We have to impose the constraint of the underactuated charac-
teristic into account. One may say that alternatively to consider 

the angle (θ) as the only output, we consider two outputs: the 

angle (θ) and the linear velocity (𝑥̇) and generate its suitable LPV 
controller. 
We have tried to control the inverted pendulum as a general 
Single-Input Multi-Outputs system (SIMO) by changing the output 

matrix of (6) by (𝒞1 = [
1 0 0
0 0 1

]). The response, either the 

angle or the velocity is oscillation and never stabilize (Fig. 10). In 
this test, the weighting functions are obtained by GA.  
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Fig. 10. The dynamic response of the inverted pendulum  
              as a SIMO system 

In literature, there is no unique methodology to control a UMS. 
There are different classifications. One of the most common clas-
sifications is Seto and Baillieul’s. It depends on the so-called 
Control Flow Diagram (CFD). According to this classification, a 
UMS could have a chain structure, tree structure, or isolated-
vertex structure (Seto and Baillieul, 1994; Choukchou-Braham et 
al., 2014a). The inverted pendulum is found under the tree class. 

There are sub-classes into the tree structure (A1, A2) (Chouk-
chou-Braham et al., 2014a). Since the first (A1) could be convert-
ed to a chain class by changing the states and controlled as a 
chain structure by Backstepping (Rudra et al., 2017). The other 
subclass (A2) could not. In (Choukchou-Braham et al., 2014b), the 
authors have proposed a method where the configuration varia-
bles (the degrees of freedom) of the system were controlled simul-
taneously and this is what we are going to develop. We have to 
include a term related to stabilize the angle (θ) and another term 

related to stabilize the linear velocity (𝑥̇) in the control law. We will 

denote to the state 𝑥̇ by v. 
The only expression that has information about (θ) is the error 

(the measurement output of the LPV plant, Fig. 4). The closed-
loop system has been changed by adding a proportional term 
related to (v), kv v (Fig. 11). The gain kv presents the weight  

of the velocity, and we choose kv = 0.02. The new output  

is (θ + 0.02 v). 

Remark 2: In this stage, we didn’t design another controller, 
but we kept the controller we have designed in Section 4. 

We pass now to the simulation phase. Fig. 12 presents the dy-
namic response of the angle (θ), the velocity (V), and the force (F) 
of both controllers (LPV-GA and LPV-ES) with the presence of 
disturbance and noise as well as presented in Fig. 8. In addition to 
the angle, the velocity is controlled and it has reached zero on 
both curves (LPV-GA and LPV-ES). The overshoot exceeds (-
20°), and that is what the pendulum needs to balance itself. We 
note also that the system is robust against the permanent noise 
and the disturbance. 

 
Fig. 11. Underactuated closed loop plant-controller 
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Fig. 12. The angle (θ), the velocity (V) and the force (F) responses with 

adding the velocity term 

We have to mention that when the H∞ controller is achieved, it 
so guarantees the worst case of uncertainties. That means the 
closed-loop system is asymptotically stable for any ‖𝛥‖∞ ⩽ 1. 

Remark 3: the stability of the augmented system is robust 
(plant-weighting functions), so, the performance of the system is 
robust because the performance is presented by the weighting 
functions. 

In our system, the pendulum’s mass presents the mass of the 
rider. We can apply the uncertainty according to the rider’s mass 
by taking 70 Kg as a nominal mass (Tab. 4). In this simulation, we 
have taken M = nominal value ± 43% (40 Kg, 70 Kg, and 100 Kg). 
Fig. 13 presents the response with the uncertainty of LPV-GA and 
Fig. 14 presents the response with the uncertainty of LPV-ES. We 
note that the controllers are robust to the uncertainty, the angular 
overshoot is between -20° and -30°, the peak velocity is 8 m/s 
when (M = 100), 9 m/s when (M = 70) and 10 m/s when (M = 40). 

All the previous simulations (Fig. 13 and Fig. 14) are achieved 
with 60° as an initial angle. In Fig. 15 and Fig. 16, the simulation 
results of the dynamic responses are achieved with different initial 
angles (60°, 30°, -30° and -60°). Fig. 15 presents the dynamic 
responses of LPV-GA and Fig. 16 presents the dynamic respons-
es of LPV-ES. On both controllers, the 2DOF are stabilized. The 
angle and velocity have reached the equilibrium point simultane-
ously. Besides, it is robust, whatever the initial angle. 

 
Fig. 13. The angle (θ), the velocity (V) and the force (F) responses with 

uncertainty on LPV-GA 

 

 

Fig. 14. The angle (θ), the velocity (V) and the force (F) responses with   
  uncertainty on LPV-ES 
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Fig. 15. The angle (θ), the velocity (V) and the force (F) responses with  
 different initial angles on LPV-GA 

 

Fig. 16. The angle (θ), the velocity (V) and the force (F) responses  
  with different initial angles on LPV-ES 

6. CONCLUSION 

In this paper, the robust stabilization problem of the inverted 
pendulum on a cart is considered. We have applied a scheduled 
robust controller with type LFT-LPV H∞. As a first step, we have 

developed its LFT-LPV representation from the nonlinear model. 
Second, we have focused on the weighting functions’ parameters 
selection. We have suggested solving it through two nature-
inspired optimization algorithms (GA and ES). Thanks to those, 
besides to get optimal performance, the robustness is guaranteed 
against the disturbances and the uncertainties. The last and im-
portant point we have investigated is the problem of underactua-
tion. The inverted pendulum imposes this constraint and our 
objective is to balance the inverted pendulum where its angle and 
velocity should be zero without adding another actuator. After we 
modify the closed-loop structure, the simulation results have 
shown an optimal performance, the objective is successfully 
achieved. It is robust against external signals and uncertainties. 
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Abstract: The newly developed ideal rectifier bridge equipped with four N-type MOSFETs and two rail-to-rail operational amplifiers  
is a part of a typical energy harvesting conditioning circuit responsible for the rectification stage in the system of converting the energy  
harvested from vibrations into electrical energy to power the MR damper. The only energy loss in the bridge is caused by the voltage loss 
in transistors’ channels. The first sections of the work summarises the structural design of the bridge, the simulation procedure  
under the RL load and by sine voltage inputs with predetermined frequency and amplitude range, and benchmarks the results against 
those obtained for the conventional bridge based on Schottky diodes. In the second section, the PCB prototype of the bridge is analysed, 
and measurement data are compiled. The third section reports on the laboratory testing of the developed bridge converting the harvested 
energy in an MR damper-based vibration reduction system. 

Key words: Energy Harvesting, Rectifier Bridge, Voltage, Current, MR Damper

1. INTRODUCTION 

Energy harvesting vibration reduction systems with MR 
dampers have attracted a great deal of attention recently. Their 
main advantage is that they are able to effectively reduce the 
vibration amplitude of the sprung mass at near-resonance fre-
quency using the energy harvested from vibrations. Such systems 
provided in e.g. automobiles and railway vehicles (Sung and Choi 
2008, Wang and Liao 2009a, Wang and Liao 2009b) utilize ambi-
ent vibrations to excite the harvester harmonically, thereby pro-
ducing an alternating voltage or AC power. The AC power has to 
be conditioned before it can be effectively used with any electron-
ics or storage elements requiring DC power (Safei et al. 2019).  
A typical energy harvesting conditioning circuit has two major 
components: the rectification (AC/DC conversion) and regulation 
stage (DC/DC conversion). The simplest energy harvesting circuit 
is the full-wave rectifier (converting AC signals into all positive 
voltage) integrated with a smoothing capacitor (converting the 
signals to DC). 

As demonstrated in Sapiński (2011), the energy harvesting vi-
bration reduction system with an MR damper has three separate 
components: an electromagnetic harvester, an MR damper and 
an energy conditioning circuitry. Similar three components can be 
distinguished in the energy harvesting MR damper reported  
in Sapiński (2014). It appears that in both cases, the system is 
able to adjust itself to structural vibrations, however, in the limited 
range of the harvester output voltages. The constraint imposed by 
the limited range of the harvester output voltage is the conse-
quence of the predetermined range of MR damper piston velocity 
(amplitude and frequency of vibrations). Assuming that the har-

vester and MR damper parameters are known beforehand,  
of particular interest is the AC/DC conversion of the harvester 
output voltage such that the power loss should be as low as pos-
sible. 

In their former studies, the authors used the rectifier bridge in-
corporating of the Graetz bridge based on Schottky diodes. Those 
diodes are widely used in automotive power systems as protection 
from the effects of reverse battery conditions and of other automo-
tive electrical transients.  

When analysing literature on the subject, the authors’ atten-
tion has been drawn to original solutions concerning rectifier 
bridges, which are described in many research reports. For ex-
ample, Balato et al. (2017) demonstrated an H-bridge Graetz 
rectifier with a smoothing capacitor to convert AC current generat-
ed in resonant electromagnetic vibration harvester into DC current 
supplying resistance load. Snamina and Orkisz (2014) proposed 
an H-bridge Graetz rectifier, enabling the accumulation of energy 
recovered from vibrations in 2DOF mechanical system in large-
capacity capacitors. Grzybek and Micek (2017) described  
an H-bridge Graetz that was applied in the mechanical system 
with a self-powered vibration sensor, including piezoelectric mate-
rial. It should be noted that the rectifier bridges presented in those 
works concern silicon diodes. The forward voltage drop of the 
Schottky diodes, however, results in significant power loss at high 
currents and enhances the need for thermal management using 
heatsinks and a larger PCB space. For this reason, the authors 
undertook to develop a new rectifier bridge to  eliminate the 
aforementioned drawbacks so that it should be applicable in MR 
damper-based vibration reduction systems and recommended the 
use of N-type MOSFETs in place of Schottky diodes (Selevaraj 
2019).  
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It is worthwhile to mention the solution by Maiorca et al. (2013) 
proposed to use of a diode-less mechanical H-bridge rectifier,  
in which there are no voltage drops in the forward direction. How-
ever, this solution is problematic due to the mechanical strength  
of the rectifier elements and the breakdown that may occur at the 
time of switching. The solution most similar to the one discussed 
in this work was proposed by Chytil (2014) where the ideal rectifi-
er bridge was based on a commercial chip that controls four tran-
sistors. Also, this solution is not possible to use in the application 
described in Sapiński (2011) due to the too high voltage (9 V) 
required for the proper operation of the H-bridge rectifier. 

The present paper is organized as follows. Section 2 summa-
rises the design structure and operating principle of the ideal 
rectifier bridge. Section 3 benchmarks the simulation results of the 
bridge under the RL load and by sine voltage inputs with prede-
termined frequency and amplitude range against those obtained 
for the Graetz bridge based on Schottky diodes. Section 4 de-
scribes PCB of the bridge. Section 5 collates the measurement 
data obtained for the two bridge types and discusses the experi-
mental results in relation to simulation data. Section 6 is focused 

on the laboratory testing of the developed ideal bridge employed 
for converting the energy harvested from vibrations into electric 
energy used to power the MR damper. Finally, the main conclu-
sions are presented in Section 7. 

2. DESIGN STRUCTURE AND OPERATING PRINCIPLE 

The objectives underlying the bridge design are closely asso-
ciated with parameters of the prototype electromagnetic harvester 
device (Sapiński 2010) and of the Lord RD-8040-1 MR damper 
(Lord Corporation 2020) and their application in vibration reduc-
tion systems with energy harvesting capability. As shown in Fig. 1, 
the bridge is positioned between the harvester coil and the control 
coil of the MR damper. The input to the bridge is a voltage signal 
induced in the harvester coil (proportional to vibration velocity), 
the output signal being the rectified voltage, supplying the control 
coil of the MR damper. 

 

Fig. 1. Schematic diagram of the harvester – ideal rectifier bridge – MR damper system 

The underlying assumptions are as follows : 

 the maximal amplitude and frequency of voltage induced in the 
harvester coil should be A=10 V and f=10 Hz, 

 resistance and inductance of RD-8040-1 damper coil should be 
Rd=5Ω and Ld=100 mH, 

 the bridge performs with the efficiency approaching 95% as long 
as  the amplitude of voltage generated by the harvester is of the 
order of more than 10 mV, 

 the electric energy required to power the bridge components 
comes either from the harvester (parasite mode) or from an ex-
ternal local storage device (a Li-ion cell or a battery of capacitors), 

 in the conditions of no power supply to the bridge components, 
the bridge begins to operate as a conventional bridge based on 
Schottky diodes (with a decidedly lower efficiency). 
It is worthwhile to mention that the bridge can be adapted to 

operate at higher frequency and amplitude of voltage induced in 
the harvester coil than the levels assumed in the present study. 

The diagram of a newly developed bridge (Fig. 2) features 
three major blocks: the supply block (SB), the control block (CB) 
and the rectifier block (RB). The BOOST (U1) DC/DC converter in 
the SB block enhances the input voltage uIN according to the actual 
position of the jumper JP1 (available positions: 1, 2, 3). In its position 
1, converter U1 is supplied with rectified voltage uDC, whilst the bridge 
operates in the parasite mode uIN = uDC. 

In position 2, converter U1 is supplied with voltage from an exter-
nal source uEXT – i.e. the bridge operates in the external supply mode. 
Converter U1 elevates the voltage uIN to uOUT=20 V with respect to the 
GND reference, when uIN ≥ 3V. In position 3, converter U1 is discon-

nected from the power supply – the bridge operates in the passive 
mode acting as a conventional Graetz-type rectifying bridge based on 
Schottky diodes D1-D4. 

 
Fig. 2. Schematic diagram of the ideal rectifier bridge 

Converter U1 is requisite to ensure the adequate control of 
transistors Q1-Q4 whose operation in the linear range is undesir-
able. Sources of transistors Q3 and Q4 are connected to points of 
various potential, the potential difference yielding voltage uh (Fig. 
2). Consequently, voltage uOUT must be larger than the sum of  uh 
and the minimal gate-source threshold voltage UGSmin of transistors 
Q3 and Q4. The block SB is provided with fault and overload  
protection, as well as uEXT reverse polarity protection and electro-
static discharge protection (ESD).  
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Block CB incorporates two operational rail-to-rail amplifiers  U2 
and U3 operated in the differential configuration with the amplification 
10,000 [V/V]. Amplifiers U2 and U3 use the complete span between 
the negative and positive supply rail for signal conditioning at the input 
and output. Their function is to amplify the drain-source voltage in 
transistors Q3 and Q4. The duty cycle of the bridge involves two 
phases: 1 and 2. At the onset of phase 1, transistors Q1-Q4 remain 
closed (in off-position), whilst voltage uh produces the current flow 
through diodes D2 and D4. The potential difference between the drain 
in transistor Q4 and its source is amplified by op-amp U2. The gate-
source voltage UGS of transistors Q2 and Q4 is larger than the voltage 
required for their full opening (UGS>UGSmin), resulting in immediate  
current flow ih  through transistors Q2 and Q4. Current iDC flows 
through the two-terminal network RdLd and returns to the harvester 
coil. The only power loss in the ideal bridge circuit is due to a voltage 
drop on open channel/drain-source on-state resistances in transistors 
Q2 and Q4. Throughout phase 1, transistors Q1 and Q3 remain 
closed, whilst their gate potential is equal to that of their sources. 
Phase 2, in which transistors Q1 and Q3 are operated and controlled 
via amplifier U3, proceeds in a similar manner as phase 1.  

Block RB is comprised of four N-type MOSFETs (the nominal 
open channel resistance being 5 mΩ) connected in the H-bridge 
configuration. Schottky diodes D1-D4 connected in parallel with 
transistors Q1-Q4 enable the passive mode operation (with no 
power supply).  

3. SIMULATION PROCEDURE 

Two variants of bridge systems were investigated in the simu-
lation procedure: a conventional rectifier (B1) based on Schottky 
diodes and an ideal rectifier (B2) incorporating N-type MOSFETs 
and two rail-to-rail operational amplifiers. The simulation proce-
dure use the LTSpice environment (Analog Devices, 2020). The 
purpose of the procedure was to determine the extent of power 
loss in the form of heat released on diodes D1-D4 in bridge B1 
and on transistors Q1-Q4 in bridge B2. Key features that have 
implications for the simulation procedures are as follows: 

 the diodes D1-D4 are the type RBR2MM60C (Rohm, 2020), 
transistors Q1-Q4 are IRFH5007 type (Infineon, 2020); 

 the output in each bridge is connected with the control coil of 
the MR damper modelled as a two-terminal network RdLd 
(resistance-inductance load), without taking into account the 
processes in the magnetic circuit; 

 the harvester coil is an ideal source of sinusoidally varied 
voltage with amplitude A and frequency f (its resistance and 
internal inductance being neglected); 

 the capacitor smoothing ripples of voltage uDC in the bridge 
outlet is neglected;  

 in the case of bridge B2, the power supply comes from the 
battery uEXT=3.7 V in the SB block. 

Simulation results are illustrated in Figs. 3-6. Apparently, the 
voltage drop (|uh|-uDC) across bridge B1 is about 0.7 V, which is equal 
to 2x forward voltage drop UF in diodes D1-D4 for the instantaneous 
current level iDC (Fig. 3a, b). When A=2 V, the maximal voltage uDC 
becomes 1.3 V (Fig. 3a). Negative voltage values uDC (Fig. 3b) 
registered when voltage uIN falls in the range (-UF, UF) are attributable 
to resistance-inductance loading of bridge output (the two-terminal 
system RdLd). Voltage drop across bridge B2 is close to zero, whilst 
uDC ≈ |uh|. Power loss in bridge circuit B2 is associated with voltage 
drop across the drain-source resistances in transistors Q1-Q3 or Q2-

Q4. Voltage drop across the transistors is proportional to their drain-
source on state resistance and to current iDC. The values of voltage 
uDC are always positive – block CB with transistors Q1-Q4 is able to 
effectively dissipate energy stored in the magnetic field of the MR 
damper control coil. 

 
a) 

 
b) 

Fig. 3. Time histories of voltage uh and uDC: f=5 Hz; a) A=2 V, b) A=6 V  

 
It appears that within the time period from 0 to 10 ms, when no 

magnetic field energy is yet accumulated in the damper control 
coil, the currents ih (Fig. 4a) and iDC (Fig. 5a) in bridge B1 begin to 
flow when |uh|>0.7 V. At the instant the voltage uh reaches zero, 
the direction of current ih flow is reversed (Figs. 4, 5) while 
maintaining its absolute value. Furthermore, immediately after the 
current flow ih is reversed (when 0.1s<t<0.11s), its absolute value 
tends to decrease, despite an increase in absolute value of 
voltage uh, which can be attributable to reduced current levels 
sustained in the circuit by the induction coil. The effect whereby 
the current flow is sustained by the damper control coil can be 
also observed for current iDC whose minimal value at each time 
instant (t>0s) exceeds zero. Lower current levels, ih and iDC, in 
bridge B1 are associated with the voltage drop across diodes D1-
D4. The smaller the voltage uDC, the smaller the current iDC. The 
average current level iDC for bridge B1 approaches 100 mA (when 
A=2 V, Fig. 5a). For the amplitude A=6V (Fig. 5b), it is 
approximately equal to 0.5 A. The average current level iDC for 
bridge B2 is larger than the average current level registered for 
bridge B1, its respective values for the amplitudes A=2 V and 
A=6V being 200 mA and about 700 mA. 
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a) 

 
b) 

Fig. 4. Time histories of voltage uh and current ih: f=5 Hz; a) A=2 V, b) A=6 V 

 

 
a) 

 
b) 

Fig. 5. Time histories of voltage uh and current iDC: f=5 Hz; a) A=2 V, b) A=6 V 

Bridge efficiency is derived from the formula: 

𝜂 = 100 

1
𝑇 ∫ 𝑢𝐷𝐶(𝑡)𝑖𝐷𝐶(𝑡)𝑑𝑡

𝑡

0

1
𝑇 ∫ 𝑢ℎ(𝑡)𝑖ℎ(𝑡)𝑑𝑡

𝑡

0

 [%]     (1) 

Plots in Fig. 6 show the bridge efficiency for B1 and B2 in the 
frequency range (0.5, 10) Hz, for amplitudes A=2 V and A=6 V. 
Apparently, bridge efficiency is improved when the amplitude is 6 
V. Actually, bridge efficiency η is improved at higher amplitude of 
voltage uh because the voltage uDC supplying the MR damper 
control coil is equal to voltage uh less the constant voltage value 
2xUF, being the sum of voltage drops across the bridge 
components. One has to bear in mind, however, that the actual 
values of voltage drops 2xUF may differ depending on the type of 
applied system components (diodes or transistors) and depending 
on the current level iDC in those elements, whilst they are 
independent of the input voltage level uh. As regards bridge B1, its 
efficiency decreases with increasing frequency, whilst that of 
bridge B2 remains nearly constant, exceeding 95%. 

 
Fig. 6. Efficiency vs frequency 
 
 

4. PCB FABRICATION 

The development of PCB design of an ideal bridge (B2) was 
supported by the KiCad software (KiCad EDA, 2020). All compo-
nents comprising the SB, CB and RB blocks are implemented on 
a double-sided laminate. Most components have the surface-
mounting device housings. In the double-sided placement configu-
ration, the components are placed in the top and bottom layers, 
which allows the PCB dimensions to be minimised (57 mm x 53 
mm) and placed on a two-layer copper board. The laminate thick-
ness was 1.6 mm, and the base copper thickness equal to 35 μm. 
The copper plating was finished by the HASL (Hot Air Solder 
Levelling) method; thus, the conductive layer thickness was in-
creased by several μm. The path width for signal routing and for 
supplying the SB and CB clock circuits is 0.2 mm. The paths to 
handle the block RB and other high current connectors were 
implemented using the copper planes of paths with the minimal 
width 0.5 mm. The vias implementing the electric connections 
between copper layers and effecting the heat release were 0.3 
mm in diameter. The number of vias was increased to handle 
high-current connections. The view of top and bottom of the 
bridge PCB is shown in Figs. 7a, b. 
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a) 

 
b) 

Fig. 7. Ideal rectifier bridge PCB: a) top view, b) bottom view 

The PCB surface was subdivided into three respective areas 
to handle the SB, CB, RB blocks. The connections between regu-
lator U1 and operational amplifiers U2 and U3 were designed to 
be as short as possible. The decoupling capacitors are placed 
close to the power supply terminal. Components that release heat 
(D1-D4 and Q1-Q4) in the RB block are separated from the SB 
and CB block circuits. The RB block connections were imple-
mented on the power planes, which enabled the effective heat 
release to the PCB and to the ambience.  

5. MEASUREMENT PROCEDURE 

Bridge measurements were taken using the circuit shown 
schematically in Fig. 8, comprising a power amplifier (Sapiński et 
al. 2012) supplied from the power supply, voltage and current 
converters, an AD/DA board and a PC supporting the 
MATLAB/Simulink 2011b. The power amplifier generates alternat-
ing voltage fed to the bridge input (corresponding to uh) in ac-
cordance with the command signal ucon generated at the AD/DA 
board output. The amplifier is fitted with integrated converters, 
enabling the measurements of voltage uh and current ih in the 
harvester coil. Voltage uDC and current iDC in the MR damper 
control coil are measured with voltage-voltage (u/u) and current-
voltage (i/u) converters based on op-amps AD629 and AD8622. 

Registered quantities were duly converted into voltage signals in 
the range (+10, -10) V, sampled by the AD/DA board at the fre-
quency 1 kHz. 

 
Fig. 8. Diagram of the measurement system 

Finally, B2 measurement data are benchmarked against the 
results obtained for bridge B1 (based on Schottky diodes). One has to 
bear in mind that the measurements of bridge B2 were taken using an 
external power supply (a Li-Ion 3.7 V battery) – JP1 in position 2. Plots 
in Figs. 9-11 show time histories of measured and simulated steady-
state voltages uh, uDC and currents ih, iDC, Fig. 12 plots efficiency η in 
the function of frequency 1, derived from formula (1). 
 

 
a) 

 
b) 

Fig. 9. Time histories of voltage uh and uDC: f=5 Hz; a) A=2 V, b) A=6 V 
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a) 

 
b) 

Fig. 10. Time histories of voltage uh and current ih: f=5 Hz; a) A=2 V, b) A=6 V 

 
a) 

 
b) 

Fig. 11. Time histories of voltage uh and current iDC; f=5 Hz; a) A=2 V, b) A=6 V 

 
Fig. 12. Efficiency vs frequency 

Measured voltages uDC (Fig. 9) are in good agreement with the 
calculation results. Minor discrepancies are attributable to parasite 
resistances present in the bridge, not accounted for in the simulation 
model. The plots of ih and iDC (Figs 10-11) reveal certain 
discrepancies. The maximal difference between their instantaneous 
values for A=6 V is found to be 0.2 A and is registered for the two 
bridges under consideration. Actually, these discrepancies are the 
result of eddy currents induced in ferromagnetic material from which 
the MR damper rod is made. The simulation procedure used a 
solenoid coil where such phenomenon should not occur. The 
efficiency of bridge B2 obtained experimentally is 92%; for bridge B1, 
the respective values are: 50% (for A=2V) and 75% (for A=6V). These 
are found to be less than the simulated results, mostly due to the 
occurrence of eddy currents and parasite resistances (Fig. 12). 

6. APPLICATION AND TESTING 

To verify the adequacy of the newly developed bridge B2 design, 
experimental tests were conducted in the test rig (Sapiński et al. 2010) 
incorporating the harvester prototype, the RD-8040-1 damper, a 
passive spring rated at k=90,000 N/m attached to the sprung mass 
m=155 kg, a shaker and a measurement system (Fig. 13). The natural 
frequency of the SDOF system (sprung mass-damper-spring) is f0=3.8 
Hz. The measurement system comprised a PC, an AD/DA board 
supporting the MATLAB/Simulink, displacement sensors (S1, S2), 
force sensors (S3, S4), voltage-voltage (u/u) and current-voltage (i/u) 
converters. Measurements were taken of the shaker core 
displacement (input excitation) z, sprung mass displacement x, force 
Fin generated by the shaker, damper force Fd, voltage and current 
levels in the harvester coil uh and ih, voltage and current in the bridge 
uDC and ih (voltage and current in the MR damper control coil). 

The excitations applied in the testing procedure were in the form 
of displacement inputs z with the amplitude 3.5 mm and frequency 
varied from 2 Hz to 10 Hz, with the step 0.1 Hz. Each test took 30 s 
and involved three phases: increasing the amplitude of applied inputs 
(0, 10) s, maintaining the amplitude of applied excitation on the fixed 
level (10, 20) s, decreasing the amplitude of excitation (20, 30) s. Figs. 
14-16 plot the results of tests done in the time interval (10, 20) s, while 
the amplitude z of the applied excitation remained constant. Figs.  
14-15 show the respective  time histories of input voltage and current 
(uh, ih), output voltage and current (uDC, iDC) in bridges B1 and B2. Fig. 
16 plots the displacement transmissibility coefficient Txz in the function 
of frequency for the SDOF system governed by formula (2); 
expressing the efficiency of reduction of the sprung mass vibration 
amplitude.  
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𝑇𝑥𝑧 =
√∫ 𝑥(𝑡)2𝑑𝑡

𝑇

0

√∫ 𝑧(𝑡)2𝑑𝑡
𝑇

0

 (2) 

 
a) 

Sprung massHarvester

SpringMR damper

Shaker

 
b) 

Fig. 13. The test rig: a) schematic diagram, b) general view 

It is readily apparent (see Fig. 14) that instantaneous values of 
voltage in the harvester uh supplying bridge B1 are larger than the 
voltage supplying bridge B2 – it appears to be the consequence of a 
larger relative velocity of magnets motion with respect to the harvester 
coil, which is associated with a larger amplitude of sprung mass 
vibrations x (see Fig. 16). The maximal instantaneous values are 
about 2V (B1) and 1.4 V (B2). Despite lower values of voltage uh at 
the input to B2, currents ih in the two bridges are similar in value, not 
exceeding 200 mA. Moreover, instantaneous values of voltage uDC at 
the bridge outputs are similar, too (Fig. 15), whilst the only registered 
discrepancy is the occurrence of negative values of instantaneous 
voltage, not exceeding –350 mV in the case of bridge B1. As regards 
bridge B2, no negative values of instantaneous voltage uDC are 
registered, and so, the instantaneous current intensity iDC in the 
damper control coil reaches a slightly higher value than in B1, which is 
indicative of lower loss of energy supplied to the control coil via bridge 
B2. In consideration of the voltage difference |uh-uDC|, it appears that 
the voltage drop across bridge B1 is 0.7 V, whilst for bridge B2,  
it becomes 20 mV. This observation is in good agreement  
with the results of simulations and measurements, outlined in Sections 
4 and 5. 

Transmissibility plots Txz in Fig. 16 were derived under the 
following conditions of power supply to the MR damper control coil 
(the two-terminal network): no power supply (Case 1), direct supply 
from the harvester (Case 2), power supply from bridge B1 (Case 3), 
power supply from bridge B2 (Case 4). Apparently, the amplitude of 
sprung mass vibration in Case 4 is vastly reduced in the frequency 

range (2, 6.5) Hz in relation to Case 2, whilst the maximal value of this 
coefficient registered at 3.9 Hz approaches Txz=1.4. Its respective 
values registered in the remaining cases are: Txz=3.4 at frequency 3.8 
Hz (Case 1); Txz=1.6 at frequency 4.1 Hz (Case 2); Txz=1.7 at 
frequency 3.5 Hz (Case 3). 

 
Fig. 14. Time histories of voltage uh and current ih; f = 3.8 Hz 

 
Fig. 15. Time histories of voltage uDC and current iDC; f = 3.8 Hz 

 
Fig. 16. Transmissibility coefficient Txz vs frequency f 

Obviously (see the plots in Fig. 1), the application of bridge B2 
should be most favourable, as the amplitude of spring mass vibra-
tion is thus significantly reduced in the neighbourhood of reso-
nance frequency, whilst the system’s behaviour is less favourable  
at frequencies in excess of 5 Hz in Cases 2, 3, 4 when compared 
to Case 1.  

This effect can be attributed to the presence of an MR damper 
dissipating energy placed in between the source of vibration (kin-
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ematic input) and the sprung mass. In such system, when the 
excitation frequency should exceed √2f0, the increase of damping in 
the system results in increased amplitudes of the sprung mass 
vibration. Its performance and condition will further deteriorate due to 
growing amounts of electric energy generated by a harvester at 
frequencies in excess of 5 Hz. In order to overcome this drawback, it 
is suggested that additional passive circuits converting the alternating 
current should be provided in between the harvester coil and the MR 
damper coil (Jastrzębski and Sapiński, 2017). 

7. SUMMARY 

The main aim of the study was to develop an ideal rectifier 
bridge to convert the AC signal to positive voltages in an MR 
damper-based regenerative vibration reduction system. Its 
structural design and fabrication techniques are outlined, and the 
results of simulations and laboratory testing are collated. The 
advantages of the newly developed bridge are demonstrated by 
benchmarking the measurement results against those obtained for 
a rectifier bridge based on Schottky diodes, leading us to the 
following conclusions. 

 In the case of bridge B1, the power loss in the harvester coil – 
MR damper control coil circuit is largely due to power loss in 
Schottky diodes (in the form of heat release). The actual level 
of power loss is associated with forward voltage and current 
flowing in diodes. In the case of bridge B2, the power loss is 
associated with the drain-source on-state resistance of tran-
sistors and current  flowing through them. Compared to bridge 
B1, power loss is significantly reduced, and thus, the efficien-
cy of the bridge (B2) can be improved. 

 Efficiency of bridge B1 increases with increasing amplitude of 
voltage uh and tends to decrease with increasing frequency. 
Efficiency of bridge B2 is constant; it is unrelated to the ampli-
tude of voltage uh and frequency f. For bridge B1, the efficien-
cy becomes 75 %, for B2 – 92 %. 

 Bridge B2 requires an external source of electric power to 
supply the electronic circuit for transistor control. This energy 
may be obtained by harvesting the energy of sprung mass vi-
bration. In the case of no external supply, efficiency of bridge 
B1 is similar to that of bridge B2. 

 In the vibration reduction system incorporating bridge B1, the 
value of transmissibility coefficient Txz will not change by more 
than ±6% in relation to the case where the MR damper control 
coil is supplied directly from the harvester. Apparently, the 
amplitude of sprung mass vibration is decreased only in the 
frequency range (4, 7) Hz. 

 Application of bridge B2 in the vibration reduction system 
results in a nearly 15% reduction of the sprung mass vibration 
amplitude in relation to the case where the bridge is absent. 
This effect is registered in the frequency range (2, 6.5) Hz. 

 In each investigated case where the MR damper control coil is 
supplied from the harvester (with or without the bridge), at fre-
quencies exceeding 5 Hz, the amplitude of sprung mass vibra-
tion tends to increase in relation to the case where the coil is 
not supplied. This is best revealed in systems incorporating 
bridge B2, and this drawback can be overcome through the 
application of passive electric circuits utilising the voltage res-
onance effect. 
Further studies will investigate the electronic systems for con-

ditioning of voltage generated by the harvester, and a dedicated 
high-efficiency DC/DC converter is planned to be developed. 
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Abstract: The method of model triboexperimental studies to determine the basic mathematical model parameters of materials wear  
resistance at sliding friction is considered. The quantitative relative experimental characteristics of wear resistance of glass fibre  
and carbon fibre reinforced polyamide used in metal-polymer gear couple have been determined. Wear resistance functions of these  
functional polymeric composites have been established as the basic ones in the tribokinetic mathematical model of material wear  
for sliding friction conditions. Also, according to the conducted researches, wear resistance diagrams were constructed. They may be used 
as graphical indicators of wear resistance in the required range of specific friction forces. The dependences that connect the characteristic 
functions of wear resistance of these materials (obtained by the developed mathematical tribokinetic wear model) with linear wear  
and gearing service life are presented. 

Keywords: Method for determining the characteristics and functions of wear resistance, reinforced polyamide, dispersed glass and carbon 
                   fibres, metal-polymer gears 

1. INTRODUCTION 

New developments in industrial technologies require constant 
improvements of materials used (Kindrachuk et al, 2018). New 
hardfacing and advanced materials are always introduced, and 
many of them will find their application much later (Pashechko et 
al., 2018, Gorokh et al., 2018). A very important task here is the 
prediction of wear loss, or service life of mechanisms and ma-
chines, but most scientists predict durability of materials only. 
Various methods and power schemes of triboexperimental studies 
to evaluate the wear resistance of materials are used. Here, it is 
possible to determine the absolute and relative characteristics of 
the studied tribocouple’s materials under the given conditions. 
They can be used to make a comparative assessment of materi-
als’ wear resistance under identical test conditions. The most 
common of these include linear, mass and volume wear loss 
(absolute characteristics) and the intensity and rate of wear (rela-
tive characteristics). It is more convenient to use relative wear 
characteristics. These quantitative characteristics of materials’ 
wear resistance are traditionally determined under specified nor-
mal loading in tribocouple. However, the calculation methods for 
estimating wear using them are not adequate as far as they are, 
as a rule, calculated for one value of specific load. Therefore, it is 
necessary to perform numerical triboexperimental studies of 
tribocouples in a sufficiently wide range of specific loads, the 
results of which should establish the characteristics of wear re-
sistance. These characteristics will become the basic ones in 
mathematical models of wear kinetics of sliding (or rolling with 

slippage) tribocouples. Polymeric materials have some peculiari-
ties if they operate in couple with steels, and we should take this 
into account (Kindrachuk et al., 2019 a, b,).  

This paper presents the results of the studies on the method 
of model triboexperiments (Chernets and Lenik, 1997, Chernets, 
2019) with sliding friction to establish the wear resistance charac-
teristics of reinforced polyamide composites paired with steel used 
in metal-polymer gear couple. 

2. STATE OF THE ART 

As it is known, during the operation of gears under the influ-
ence of friction forces acting on the gear in the torque transmis-
sion, tooth wear occurs inevitably. The wear rate is the practical 
criterion that determines the gears’ lifespan (Zarkoa et al., 2019, 
Greco et al., 2011). However, despite the obvious necessity at the 
design stage of carrying out the predicted calculation of gears’ 
durability according to the criterion of acceptable linear wear of 
the teeth, effective and reliable methods of calculation have not 
yet been developed. There are several methods of calculation of 
this kind in the literature. In the 1970s and 1980s, Drozdov Yu.N. 
has been working on this problem in USSR. (Drozdov, 1969, 
1975, Drozdov and Nazhestkin, 1990, Pronikov, 1978, Grib, 
1982). There is no continuation of these studies by other investi-
gators in the countries of the former USSR. Since the late 1990s, 
several scientists have been developing such methods to calcu-
late certain types of gears. Among them, there are: Bajpai et al., 
(2004), Brauer and Andersson, (2003), Flodin, (2000), Flodin and 
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Andersson (1997, 1999, 2000, 2001), Kahraman et al., (2005), 
Kolivand and Kahraman (2010), Mao (2007), Pasta and Mariotti 
(2007), Wu and Cheng (1993). Archard’s law of abrasive wear is 
used in all simplified calculation methods to evaluate wear of 
teeth. According to him, the wear rate is linearly dependent on the 
friction path and contact pressure. In closed gearings operated 
with lubrication, abrasive wear does not occur and the use of 
these methods is therefore unreasonable. Besides, other factors 
are not covered by these methods, which will be discussed below. 
This fact makes it impossible to use them in engineering practice. 
Even in open gear drives, abrasive wear is also uncommon, be-
cause in the presence of an abrasive medium, gears quickly lose 
their performance. 

The estimation of service life of gearings is a very important 
task. Reasons of gearings failure may vary a lot. Basically, teeth 
may fail due to fatigue or sudden rupture (Gębura et al., 2019), 
surface fatigue (Brandao et al., 2014), fretting-fatigue (Wei et al., 
2020), contact-fatigue (Liu et al., 2020) or may be worn out 
(Brethee et al.). In problem of lifespan estimation, scientists focus 
their attention to particular reasons of failure. Brandao et al. 
(2014) did a study of pitting and fatigue influence on gears wear. 
They developed a numerical model that involves simulation of 
micropitting and fatigue wear. But, these two processes were 
modelled separately and combined later. DIN 20MnCr5 steel was 
used as gear material. Bravo et al. (2015) were solving the task of 
gear couple deterioration until the final failure. They point out the 
complexity of this task. Both gears were manufactured of plastic 
materials. Authors succeeded a lot in developing effective means  
to extend the time for plastic gear applicability. 

Hegadekatte et al. (2010) studied the wear in miniature gear 
mechanisms made of ceramics or cemented carbides. The Ar-
chard’s wear model was selected as the most appropriate. Simu-
lation was done using FEM method. This time, the lifespan predic-
tion by this method for macrogears is questionable. To determine 
wear coefficient, they used experimental pin-on-disk and twin-disc 
wear data. Wang et al. (2019) made a numerical model and simu-
lations of wear process of heavy loaded helical gears based on 
the modified Archard’s wear model for elastohydrodynamic lubri-
cation. They also found relations between load factors, gear geo-
metric parameters and wear rate of tooth contact surface. These 
data, unfortunately, were not checked experimentally.  

The surface condition and gear modification also influence 
simulation; besides, the roughness effect during simulations is 
also an important factor. Bodach et al. (2012) studied the numeri-
cal simulation of positively modified gears’ roughness influence on 
lubrication and wear process. Results showed that tooth geometry 
change influences much more than change in roughness during 
operation. Guilbault and Lalonde (2019) made a significant effort 
to predict tooth roughness change with high accuracy (1.27 µm 
predicted compared to 1.3 µm measured). They proved that 
micropitting failure starts on the surface, while pitting crack initi-
ates at some depth under the surface. But, both these studies 
cannot spot the method to predict lifespan of the gear. 

Raadnui (2019) studied the wear and other deterioration pro-
cesses of gears, including contamination and corrosion influence 
on gears conditions. He deduced the relationships between oper-
ating conditions, wear debris size, morphology and failure mode. 
This work’s results can’t be used directly to predict the lifespan of 
gear trains, but may be used for quantitative prediction of wear 
loss. For wear tests, he used a test set with two industrially pro-
duced gears engaged. 

The dynamic wear prediction model established by Liu et al., 
(2016) has a task to connect surface wear process and gear 
dynamics. At low rpm, the effect of initial tooth wear is negligible, 
but as rpm rises, the wear effect becomes more significant. But, 
the question about experimental studies still requires a solution. 
Feng et al. (2019) updated the dynamic model by taking into 
account vibrations occurring during operation, and vibration-wear 
bias. Tooth wear was monitored continuously and corrected tooth 
shape (as a result of wear) continuously being added to the mod-
el. All the results were checked by laboratory gear test rig. This 
model may predict the wear of gears with acceptable accuracy. 

3. WEAR TEST PROCEDURE 

When conducting model triboexperimental studies, they usual-
ly use plane friction contact. In this case, the conditions of wear 
are unchanged throughout the experiment. A pin-on-disc tribo-
meter is a very good solution for that.  

To study the polymer composite-steel couple’s wear, a friction 
PoD layout was used (composite pin – AISI 1045 steel disk).  

In the current work, tribological tests were conducted using a 
pin-on-disk test layout (composite pin – steel disk), which ensures 
that the conditions of friction and wear are constant during the 
experiment. The following research program was used: contact 
pressure P = 1, 2, 5, 10, 20 MPa, sliding speed v = 0.4 m/sec, 
wear path = 2000 m, diameter of pin d = 2 mm. Friction factor 
measured for materials was 0.3. 

For wear test, we used Anton Paar tribometer TRB³ (Fig. 1). 

 
Fig. 1. High temperature Anton Paar tribometer TRB³ 

This tribometer allows to have 60N deadweight load, and 
combined with standard specimen, 20 MPa contact pressure may 
never be achieved. But, to meet the requirements of the test, a 
modified pin specimen was manufactured (Fig. 2). The contact 
area of the modified specimen with cone section is 3 mm2, which 
gives 20 MPa at 60N load. Reduced pin diameter section length is 
about 2 mm, and no plain contact distortion was observed. Mass 
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wear loss was measured by electronic balances with accuracy 
0.001 g Axis model ANG 200 C.  

 
Fig. 2. Standard and modified pin for TRB³ tribometer 

4. RESULTS AND DISCUSSION 

After the wear test, mass wear loss ∆М of specimens was de-

termined, and their average linear wear h was calculated by the 
formula: 

ℎ =
𝛥𝑀

𝜌𝑆
,  (1) 

where ρ is the density of polyamide composite with 30 wt. % of 
fibre reinforcement; 𝑆 is the nominal contact area.  

The next stage of data processing of triboexperimental studies 
was the establishment of experimental wear resistance model 
characteristics, in particular wear resistance functions Φi at cer-
tain levels of specific friction forces 𝜏𝑖 in friction contact 

𝛷𝑖 = 𝐿𝑖/ℎ𝑖,  (2) 

where 𝐿𝑖 = 𝑣𝑡 is friction path, 𝑣 – friction velocity, 𝑡 is the duration 
of the experiment, ℎ𝑖– linear wear of samples, τ𝑖 is the discrete 

value of specific friction force at contact pressure і. We should 
note that the friction forces can be significantly different with the 
same contact pressure in the tribomechanical system. They de-
pend on the sliding friction coefficient, which can be in a wide 
range (from 0.005 to 0.01 for mixed friction, from 0.05 to 0.1 for 
boundary friction, from 0.1 to 1.0 for dry friction) (Kurdi et al., 
2018, Bongaerts et al., 2018, Wand and Wang, 2013). The specif-
ic friction force, the value of which determines the wear rate of 
tribosystem elements, in tribotechnology is calculated by Amonton 
– Coulomb formula:  

𝜏 = 𝑓𝑃,  (3) 

where 𝑓 is friction coefficient; 𝑃 is nominal contact pressure.  
The final stage of processing experimental data is to deter-

mine the basic characteristics of wear resistance for a mathemati-
cal model of the study of materials wear kinetics at sliding friction 
(Chernets and Lenik, 1997, Chernets et al., 2011). Using the 
established by (2) discrete experimental characteristics of wear 
resistance – wear resistance functions. Their approximation is 

performed according to the following relation (Chernets, 2019a, 
Chernets et al., 2011): 

Φ𝑘(τ) = C𝑘 (
τ𝑠𝑘

τ
)

m𝑘

,  (4) 

where 𝐶𝑘 , 𝑚𝑘 – are nonlinear and exponential wear resistance 
characteristics of tribocouple materials, which are determined by 
formula (4) through approximation by the method of least squares 
through several iterations based on the experimental values of 

wear resistance functions 𝛷𝑖  determined earlier by formula (2), 𝜏𝑆 
– shear strength of materials, k = 1; 2 – designation of tribocouple 
elements. The characteristic function of wear resistance is the 
basic integral parameter of the developed mathematical wear 
model (Chernets and Lenik, 1997, Chernets et al., 2011, Cher-
nets, 2019b).  

The above procedure was used to determine the wear re-
sistance characteristics C𝑘 , m𝑘  of polyamide composites with a 
filler volume fraction of 30% coupled with steel (calculated by 
formula (4)): 

carbon fibre reinforced polyamide PA6 + 30CF (UPA – 

6130 UV): = 𝐶𝐶𝐹= 3.1·105, 𝑚𝐶𝐹= 2.3, 𝜏𝑆𝐶𝐹= 48 MPa; glassfibre 

reinforced polyamide PA6 + 30GF (PA6-L-CB30-1): = 𝐶𝐺𝐹= 
1.26·105, 𝑚𝐺𝐹= 1.9, 𝜏𝑆𝐺𝐹= 52 MPa.  

On Fig. 3, points show the experimental discrete values of the 
calculated wear resistance functions 𝛷𝑖 = 𝛷𝑖(𝜏𝑖) of both the 
composites, and the lines show their wear resistance diagrams 
𝛷(𝜏) ∼ 𝜏 as indicators of their wear resistance in the studied 
range of friction forces. 

 
Fig. 3. Diagram of wear resistance of polyamide composites: solid  

 line – carbon fibre reinforced composite, dashed line – fiberglass  
 reinforced composite; dark circles – experimental values of wear  
 resistance function for carbon fibre composite, light circles – for fi 
 -breglass reinforced composite. Each point is an average value  
 of 3 wear tests 

The above mentioned material’s wear resistance diagram 
(WRD) allows to visually evaluate the material’s wear resistance 
over the entire range of specific friction force change. In addition, 
when studying the wear of several materials, it is easy to compare 
their wear resistance under different loading conditions. 

Based on the results of triboexperimental studies and WRD of 
these polymeric composites, the comparative wear resistance was 
evaluated, and we found that carbon fibre-reinforced composite 
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would be 𝐶𝐶𝐹/𝐶𝐺𝐹 = 2.46 times more wear resistant than fibre-
glass reinforced composite. 

Wear resistance is inverse to wear intensity. Therefore, re-
spectively, experimental inverse function of linear wear resistance 
will be the experimental function of the intensity of linear wear 

Ihi(τi) for corresponding values of specific friction force τi: 

1

𝛷𝑖(𝜏і)
=

ℎ𝑖

𝐿𝑖
= 𝐼ℎ𝑖(𝜏𝑖),  (5) 

Also, wear resistance function Φ𝑖(𝜏і) is related to the linear 

wear rate 𝛾
ℎ𝑖

(𝜏𝑖) by the following formula: 

𝛷𝑖(𝜏і) = 𝑣/𝛾ℎ𝑖(𝜏𝑖),  (6) 

and inverse: 

𝛾ℎ𝑖(𝜏𝑖) = 𝑣/𝛷𝑖(𝜏𝑖) = 𝑣𝐼ℎ𝑖(𝜏𝑖),  (7) 

So, these experimental evaluation results of materials’ wear 
resistance may be compared with the results of other authors 
obtained under similar wear conditions, first of all, at the same 
range of specific friction force and sliding speeds.  

Basic wear characteristics may be used to calculate the total 
linear wear of tribomechanical sliding system if wear characteris-
tics of one of its elements are known. This is especially important 
in case of dissimilar wear resistance of coupled materials and 
dissimilar tribocontact conditions. Total linear wear of tribosystem 
ℎ𝛴  can be calculated as follows: 

ℎ𝛴 = ℎ1 + ℎ2 = ℎ1(1 + ℎ′
1) = ℎ2(1 + ℎ′

2),  (8) 

where h′
1,  h′

2 – relative linear wear of coupled elements (pinion 1 
and gear 2). 

They are calculated as Φ𝑘(τ) taking into account (4) accord-
ing to the following dependencies: 

ℎ′
1 =

ℎ2

ℎ1
=

𝛷1(𝜏)

𝛷2(𝜏)
=

𝐶1𝜏𝑆1
𝑚1𝜏𝑚2

𝐶2𝜏𝑆2
𝑚2𝜏𝑚1

𝐾𝑡
(2)

,   

ℎ′
2 =

ℎ1

ℎ2
=

𝛷2(𝜏)

𝛷1(𝜏)
=

𝐶2𝜏𝑆2
𝑚2𝜏𝑚1

𝐶1𝜏𝑆1
𝑚1𝜏𝑚2

𝐾𝑡
(1)

,  (9) 

where 𝐾𝑡
(1)

, 𝐾𝑡
(2)

 – coefficients of elements mutual overlapping at 

tribological contact. 
Correspondingly, in a gearing: 

ℎ𝛴 = ℎ𝑘 (𝐾𝑡
(𝑘)

+ ℎ′
𝑘) ; 

ℎ𝛴 = ℎ1 (−𝐾𝑡
(1)

+ ℎ′
1) ;  

ℎ𝛴 = ℎ2 (𝐾𝑡
(2)

− ℎ′
2);  

𝐾𝑡
(1)

= 1,  

𝐾𝑡
(2)

= 𝑧1/𝑧2,   (10) 

where z1, z2 are respectively the number of teeth of pinion and 
gear. 

Linear wear hk of gears teeth are interrelated, so: 

ℎ1 =
ℎ2ℎ′

2

𝐾𝑡
(2) ;     ℎ2 =

ℎ1ℎ′
1

𝐾𝑡
(1)  ,  (11) 

Taking into account (2): 

𝑣𝑇1 = 𝛷1ℎ1;  𝑣𝑇2 = 𝛷2ℎ2,  (12) 

where T1 and T2 – are the durabilities of the studied tribocouples. 

Accordingly, relative durabilities T’1 and T’2 of tribomechanical 
system elements will be determined as: 

𝑇′
1 =

𝑇2

𝑇1
=

𝛷2(𝜏)ℎ2𝐾𝑡
(2)

𝛷1(𝜏)ℎ1𝐾𝑡
(1) =

𝛷2
2(𝜏)

𝐾𝑡
(1)

𝛷1
2(𝜏)

  

𝑇′
2 =

𝑇1

𝑇2
=

𝛷1(𝜏)ℎ1𝐾𝑡
(1)

𝛷2(𝜏)ℎ2𝐾𝑡
(2) =

𝛷1
2(𝜏)

𝐾𝑡
(2)

𝛷2
2(𝜏)

 (13) 

Then, 

𝑇1 =
𝑇2𝛷1

2(𝜏)

𝛷2
2(𝜏)𝐾𝑡

(2) = 𝑇2𝑇′
2;  

𝑇2 =
𝑇1𝛷2

2(𝜏)

𝛷1
2(𝜏)𝐾𝑡

(1) = 𝑇1𝑇′
1.  (14) 

5. CONCLUSIONS 

The method of triboexperimental studies of materials at sliding 
friction according to pin-on-disk friction layout provides the correct 
determination of relative wear resistance characteristics 𝛷𝑖 of 
materials due to the invariance of tribocontact conditions through-
out the experiment. The developed method’s efficiency is con-
firmed by an example of the tests given here of the two types of 
polyamide-based composite materials РА+30%CF and 
PA6+30%GF under the studied range of specific friction forces. 

Obtained experimental values of 𝛷𝑖 were used to construct 
wear resistance diagrams of the studied materials. They graph-
ically display their wear resistance (Fig. 3). 

These wear resistance diagrams of materials, as graphical in-
dicators of their wear resistance, allow to determine the compara-
tive wear resistance of the studied composites for any required 
value of specific friction force.  

Determined as a result of approximation of experimental wear 
resistance indicator values (functions  𝛷𝑖) and material’s wear 
resistance characteristics 𝐶𝑘 , 𝑚𝑘 are required for the assessment 
of wear and durability of metal-polymer gears by the developed 
method of gears calculation (Chernets et al, 2011, Chernets, 
2019, Chernets and Chernets, 2017) or by the corresponding 
numerical methods used in problems of contact mechanics (Kin-
drachuk and Galanov, 2014). 

Using the characteristics of material’s wear resistance 𝐶𝑘, 𝑚𝑘  
in tribocouple, it is possible to determine the relative linear wear of 

tribosystem elements ℎ′
1,  ℎ′

2, their total wear resistance ℎ𝛴 and 
durabilities T1 and T2 of tribosystem elements. 

This methodology allows transforming wear rates, friction 
force values, and friction factors, available from scientific litera-
ture, into wear resistance functions. Thus, any of the results ob-
tained with dissimilar test methods may be used as a database for 
further research. 
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