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Introduction

Over the thirty years, as the discipline of biomedical engineering has evolved
at the Bialystok University of Technology, it has become clear that it is a youthful
and developing interdisciplinary field. Biomedical engineers provide innovative tech-
nological solutions for the medical industry by designing prosthetic limbs and arti-
ficial organs, the material that is used to manufacture them, and the software that's
used for medical equipment.

Although it is not possible to cover all of the biomedical engineering domains
in this book, we have made an effort to focus on most of the major fields of activ-
ity in which scientists at Bialystok University Technology are engaged. The chap-
ters throughout the book feature current research and developments in, for example,
biomechanics, mechanobiology, design of medical structures, technical rehabilita-
tion measures, modern engineering materials and their production, biomedical sig-
nal processing, acquisition and exploration of information from medical databases,
and medical 3D printing.

This book is dedicated to students of biomedical engineering and high school stu-
dents interested in studying the interdisciplinary course of Biomedical Engineering.
Our aim is to help young people understand the nature of biomedical engineering,
which links engineering techniques with biological sciences and medicine to improve
the quality of human health and well-being.






DOI: 10.24427/978-83-67185-49-3_1

Chapter 1
Implants of the temporomandibular joint

Piotr Borkowski, tukasz Chwiedosik

Bialystok University of Technology, Institute of Biomedical Engineering,
e-mail: p.borkowski@pb.edu.pl, luukess@gmail.com

Abstract: Disorders of the temporomandibular joint are the result of degenerative

diseases of the musculoskeletal system associated with morphological and func-
tional deformities. Joint reconstruction is indicated in patients in whom conserv-
ative treatment has failed and a significant proportion of the joint has been lost.
The use of total implants reconstructing the head and acetabulum has become

a standard. Also, an individual design of plates adjacent to the bone is becoming

an accepted norm. The developed procedures include the process of obtaining data

using computed tomography, individual implant fitting and verification engineering

analyses. The paper presents an example of an individual design process for a tem-
poromandibular joint implant.

Keywords: temporomandibular joint, reconstruction, custom made implants

1.1. The temporomandibular joint

The temporomandibular joint (TM]) consists of two bone elements, the mandibular
fossa and the mandibular head. Both of these elements are separated from each other
by the intra-articular cartilage that divides the joint into the so-called two floors sur-
rounded by an articular capsule reinforced with ligaments [1].

Temporomandibular joints are functionally and anatomically linked with each
other, thanks to mandibular bones articular heads. Therefore, they are different from
the rest of the joints in the human body. The main stimuli that affect suction include
pressure on the articular surfaces by the disc and mandibular bone heads, contractions
and changes in the length of muscle fibers, and muscle tension [1, 2, 3]. Pathogenic
factors, and more precisely their effect on the temporomandibular joint, may cause
inflammatory processes not only in adulthood, but also in the child’s development.
Inflammation can affect individual parts of the joint, the entire joint, or the joint
and the muscular apparatus. The harmful effect of pathogens may disrupt the proper
development of temporomandibular joints [4].

Implants are more and more often used to restore the proper functions in the tem-
poromandibular joint. Quite a large percentage of patients qualified for implantation

7



have distorted anatomy of the temporomandibular joint due to previous surgical inter-
ventions or due to pathological conditions of the joint. Such situations additionally
increase the difficulty of performing a stable reconstruction with the use of stand-
ard implant components. Contraindications for performing surgical procedures
with the use of a temporomandibular joint implant are chronic infection in the site
after surgery and hypersensitivity related to the material from which the implant was
made. The most commonly used biomaterials for implants are titanium and cobalt-
chrome alloys for the condyle, and high molecular weight polyethylene for the ace-
tabular insert [5, 6].

Due to the development of craniofacial radiology, prostheses of the temporoman-
dibular joint are more and more often adapted to the patient’s anatomy, which allows
for a more precise adjustment of the implant to the mandibular bone and better adap-
tation of the implants. Implants of this type are performed with the aid of computer
support, based on radiographic images of the patient made with the use of computed
tomography [7]. Additionally, individual prostheses of the temporomandibular joint
enable better load transfer, reduction of micromovements, as well as better adjust-
ment and positioning with screws. At the same time, they allow to shorten the time
needed to perform the surgery [8, 9].

1.2. Analysis of the existing solutions
of the temporomandibular joint implant

Surgical procedures of the temporomandibular joint with the use of joint implants
are used only in cases where traditional procedures are insufficient to improve its
functioning.

The main advantage of using temporomandibular joint implants is immediate
restoration of joint functions without the need for jaw blockage after surgery [10].
Additionally, alloplastic reconstruction makes it possible to start physiotherapy imme-
diately after implantation and shorten the duration of the operation [6].

Temporomandibular joint implants faithfully reflect the structure of the natural
joint, they consist of a concave acetabulum attached to the skull and a convex head
with a plate attached to the mandibular branch. Among the implants of the temporo-
mandibular joint, one can distinguish two, three and four-piece constructions. Most
ompanies offer implants in several sizes with the possibility of individual adjustment.

An example of a two-piece implant is the ZIMMER BIOMET implant (Fig. 1.1).
It is made of a cobalt chrome plate with a head and a polyethylene acetabular cup. This
type of solution allows to reduce production costs and limit the introduction of metal
elements into the human body [11].

An example of a three-piece design is the OrthoTiN implant (Fig. 1.2). In this case,
the cup is made of two elements: a plate made of titanium alloy and a polyethylene
insert, while the head implant is a monolith [12].
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FIGURE 1.1. The implant cup (a) and plate (b) by ZIMMER BIOMET [11]

a) b)

FIGURE 1.2. OrthoTiN implant cup (a) and plate (b)[12]

An example of a four-piece implant is the design of the PROTESE DE ATM
CUSTOMIZADA company (Fig. 1.3). It is a type of blocked implant of the temporo-
mandibular joint intended for total joint arthroplasty. The ATM implant plate is made
of Ti6Al4V titanium alloy, while the plate head is made of CoCrMo alloy. The implant
cup is, as before, two-part and consists of a plate made of Ti6Al4V alloy and a poly-
ethylene insert [13].

a) b)

FIGURE 1.3. The implant cup (a) and plate (b) by Proteses Customizadas De ATM [13]



1.3. Designing an individual implant
of the temporomandibular joint

Designing patient-specific implants is particularly applicable to irregularly shaped

bones (skull, pelvis).
When designing an individual implant of the temporomandibular joint, the fol-

lowing design assumptions were adopted:

¢ individual adjustment of the temporomandibular joint implant,

e restoration of the basic functions of the temporomandibular joint

e the use of fixing screws intended for the cortical bone,

e the use of biocompatible materials used to manufacture implants for the tem-
poromandibular joint, while maintaining the best possible structural strength
parameters.

Designing an implant specially adapted to a given patient begins with radiologi-
cal examinations using computed tomography (CT). It is thanks to this radiological
examination that at a later stage it is possible to create a three-dimensional model
of the jaw and skull (Fig. 1.4). Currently, the methodology of human tissue segmenta-
tion based on computed tomography is widely known, and more and more software
can be found on the market. [14,15]. The presented models were made with the use
of free and open source 3D Slicer image computing platform.

a) b)

FIGURE 1.4. Model of (a) the jaw and (b) the skull

In the next step, based on the obtained geometry, an implant model is created
that reflects the individual characteristics of the patient. The models were made
in the CAD3D SolidWorks engineering software. The anatomical, individually fitted
contact surface of the implant with the bone was obtained using Boolean operations.
The received implant model reflects the individual characteristics of the patient’s sur-
face bone. Fig. 1.5a shows the process of creating the shape of the mandibular branch
implant, Fig. 1.5b - the fitting of the implant to the bone and, eventually, Fig. 1.5¢ -
the resulting implants with individually reconstructed surfaces.
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FIGURE 1.5. Designing an individual implant of the temporomandibular joint: (a) determining
the boundary of the implant, (b) fitting the implant, (c) implant with the mapped geometry

After designing the implant, a very important element of the entire process is its
validation, during which the geometry of the implant and the method of its mount-
ing are analyzed. Validation is carried out through strength tests with the use of finite
element analysis [16, 17, 18].

The paper presents an example of a strength analysis of a mandibular branch
implant. A force loading the plate model of 200 N was assumed, all holes were used
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to stabilize the implant (Fig. 1.6). The plate material was made of Ti6Al4V alloy.
The analysis was carried out for 3 variants of the force, which was set at an angle
of 5° 10° and 15° in order to simulate different angles of the mandible.

a) b)

FIGURE 1.6. Boundary conditions for the implant model of the condylar plate

The figures below (Fig. 1.7a,b,c) show the result of stress simulation for the implant
of the condylar plate of the temporomandibular joint. As a result of the analysis,
the readings of the stress distribution according to the Huber Mises hypothesis were
obtained. As expected, the concentration of stresses can be observed in the narrow-
ing of the implant and in the area of the first fastening hole. The maximum value
of stresses increases with the angle of the force (mandible opening) and is for the angle
of 5° — 62.652 MPa, 10° — 89.425 MPa and 136.276 MPa for 15°. It corresponds
to the increase in the value of the moment resulting from the change of the direc-
tion of the applied force. The yield point of 830 MPa for the material used was not
exceeded in any of the cases.

wg Misesa [N/mm’ (MPa)]
62,651
57,430
52,209
46,988
41,767
36,546

Max: 62,651 31325
26,104

20,884
15,663
10,442
5,221
0,000

FIGURE 1.7. Readings of the resulting stresses for the condylar plate in the test with the force
loading the implant at an angle of (a) 5°

a)



b) wg Misesa [N/mm’ (MPa)]

89,425
81,973
74,521
67,069
50,617
52,165

Max: 89,425 ;;;:j
29,808
22,356
14,904
7,452
0,000

c) wg Misesa [N/mm’ (MPa)]
136,276
124,919
113,563
102,207
90,850
79,494

68,138
Max: 136,276 56,781
45,425
34,069
22,7113
11,356
0,000
FIGURE 1.7. Readings of the resulting stresses for the condylar plate in the test with the force

loading the implant at an angle of (b) 10°, (c) 15°

1.4. Conclusions

The temporomandibular joint plays an important role in the functioning of not only
the masticatory system but the entire body. It accounts for the chewing and breath-
ing processes. Therefore, any disturbances within it have serious consequences.
In reconstructive surgery, implants are increasingly used to reconstruct the diseased
joint. The development of computer technology supports the planning of operations
and manufacturing technology, which makes it possible to manufacture “custom-made”
implants precisely matched to the irregular geometry of the skull. In the case of such
constructions, it is important to perform verification calculations using the finite ele-
ment method.
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Chapter 2

Numerical and experimental analysis
of orthopedic brace for treatment

of idiopathic scoliosis

Stawomir Grycuk, Piotr Mrozek

Bialystok University of Technology, Institute of Biomedical Engineering,
e-mail: s.grycuk@doktoranci.pb.edu.pl, p.mrozek@pb.edu.p!

Abstract: The main objective of the work presented in this chapter is to identify
the working scheme of the brace’s structure, subsequently enabling identification

of the possibilities of potential brace design optimization. This chapter presents

the results of numerical simulations concerning a Boston-type orthopedic brace

with the use of the finite element method (FEM) in the Ansys Workbench envi-
ronment. Reverse engineering methodology was employed to develop the geomet-
ric model, based on the results of digitization performed by an optical 3D scanner.
To experimentally verify the FEM model, a test stand for measurement of the brace’s

field of displacements, equipped with a laser electronic speckle pattern interferome-
ter (ESPI), was used. Special attention was paid to representing the loads and bound-
ary conditions of numerical simulations in experimental tests. Ultimately, the rel-
ative difference between numerical and experimental results in displacements

in the central part of the brace’s front wall did not exceed 0.9%. The force flow tra-
jectories characteristic of the brace’s shell were determined using the experimen-
tally confirmed FEM model, revealing the overall way of its operation. The main

areas of the brace carrying loads correcting the spine and sites performing little

effort, from the perspective of their participation in the brace’s fundamental ther-
apeutic application, were identified. The conducted analysis is universal in nature

and can be adapted to other types of orthopedic braces. The results obtained allow

for the proposal of methods for mechanical optimization of the brace’s design.

Keywords: brace, FEM, ESPI, out of plane displacement

2.1. Introduction

Scoliosis is a severe, three-dimensional deformity of the spine [1]. Non-surgical treat-
ment of scoliosis is based on bracing [2]. A brace is a tailor-made thoracic orthosis.
It is typically relatively heavy and stiff. For treatment to yield results, the brace must
be worn by the patient for over 23h per day, practically from diagnosis until the end
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of puberty [3]. The corrective action of a brace that is easiest to implement involves
applying forces at the apex of the spinal curve and at two support sites on the oppo-
site side. This is referred to as the three-point pressure system [4]. Designs that are
more advanced, the Cheneau brace, for example, involve applying a system of multi-
ple three-point corrective systems onto a 3D space [5].

Currently, computerized tools are used more and more frequently to design
braces. Here, one can distinguish two main approaches. The first approach, as applied
in the design of CtrlBrace (CAD/CAM), for example, is based on measuring the patient’s
torso without posture correction and then modeling the geometry of the corrective
brace in a CAD/CAM operation; this process is performed by a professional orthot-
ics designer [2, 6-8]. The second approach involves using a finite-element torso
model (FEM) for the purposes of designing the brace’s geometry [9-12], as in the case
of NewBrace. For this purpose, computed tomography (CT) or magnetic resonance
(MR) medical imaging results are used, perhaps including a 3D scan of the torso,
and they are then used to develop a model of the body that represents the real-life mus-
culoskeletal structure. After correction by the computer-modeled 3D field of forces,
the geometric image of the torso’s FEM model is used as the model for brace shell
geometry. On account of the difficult problem of contact and complex anatomical
structures in the human torso, it is impossible to represent FEM-modeled fields of cor-
rective forces on the torso faithfully in practice. In the works of [13, 14], the authors
compare the efficacy of braces designed according to the above-described approaches.
They stress that every individual approach has its upsides and downsides, and inte-
grating them may result in enhanced bracing efficacy. The designed braces’ efficacy
of action can be verified in practice, e.g. by X-ray or CT imaging of the brace while
it is worn by the patient.

It can be observed that present advancements in the field of rigid braces pertain
to a better grasp of their corrective functions [4], which are described by, among
others, the requisite three-dimensional field of forces applied to the torso and,
to a lesser degree, by the mechanical properties of braces indispensable for the per-
formance of corrective functions. The literature provides examples of FEM applica-
tions for describing individual braces as options on top of FEM modeling of the torso
[15], but these brace models are simplified and do not sufficiently represent the actual
brace’s geometry. Reference [16] presents a more accurate model, but here FEM analy-
sis results only concern the narrow problem of topological design optimization, lack-
ing an in-depth analysis of the stress and strain distribution in the brace’s structure.

Computer modeling of the orthosis’s mechanical structure appears to be difficult
owing to the character of this construction. This type of orthosis is a thin-walled shell
with an open cross-section, under the influence of a 3D distribution of loads. The liter-
ature dedicates attention to the relationship between the brace material’s mechanical
properties and the loads exerted by the orthosis [1]. Stiffer braces exert corrective forces
more effectively, whereas the more flexible ones are more comfortable in everyday
use. The literature concerning determination of corrective force distributions is exten-
sive [3, 6, 7], but it provides little information about the brace structure’s mechanical
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properties which are responsible for these forces [17, 18]. Literature analysis reveals
that critical factors in the efficacy of the brace’s action are proper values and direc-
tions of the corrective forces it exerts. Thus, it would appear that the conditions that
the mechanical construction of a brace must fulfill for the purposes of implementing
the required field of forces are equally important.

It could be hypothesized that the appropriate approach to analyzing mechanical
features of current brace designs is to formulate a credible numerical model of a real-
life orthosis, whose efficacy has already been confirmed in orthopedic practice.
In-depth modeling results of such structures are absent in the literature. The numer-
ical simulations and experimental tests presented in this work are aimed towards devel-
oping a Boston brace FEM model that would be reliable and experimentally verified.
In-depth analysis of the model will serve to identify the working scheme of the brace’s
structure, subsequently enabling identification of the possibilities of potential brace
design optimization. To clarify the methodology of the work a flow chart of the con-
ducted scientific research is presented in Fig. 2.1.

Development of a stand for experimental studies
of brace deformation with selected conditions of brace support and loading

W

Development of a geometric model of a brace with the use of reverse engineering tools

Development of the FEM model of the brace and its numerical analysis with the use
of the support and load conditions corresponding to those used on the experimental test stand

W

Experimental tests of the brace on the stand to verify the FEM model

The use of the verified FEM model of the brace to analyze its working scheme
on the basis of force flow lines and a proposal to optimize the brace structure

FIGURE 2.1. Flow chart of the conducted scientific research

2.2. Materials and methods
2.2.1. Research object - Boston brace

The Boston brace system has the purpose of enabling non-surgical scoliosis treatment
through prevention of scoliosis progression in juvenile and adolescent patients [19].
Treatment with a brace is initiated in cases where scoliosis progression is highly proba-
ble. In adolescent idiopathic scoliosis, the patient starts wearing a brace when the curva-
ture of the spine is over 20° according to the Cobb scale. Curves with an apex in the T-6
to L-3 segment are typically treated effectively using Boston braces. Such an orthosis
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cannot usually treat curves with apexes outside these limits effectively [20]. Fig. 2.2
shows an example of a Boston brace and a diagram of the above-described scoliosis.

FIGURE 2.2. Boston brace - illustration of left thoracic-lumbar arch with simplified correction
scheme (front view). Forces exerted by the brace: F, and F, - forces acting on the thorax,
F, - force applied to the pelvis

Boston braces are used for lumbar and sacrolumbar scoliosis as well as for tho-
racic-lumbar scoliosis. Because of this, the upper part of a Boston brace cannot be rigid
and may only be supported on the patient’s armpit in order to prevent the orthosis from
shifting. Braces of this type are produced by tailoring ready-made plastic shapes appro-
priately to the patient’s personal dimensions. After that, more precise adjustments are
made to the patients requirements using pads fastened on the interior of the orthosis.

2.2.2. Stand for experimental verification of FEM results

The stand presented in Fig. 2.3 was created for experimental testing of orthopedic braces.
The stand consists of: optical bench 3, brace fastening device 7 and pressure sensor
8, system for applying additional load 9 in the form of a tension member drawn over
a rotary pulley with a 10 g weight, DPSS laser 1 emitting a beam with 50 mW power
and wavelength 1=532 nm, optical set 2, digital camera 4, beam splitter 5 and computer
with software 10. Altogether, components: 1, 2, 4 and 5 make up the ESPI interferometer
(described more precisely in paper [21]). The brace fastening instrument 7 makes it pos-
sible to apply preliminary load, stabilizing the brace, from the brace’s interior, and this
load is measured by the pressure sensor 8, whose mandrel is at point A (Fig. 2.5b)
on the interior of the orthosis. Preliminary force A, with a value of 35.85 N (Fig. 2.5b)
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is applied by a support positioned inside the brace, by tensioning of the brace’s straps.
The value of force A falls within the range of real-life forces occurring in braces [22].
Brace displacements induced by the initial force exceed the interferometer’s measur-
ing range and are not measured. Next, an additional force E of 0.1 N (Fig. 2.5b), induc-
ing brace displacements within the measuring range of the interferometer, is applied

close to where the preliminary force was applied and implemented by means of system

9 comprising a tension member, a 10 g weight and a pulley. Displacements of the brace

as a result of loading with the additional force are logged and processed by computer
with software 10. The test stand simplifies the number and directions of forces acting
on the brace in order to reflect real-life boundary conditions in the numerical model
as accurately as possible. The application of the ESPI interferometer makes it possible

to determine the values of “out of plane” displacements for every point of the brace’s

surface in the field of view of the interferometer’s camera (formula 2.1):

A
Az=n-—, 2.1
z=n 5 2.1

where: Az — displacement value in nm, #n — order of a correlation fringe, A — emitted
light’s wavelength (532 nm in this example).

FIGURE 2.3. Brace test stand: 1 - laser, 2 - optical elements/optical set (beam splitter, lenses,
polarizers), 3 - bench, 4 - digital camera (CMOS), 5 - beam splitter with matte element,
6 - tested object, 7 - holder for brace fastening and tightening, 8 — pressure sensor, 9 - addi-
tional load application system, 10 - computer with software



The test result is the increase in displacements after the application of the additional
force. The obtained experimental results from the basis for verification of whether
numerical simulations were correct.

The brace was tightened with a force of 35.85 N, which was measured by pres-
sure sensor 8, whose head was located on the inside of the brace at point A (Fig. 2.5b).
Gravity also acts on the brace that has been immobilized in this manner. In numer-
ical simulations, an additional force of 0.1 N was applied at the site correspond-
ing to point E after the brace was stabilized (Fig. 2.5b). The results of the tests were
determined by the increase in displacements after the additional force was applied.
The results of the experimental measurements serve as the foundation for ensuring
that the numerical simulations are correct [23].

2.2.3. Brace Geometric Model

Reverse engineering techniques (3D scanning) were used to create a 3D geometric

computer model of the brace, based on the existing Boston brace presented in Fig. 2.2.
The orthosis underwent preparatory treatments for proper scanning (Fig. 2.4a).
For the purposes of 3D measurement, the brace was stiffened using adjustable buckles

at the level of tightening straps 1. Matting material 2 was placed on the brace’s surface,
and reference points 3 enabling a 3D correlation of subsequent 3D scans were glued

on. The point cloud was created using an Atos Core 200 optical scanner (GOM GmbH,
measurement accuracy of 0.03 mm, positioning repeatability £0.05 mm, optical system

with two CCD 5 Mpx cameras). A mesh of STL triangles defined as a binary represen-
tation consisting of 2,753,159 elements was obtained from the point cloud following

initial, rough processing. For this purpose, 35 exposures were performed with 28 mark-
ers. Geomagic Wrap (3D Systems) point cloud processing computer software was used

to remove fastening buckles from the model, repair artifacts, and fill in losses. The mesh,
modified in this fashion, was used to create a representation of the brace’s exterior sur-
face. The next step involved creating a shell with a thickness of 4.0 mm, based on this

surface, corresponding to the brace structure described by NURBS splines. The model

representing the actual brace was created through such processing of the point cloud

(Fig. 2.4b). An interior pad and a corrective ring made of soft material were addition-
ally modeled at the height of the apex of the spinal curve. The brace computer model

was imported for FEM numerical simulation into the ANSYS Workbench environ-
ment, in which numerical analyses were then performed.
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FIGURE 2.4 Reverse engineering - the process of turning a real object into a computer model
of an orthopedic brace: a) the brace that is ready to be scanned: 1 - stiffening the brace by fas-
tening, 2 - the orthosis’ matted exterior layer, 3 — markers of reference, b) the orthosis as a CAD
computer model

2.2.4. FEM Model

The exterior body’s material was polypropylene (E = 1000 MPa, v = 0.3) [16, 17],
and the middle layer was modeled using soft foam (E = 100 MPa, v = 0.45) [17].
The FEM model was generated using the 10-node tetrahedral element (SOLID187).
For detailed determination of principal stress vector value and direction distributions,
which were determined separately after the problem was solved for each element indi-
vidually, a relatively fine mesh of tetrahedral finite elements was generated (Fig. 2.5a).
Tetrahedron shapes seem to be rather regular, in spite of the brace’s complex geom-
etry. At critical sites where the geometry was more complex, the mesh was made
denser, and this was done to improve the accuracy of stress calculation in the case
of loading at these sites. Discretization was conducted up to the point where further
node mesh concentration did not alter the obtained von Mises stresses by more than
3%. After mesh concentration, there were 156,926 nodes and 91,649 finite elements
with a maximum edge length of 7.5 mm (Fig. 2.5a).
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A: Static Structural

Static Structural

Time: 2,986 s

15/07/2021 19:28

A Farce: 3585 N c

Bl Fixed Support .
B Fixed Support 2 0
D Standard Earth Gravity: 9806,6 mm/s’

B Nordal Force: 0,1 N

0,00 150,00 300,00 [mm] 0,00 150,00 300,00 [mm]
75,00 225,00 75,00 225,00

FIGURE 2.5. Numerical brace model: a) tetrahedral finite element mesh generated, b) boundary
conditions on the imported geometric model (NURBS): A - preliminary force applied to ortho-
sis, B and C - fixed supports, E - additional force applied after the brace has been pre-loaded,
D - gravitational force

After the finite element mesh was generated and the brace model’s parameters
were defined, boundary conditions feasible for representation in experimental tests
were introduced (Fig. 2.5b). Two immobile supports, defined as very small surfaces B
and C, were immobilized in space. Preliminary loading of the brace was implemented
by applying force A, with a value of 35.85 N. The value of force A falls in the range
of real-life forces acting on braces [22]. Preliminary loading was required to stabi-
lize the position of the brace on the experimental test stand, described in section
2.2.2. While the brace is immobilized in this manner, the force of gravity D also acts
on it, although it does not seem to play a large role. The displacement field was com-
puted for the loads and supports defined in this way. Following the first stage of cal-
culations, as described above, an additional force E, with a value of 0.1 N - as per
the experiment’s conditions — was applied to the brace in the same direction as force A.
Simulations ultimately yielded a result obtained by computing the difference in dis-
placements of the shell before and after the input of force E. Because the interferom-
eter measures displacements on the axis running lengthwise along the camera lens,
displacement calculation results with respect to this direction are presented. The dis-
tribution of displacements on the Z axis was obtained as the result, and then experi-
mentally verified on the test stand.
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2.3. Results
2.3.1. Model verification tests

The brace’s displacement distribution, computed with the use of the FEM numerical
analysis, is shown in Fig. 2.6a, and the distribution measured with the use of the ESPI
is shown in Fig. 2.6b. Displacement values in the experimental tests were determined
according to formula (2.1) by means of the correlation fringe distribution with orders
of interference from 0 to 6 (Fig. 2.6b). The maximum displacement on the Z axis
in the numerical simulations was 1.612 um, and in experimental measurements
1.596 pm. A detailed comparison of displacements in areas is shown in Fig. 2.6¢ and 2.6d.

a) b)
A: Static Structural
Z User Defined Result
Expression: UT-U0
Time: 1 B B
16/07/2021 19:06

0,0067169 Max - _
~0,0001 1612 ym 1,596 pm

-0,0003
-0,0005

-0,0007

-0,0009

-0,0011 A A A A
-0,0013

-0,0015 B B

-0,034647 Min

0,00 150,00 300,00 [mm]

75,00 225,00

d)

) 0 In the transverse plane A-A In the sagittal plane B-B

150
— FEM — FEM
-03 e ESPI 100 * ESPI

-0,6 50

0

Az [um]
&
y [mm]

-12 -50
-1,5 -100
-1 -150

8
150 -100 -50 0 50 100 150 -18 -15 -12 -09 -06 -03 0
X [mm] Az [um]

FIGURE 2.6. Displacement distribution results in the Z direction: a) displacement distribution
yielded by FEM numerical analysis, b) displacement distribution yielded by ESPI measurements:
n=0,1,.. 6 are the numbers of successive interference orders (C - artifact caused by an overly
intense laser beam reflex), c) deformation in the transverse plane A-A, d) deformation in the sag-
ittal plane B-B
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2.3.2. Tests using verified numerical model

Tests of the brace were carried out under 28 N load, applied at point A (Fig. 2.5b) con-
sistently with typical corrective loading, using the numerical model, verified accord-
ing to the method described above [22]. The distribution of von Mises stresses shown
in Fig. 2.7 was obtained. Besides sites relatively small in area, where the loading force
and supports were applied, the value of stresses in the brace was less than 4.4 MPa
(Fig. 2.7), falling in the linear range of polypropylene’s stress-strain curve [24], which
confirms prior assumptions concerning the brace model.

a) b)
A: Static Structural
Equivalent Stress
Type: Equivalent

(von-Mises) Stress

Unit: MPa
Time: 3
16/07/2021 19:42

6,9624 Max

052218

0,45691

0,39164

0,32637

0,26109

0,19582

0,13055

0,065277
4,7748e-6 Min

0,00 150,00 300,00 [mm]
75,00 225,00

FIGURE 2.7. Brace view with von Mises stress values: a) external view of the front, b) front view
from the inside

It is difficult to figure out how the brace works just by based on Fig. 2.7. To pre-
sent the method of load carrying by the brace’s mechanical structure more clearly,
Fig. 2.8 shows the front view of the brace, presented in a manner enabling illustration
of principal stress vectors on the interior and exterior side of the orthosis’s front wall.

Fig. 2.9 shows principal stress vectors only for tensile stresses 0,. Maximum
principal stress o, trajectories are also plotted in this figure. Lines are consistent
with the directions of stress vectors, beginning and terminating at loading sites. Stress
trajectories had the form of splines with mild changes of direction, tangent to o, vectors.
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FIGURE 2.8. Principal tensile stresses o, (red) and compressive stresses o, (blue) distribution
in the area of front wall of the brace’s marked: a) area of the brace’s front wall, b) stress distri-
bution on the marked area'’s exterior surface, c) stress distribution in a cross-section of the front
wall - after “removal” of a portion of the front wall's material, the layer closest to the interior
surface is visible

FIGURE 2.9. Principal tensile stress vector distribution with principal stress trajectories
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2.4. Discussion

Model verification test results, shown in Fig. 2.6, reveal the distinct similarity of dis-
placement contour line distribution in the FEM image to the ESPI correlation fringe
pattern. Comparing the obtained results of the numerical simulations with the exper-
imental results quantitatively, the relative difference of displacements in the brace’s
central front wall, between both methods, is small — approximately 0.9%. Although
only out of plane displacements of the brace were measured, the conclusion that this
method of model verification is sufficient was borne out by their good compliance
with the results of FEM calculations on the entire front surface, covering almost half
of the brace. One may draw conclusions about stress and strain values associated
with the displacement field by using linear-elastic relationships. Therefore, the pro-
posed method of describing brace geometry and mechanical parameter values applied
to model materials, and above all, the mesh concentration and type of finite elements
used for FEM analysis, can be deemed suitable for developing a model that would be
highly consistent with the characteristics of the real-life object. Using the FEM model
for further tests involving different loading variations and values and distributions
similar to those in real life may serve as a foundation for drawing conclusions con-
cerning the work done by a real-life brace.

Applying the so-defined approach, the standard FEM analysis was performed, involv-
ing determination of von Mises stress distribution for loads with values on the same
order of magnitude as typical corrective forces applied in the elementary three-point
pressure system. The results shown in Fig. 2.7 show that the polypropylene shell’s thick-
ness provides the orthosis with the requisite strength properties. Von Mises stress val-
ues are significantly lower than the tolerable stress values for polypropylene. The brace
sites at the greatest risk of damage, in a mechanical regard, and areas performing neg-
ligible work, can be identified. Even if similar three-point pressure systems were used,
the irregular distribution of stress values in the brace’s body makes it difficult to gen-
eralize the results obtained across braces with different load values and geometries.

The distributions of principal stresses, as shown in Fig. 2.8 for various parts
of the structure, may reveal more about the general nature of the brace’s work. The exte-
rior surface of the brace’s front wall is compressed, and the interior surface of this wall
is under tension, as can be seen. Absolute stress values in the exterior layer are about
half of the stress values in the interior layer. By comparing the signs and values of act-
ing stresses, one may conclude that the brace shell is subject to a complex state of bend-
ing and tension (Fig. 2.10). Other parts of the brace’s shell work similarly. Stresses are
distributed throughout most of the brace’s shell in such a way that tensile stresses have
a significantly greater value on the interior side than on the exterior, and this is due
to the superposition of stresses stemming from two individually acting types of load.

In areas where these stresses have relatively high values, distinct regularities can
be seen influencing the shape of force flow lines based on determined vector fields
of principal stresses and plotted trajectories of maximum principal stresses o, (Fig. 2.9).
When summed up, the principal stress trajectories are arranged in a characteristic way,

26



connecting corrective loading sites along paths of relatively short length. This illus-
tration is consistent with the force flow lines concept, which is currently under devel-
opment in optimal design theory [25]. This concept is based on the observation that,
when considering the given geometric boundaries of the object, the “flow” of forces
through a mechanical structure between loading sites is most intense near topographic
lines linking these points in space. Principal stress trajectories are one way of putting
the concept of force flow lines into practice; however, there are other, competing ideas
in the literature [26]. A brace can be described as a three-dimensional mechanical
system that primarily carries loads over relatively short trajectories between correc-
tive loading sites, using this concept as a foundation. The area of the brace responsible
for implementing the brace’s corrective function can be identified based on the 3D
distribution of the trajectories depicted in Fig. 2.9. Other areas serve a supporting role,
such as stabilizing the torso brace. In Fig. 2.11a, the area performing the corrective
function is highlighted in dark color, while less-active areas of the brace’s structure
and those performing a supporting function are highlighted in light color. The correc-
tion area’s position is comparable to that determined in the publication [16]. In com-
parison to the topological optimization approach based on elastic energy minimiza-
tion, it appears that the method of analyzing the structure’s work presented above can
be understood more easily in the context of stress distribution analysis.

B (10:1)

F F M M

FIGURE 2.10. Stress distribution in the front wall of the brace in cross-section A-A (the interior
side of the brace wall corresponds to the top side of the diagram): superposition of stresses
caused by tension under force F and bending under moment M

Based on the above-mentioned results of the numerical model that has been exper-
imentally confirmed, one can identify methods of their practical application. Based
on the test results, one may conclude that reducing the brace’s weight is possible with-
out changing its mechanical parameters significantly, particularly its stiffness at cor-
rective loading sites. Manufacturing the brace using a thinner material, with additional
stiffening in the dark-colored area shown in Fig. 2.11a, responsible for carrying correc-
tive loads, may be the simplest solution. In this location, the brace can be strengthened
by integrating composite overlays using a polymer matrix reinforced with carbon
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or glass fibers, directed along the primary stress trajectories indicated in Fig. 2.11b.
When comparing figures 2.8, 2.9, and 2.10, it is evident that overlays should be placed
to the inside side of the brace’s front component, as the interior side is subjected to sub-
stantially more load than the exterior side in this location. Near corrective loading
points, the converse is true: the outside side carries significantly more loads than
the interior side, hence overlays should be put to the exterior as shown in Fig. 2.11c.
In a similar way, overlay application locations in additional areas holding remedial
loads can be found.

The discussion above shows that one can predict the trajectory of force flow
lines, for the purpose of identifying areas for reinforcement, in the brace rather eas-
ily, in the case of a three-point system of forces. The Boston brace uses a corrective
method based on the three-point pressure principle, involving fixation above, below,
and on the apex of the curve [27]. The experimental test stand provides conditions
close to actual, physiological loading. The experimental stand and numerical calcu-
lations should account for more complicated physiological loading systems in more
complex circumstances; however, it appears that the presented technique may also be
effective for optimizing brace design in these more complex cases. Another technique
to put the results of the study into practice is to eliminate material, such as by drilling
holes in sections of the brace that are not important for its correcting characteristics
(light color area in Fig. 2.11a).

The current trend in orthopedic brace research is to find a material that can replace
polypropylene and be 3D printed using FDM (Fused Deposition Modeling) [28].
The findings are in line with this trend, as they could serve as the foundation
for a method of fabricating a 3D printed structure with openwork geometry that cor-
responds to the distribution of primary stress paths while also meeting the structural
stiffness requirements [16].

a) b) c)

FIGURE 2.11. Boston brace: a) the area of the brace’s structure that is placing the biggest effort
and performing a corrective function (dark color), and the remaining area, playing a supporting
role (light color), b) stiffening by combining thin overlays of composite with a polymer matrix
reinforced by glass or carbon fibers that are oriented along the principal stress trajectories,
c) the positions of the brace overlays are shown in a cross-section; dashed lines indicate the ori-
entation of reinforcement fibers
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The findings of this study could act as a springboard for more research on stiffen-
ing and lowering the mass of the brace. The insights gained from the modeling, notably
the distribution of principal stress directions and values, allow for the recommenda-
tion of optimal stiffening component positioning based on the determined principal
stress directions. Simultaneously, the mass of the brace can be reduced by removing
material from portions of the brace that are not under load.

2.5. Conclusions

The force flow lines illustrated by plotting primary stress trajectories based on stress
distributions calculated in the brace’s structure proved to be useful to define the brace’s
working scheme. In this approach, locations of the brace that were particularly impor-
tant in terms of corrective treatment were identified. Real-life measurement results
confirmed the numerical results. It can be concluded that the force flow concept based
on well-developed computer model calculations may serve as the foundation for refin-
ing the brace’s design and its optimization.
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Abstract: Over the years, many mechanoregulation concepts of fracture healing
have been developed. They all assume that higher values of the stimulus in the frac-
ture gap cause the formation of a fibrous tissue and only lower values can lead
to the formation of bone tissue. A literature review of the numerical evaluation
of bone fracture healing has revealed some shortcomings in the existing studies.
Scientists often focus on only one of the three phases of fracture healing. In addi-
tion, studies are often carried out with the use of only transverse fractures. The aim
of the study is to develop an algorithm for the numerical evaluation of bone frac-
ture healing, which can be used for both transverse as well as oblique fractures.
To conduct the research, the authors proposed an algorithm that considers all
phases occurring in secondary healing: 1 - hematoma formation, 2 - tissue dif-
ferentiation, 3 — bone tissue remodeling. Appropriate CAD models of simplified
fracture were designed that additionally considered two variables: fracture angle
(from 0° to 45°) and fracture gap (from 2.5 mm to 10.0 mm). Axial loading was used
in order to generate mechanobiological stimulus. The obtained results presented
a significant influence of the analyzed variables on the studied process. This proved
that the designed algorithm can be used to speed up the treatment process and ena-
ble designing a more effective rehabilitation procedure for an individual patient.

Keywords: numerical analysis, bone, fracture, secondary healing, evaluation
algorithm

3.1. Introduction

Long bone fractures are a common problem in healthcare, which causes at least a tem-
porary decrease in the quality of human life and in critical cases may even lead to a per-
manent disability resulting from an abnormally healed bone [1]. This phenomenon
creates economic problems and a burden for the society, resulting from its univer-
sality [1-3].
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Fracture types are classified according to several criteria, such as soft tissue pen-
etration [4] or morphology and topography [5,6]. In the first case, the classification
includes closed fractures, in which the continuity of the skin is not broken, and open
fractures, in which at least one of the bone fragments penetrates soft tissues [4]. Closed
fractures are much more common, while open fractures only occur in about 11.5 per
100,000 people every year [4]. It is estimated that fractures of the long bones of the lower
limbs are much more dangerous than those of the upper limbs, which may be caused
by significantly greater loads transmitted by the lower limbs [4].

According to the next criterion, that is morphology and topography of the frac-
ture, there can be distinguished transverse, linear, oblique, spiral, greenstick, commi-
nuted fractures [5,6]. Transverse and oblique fractures are the most common types,
and they can additionally occur in nondisplaced and displaced forms, with the second
one significantly hindering the healing process due to the increased fracture gap [7].
Moreover, oblique fractures can occur at different angles [8].

Healing of a fractured bone can occur through direct (primary) healing or indirect
(secondary) healing [9]. Primary healing rarely occurs in the natural process of frac-
ture healing, as it requires elimination of the fracture gap with internal or external
stabilization [10]. It occurs when the gap is not greater than 0.01 mm and the defor-
mations in this area are less than 2%. This enables the formation of cutting cones that
form cavities through the fracture site with the participation of osteoblasts, which are
then supplemented with Haversian canals by osteoblasts [9]. This process does not pro-
duce callus. Depending on the type of fracture, primary healing may take from a few
months to several years [9].

Secondary healing includes both intramembranous and endochondral ossifica-
tion [11]. This type of bone healing does not require the reduction of the fracture gap
or the rigid stabilization of the bone fragments. On the contrary, secondary healing
is stimulated by micromovement and load transfer [12]. However, too large bone frag-
ments displacements or excessive load may delay or prevent bone healing [13]. Secondary
healing is often observed in inoperable fracture treatment, although there are cases
where it occurs after clinical procedures with insufficient fracture stabilization [14].

So far, a number of mechanobiological concepts describing the process of sec-
ondary fracture healing have been developed, such as concepts of Carter [15], Claes
and Heigele [16] or Huiskes [17]. These models are often complemented by other con-
cepts, including the concept of diffusion of mesenchymal cells into the fracture gap [18].
These concepts are commonly modified and used in numerical analyses evaluating
the influence of various factors on the bone healing process [19-24].

A literature review has shown that scientists often limit numerical studies to sin-
gle stages of bone fracture healing. The first stage, i.e. hematoma formation, is the least
frequently considered. At this stage, biological and biochemical factors, rather than
mechanical ones, have a much greater impact on improving the process. Moreover,
the material properties of a hematoma and a granulation tissue have not yet been clearly
defined. Most often, the second phase of bone union, i.e. the differentiation of tissues
in the fracture area, is a subject of analyses.
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On this basis, it was concluded that analyses of secondary healing of non-trans-
verse fractures are not usually performed. Therefore, it is necessary to supplement
the currently known data with analyses of all stages of bone fracture healing, taking
into account the morphology and topography of the fracture. For this reason, the aim
of this study was to develop an algorithm that takes into account all stages of second-
ary healing for the most common types of fractures, i.e. transverse and oblique. Such
an algorithm would allow to estimate time and mechanobiological conditions needed
to individually design rehabilitation procedure for every patient, which is crucial for his
appropriate recovery.

3.2. Materials and methods

The evaluation of the studied phenomenon was carried out with the use of an algo-
rithm that takes into account all phases of secondary healing of a bone fracture: cal-
lus formation, tissue differentiation and bone remodeling. The algorithm was con-
ducted with the use of the finite element method and Ansys Workbench 2022 software.
A simplified diagram of the proposed algorithm is shown in Fig. 3.1.

( Geometry design ) Phase 1 - callus formation
|
¥
( Discretisation ) Phase 2 - tissue differentation
Initial material Tissue differentation
properties boundary conditions
-------------- e ———
Difussion boundary i Tissue differentation
conditions ! stimulus calculation

MSC migration | Callus’ material properties

simulation ! update
ooprtimes T /\
YeS 1oE, » 26Pa7 N0

Bone remodelling Phase 3 - bone remodelling
boundary conditions

loop n times

_____________________________________________________________

( Bone remodelling Callu's material properties )

stimulus calculation update

1

FIGURE 3.1. Proposed algorithm to evaluate the secondary healing of a bone fracture
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3.2.1. Phase 1 simulation — callus formation

The first part of the research involved the simulation of the hematoma, which was
obtained by designing appropriate geometries in the SolidWorks 2022 software.
The models took into account two variables: the width of the fracture gap and the frac-
ture angle. A total of 16 models were analyzed and the included values of the studied
variables, as well as the method of marking individual models are presented in Tab. 3.1.

TABLE 3.1. Designations of the analyzed models

Fracture gap (d)
2.5 mm 5.0 mm 7.5 mm 10.0 mm
0° a0d2.5 a0d5.0 a0d7.5 a0d10.0
;Z‘i;”re 15° a15d2.5 a15d5.0 a15d7.5 a15d10.0
(a) 30° a30d2.5 a30d5.0 a30d7.5 a30d10.0
45° a45d2.5 a45d5.0 a45d7.5 a45d10.0

The dimensions and components of the analyzed geometries, which are presented
in Fig. 3.2, were developed on the basis of literature reports [25]. Appropriate adjust-
ment of the callus width to the type of fracture was also taken into account [20].

30
18

80

FIGURE 3.2. Scheme of the 2D model used for the analyses: 1 - bone shaft; 2 - callus; 3 - bone
marrow

The generated model components were combined in order to consider node-sharing
between them in the subsequent discretization process. This was to simulate the bio-
logical integrity between anatomical structures during the fracture healing process.
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3.2.2. Phase 2 simulation - tissue differentiation

The previously prepared models were subjected to the discretization process, taking
into account the 5% mesh refinement test for the analyzed values. Plane223 elements
were used for discretization, which has the possibility to unlock diffusive degrees
of freedom. The obtained models, an example of which is shown in Fig. 3.3, after opti-
mization had 2,000 + 1,000 finite elements.

FIGURE 3.3. Finite element mesh on the example of the a0d2.5 model

The defined, initial material properties are presented in Tab. 3.2.

TABLE 3.2. Initial material properties in phase Il [26]

Material property
Density [g/cm’] Young's Modulus [MPa] Poisson's ratio
Bone 1.741 20000 0.30
Part | Bone marrow 1.100 2 0.17
Callus 1.000 2 017

Phase IT was divided into two processes: migration of mesenchymal cells to the frac-
ture gap and differentiation of MSC according to the mechanoregulation theory.

For the first process, appropriate boundary conditions were defined in which
the sources of mesenchymal cells were indicated, i.e. places where their concentra-
tion was 100%. In all of analyses, it was the periosteum and bone marrow (Fig. 3.4a).
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Subsequently, using Fick’s law (equation 3.1), the degree of callus filling over time
with mesenchymal cells was determined [21]:

J=-D oc/ox, (3.1)

where: ] - diffusion flux [%/step], D - diffusion coeflicient = 2.5 [cm?/step], ¢ — con-
centration of the component [%/cm?], x — change in position [cm].

For the second process, again using the initial material properties and the gen-
erated mesh, different boundary conditions were defined, in which a force of 100 N
was applied to the upper edge of the bone, while all degrees of freedom were blocked
for the lower edge (Fig. 3.4b). A relatively low value of force was used because at the ini-
tial stage of fracture treatment, the bone is not able to transfer heavy loads without
adversely affecting the bone healing process [21]. Then, the values of hydrostatic stress
(0) and strain (g) were generated in each finite element of callus.

a) b)

FIGURE 3.4. Boundary conditions for phase II: a) site of mesenchymal cell concentration; b) sup-
port and axial force

The concentration of MSC in individual areas of the fracture gap and the val-
ues of o and ¢ allowed to change the Young’s modulus of a specific finite element
of callus, taking into account the theory of mechanoregulation fracture treatment
according to Claes and Heigele [26]. In order to exclude sudden changes in the value
of the Young’s modulus, for each finite element the mean value from the previous
10 steps was assigned (equation 3.2):
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1 o
E=MSC-—» E, (3.2)

10
where: E - Young’s modulus of a specific finite element [MPa], MSC - the percentage
of mesenchymal cells [%], i — calculation step.

The values of the Young’s modulus of fibrous, cartilage and primary bone tissue
were 2 MPa, 10 MPa and 6000 MPa respectively [26]. After changing the properties
of the whole callus, its mean Young’s modulus (E,) was determined. When it was
greater than 2 GPa, the fracture was considered to be pre-stiffened and phase II
was completed [26]. If the E, was less than 2 GPa, the cycle of updating the callus
properties was repeated, taking into account the overtime changes in MSC concen-
tration in the fracture gap. When the fracture area was initially stiffened, the algo-
rithm could go into phase III.

3.2.3. Phase 3 simulation - bone remodeling

In the third phase, the boundary conditions were defined in the same way as shown
in Fig. 3.4b. However, the value of the axial force was increased to 600 N. This force
was selected to enable the proper process of bone fracture healing [21]. Then, the defor-
mation energy density (U) was determined and considering it as a stimulus stimu-
lating bone tissue remodeling, the properties of callus were updated on the basis
of the Huiskes et al. theory. That theory takes into account the so-called dead zone
[27], which concept is represented by equation 3.3.

P _ B(H_(1+S)K)i]‘%>(1+s)l<

ot P
9 , U
_afz =01f(1—s)KS;S(1+s)K
Ip (U ) U
L =Bl =—(1-9)K |if —<(1-9)K, 3.3)
Lo -9k fr L <9

where: p — bone tissue density [g/cm?], U - strain energy density [J/cm?], B - constant
regulating the rate of bone remodeling = 1 [(g/cm?)*/(MPa/CTU)], s - constant regulating
the size of the lazy zone = 0.1, k — constant regulating the threshold values = 0.004 [J/g].

After updating the density values of individual finite elements, the value of the cal-
lus Young’s modulus was calculated. For this purpose, the relationship between
the Young’s modulus (E) and bone tissue density (p), developed in the studies by Carter
and Hayes [28], was used.
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3.3. Results

The analyses resulted in a numerical representation of the change in MSC concentra-
tion and the value of Young’s modulus in the callus.

It has been established that a transverse fracture with a small fracture gap heals
in about 12 weeks [29]. Therefore, 84 calculation steps were established, each repre-
senting one actual healing day. Having implemented the algorithm, the analysis was
performed on the basis of the percentage change of mesenchymal cells in the callus
and the change in the Young’s modulus of the callus. The percentage change of mes-
enchymal cells was obtained by averaging all concentration values obtained for ele-
ments and dividing the mean by the area of the callus. In the case of Young’s modu-
lus of callus, a mean was calculated from all values obtained for each element, which
was then divided by an initial value of 2.

3.3.1. Mesenchymal cells migration to fracture gap

From the obtained data, the mean percentage of MSC in the callus for each of the cal-
culation steps was estimated. Fig. 3.5 shows the percentage change in the MSC con-
tent in the callus within 7 weeks for transverse and oblique fractures (with a fracture
angle of 15°, 30° and 45°).

g al5d2.5
2 )
A0 q15d5.0
20 | |emmme a15d7.5
----- a15d10.0
0 7 1421283542 49
Days Days

00 7 14 21 28 35 42 49 00 7 14 21 28 35 42 49
Days Days

FIGURE 3.5. Change in the percentage of MSC in callus within 7 weeks for a fracture with an angle
of:a) 0°b) 15°; c) 30°; d) 45°
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Increasing the width of the fracture gap increased the time for MSC to com-
pletely fill the callus. It can be seen that the curves representing the same fracture
gap and another fracture angle coincide. This means that the fracture angle does not
affect the rate of diffusion of cells to the fracture gap. Within 7 weeks, the complete
filling of the callus is observed for the gap width of 2.5 mm, 5.0 mm and 7.5 mm.
Fractures with a 10 mm gap are completely filled with MSC over a period of more
than 49 days.

The obtained data was then used as input values to determine the change in Young’s
modulus of the callus during the tissue differentiation and bone remodeling phases.

3.3.2. Changes in Young's modulus of the callus

The results from the second part of the simulations were presented in the form
of changes in the mean value of Young’s modulus of the callus within 84 days.
Fig. 3.6 shows the effect of the fracture gap width on the healing phases in transverse
and oblique fractures.

a) 3000
o 2500 =gzssoonnaRmens
S _ 2000

£ § 1500 a0d2.5

S~ 1000 — — -a0d5.0

S 500 g | eeeee- a0d7.5

Y 2 N R R a0d10.0
70 84

b) 3000
8 2500 L = = = = = =% _=_—_=
B 2000 o ym e s s esTEEE=s
E [v]
o < 1500 a15d2.5
g’“ 1000 - = -q15d5.0
S 500 e | eeee-- a15d7.5
I N S S e a15d10.0
0 14 28 42 56 70 84

Days

FIGURE 3.6. Change in Young's modulus of the callus during phase Il and Il of bone fracture heal-
ing for a fracture with an angle: a) 0°; b) 15°
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FIGURE 3.6. Change in Young's modulus of the callus during phase Il and Il of bone fracture heal-
ing for a fracture with an angle: c) 30°; d) 45°

The graphs presented in Fig. 3.6 show the process of both phases IT and III
of the bone healing process, while the transition from one to the other is character-
ized by a relatively sudden change in the Young’s modulus change rate. During phase
I, the mean Young’s modulus of the callus increases nearly linearly, while in phase
IIT its value changes non-linearly.

The analysis of the results showed that the width of the fracture gap influences
the time that the healing process takes. As the distance of bone fragments increases,
the time needed to fully heal the injury also increases. Moreover, it was noticed that
an increase of a fracture gap also results in delaying a transition from phase II to phase
I11, which was presented in Fig. 3.7.
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FIGURE 3.7. Days to transition from phase Il to phase Ill for each type of fracture
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In addition, irrespective of the fracture type, a larger fracture gap resulted
in slower callus resorption. It was noticed on the basis of a more intensive increase
in the mean Young’s modulus at the beginning of phase III for the gap of 10 mm,
compared to the gap of 2.5 mm.

3.4. Discussion

The algorithm used for the analyses was based on three basic assumptions: Fick’s first
law (diffusion law), the theory of mechanoregulation of fracture treatment accord-
ing to Claes and Heigele and the theory of bone tissue remodeling by Huiskes et al.
Fick’s first law was used to simulate the diffusion of MSC into the callus. The mecha-
noregulation theory of bone healing described how callus evolved under the influence
of mechanical stimulus. On the other hand, the theory of Huiskes et al. was applied
to simulate bone tissue remodeling. Therefore, all phases of fracture treatment were
taken into account in the conducted analyses, while the phase of callus formation
was considered with the design of an appropriate geometry. A literature review has
shown that scientists often focus only on the influence of mechanical stimuli on one
of the described phases.

In the presented study, the operation of the designed algorithm for the assess-
ment of bone fracture healing was verified. The functionality of the algorithm was
confirmed by comparing the obtained results with the data available in the literature.
The pattern of callus evolution obtained in 2D analyses coincides with the biological
sequence of tissue creation. Similarities can also be found in the works of Isaksson
and Lacroix [18,30]. In their research, they proved that the change of Young’s modu-
lus in the callus is related to the rate of migration of MSC to the fracture area.

Ghiasi in his research also discussed the effect of the distance between bone frag-
ments on the time needed to fully restore the bone to its initial efficiency. According
to the results, the increase in the fracture gap delays the healing of the fracture [20, 26].
In the presented research, the influence of the fracture gap on the bone healing process
for the transverse and oblique fractures was also verified. According to the obtained
data, irrespective of the type of fracture, the time necessary for the full healing
of the injury increased with the increase of the fracture gap.

Interestingly, during the preparation of the geometry for analyses, it was also noticed
that the width of the callus increases with the increase in the width of the fracture gap.
This phenomenon is also observed in clinical and experimental analyses. Larger cal-
lus is needed with an enlarged fracture gap to achieve the appropriate healing process
[30]. This allows to conclude that the elimination of the fracture fissure will reduce
the resulting callus. This also confirms the assumptions necessary for primary healing.

The verification of the designed algorithm proved that the combination
of the selected concepts and theories correctly predicts the course of bone fracture
healing in numerical simulations.
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3.5. Conclusions

The designed algorithm is an innovative tool for evaluating long bone fracture healing
processes. It is one of the few that includes the three phases of healing and can be used
not only for transverse, but also oblique fractures. The analyses carried out with the use
of the above-mentioned algorithm filled a significant gap in the literature. The designed
algorithm can be used to speed up the treatment process and enable designing a more
effective rehabilitation for an individual patient.

3.6. Limitation of the study

The presented study is characterized by limitations typical of numerical research. Among
them, there can be distinguished the use of a simplified bone model as well as neglecting
other factors (such as chemical) that have a direct influence on fracture healing. However,
the adapted simplifications are commonly used in numerical analyses and are crucial
for evaluating the influence of selected variables on the analyzed process. For this rea-
son, they are not negatively affecting the quality of the obtained and presented results.
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Abstract: Hypermobility is an increased range of joint mobility caused by the gen-
eralized laxity of the ligaments stabilizing the joints and joint capsules. Changes

in the proportion of collagen are the basis of joint hypermobility. Hypermobile

people suffer from a number of symptoms related to the musculoskeletal system

and other systems due to the widespread presence of connective tissue in the body.
The aim of the study was to compare the diagnosis of disorders from the hyper-
mobility spectrum using the Beighton and Sachse tests. 60 women were included

in the study. They were divided into two groups, similar in terms of age and BMI

value. The Sachse test and the Beighton scale were used. The ambiguous, and in some

cases contradictory, results obtained in both methods indicate the need for a more

detailed analysis of diagnostic methods for disorders from the hypermobility
spectrum.

Keywords: joint hypermobility, hypermobility spectrum disorders, Beighton score,
Sachse test

4 1. Introduction

Hypermobility is an increased range of joint mobility caused by the generalized lax-
ity of both the ligaments stabilizing the joints and the entire joint capsules. Each
joint has a physiological, limited range of motion. In hypermobility, the physiologi-
cal barrier of the joint is crossed without violating the anatomical barrier, which
would result in damage to the joint elements [1]. Immobility may affect one or more
joints, may be the result of an injury or the result of appropriately targeted training.
It can also be a congenital feature and be associated with a number of symptoms
related to the locomotor system and other organs and systems - in this case, one can
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suspect a set of symptoms referred to as disorders from the hypermobility spectrum

(Hypermobility Spectrum Disorders, HSD).

Hypermobility is associated with disturbances in the proportions of type I and III
collagen. The correct condition is 18-21%, while in hypermobile people — 28-46%.
The effect is the flaccidity of the joint structures made of connective tissue [1, 2, 3].

The main symptom of hypermobility is pain. Its nature and frequency of occur-
rence vary depending on the case. The occurrence of pain is associated with a reduced
tolerance to static loads, e.g. when standing or sitting at a desk for a long time. Most
often it is located in the area of knee joints, spine, arms, feet and hips [2, 4]. The occur-
ring hypermobility is often accompanied by posture defects, e.g. flat feet (flat foot
and transverse flat foot), hallux valgus, deep thoracic kyphosis and lumbar lordosis
or scoliosis [4, 5]. Hypermobile people are more likely to be injured. Repeated inju-
ries lead to frequent pain and loss of function, and may predispose to earlier degen-
erative joint changes [4].

In addition to the symptoms related to the locomotor system, disorders
of the hypermobility spectrum cause a number of other symptoms, such as: increased
skin extensibility, stretch marks, large scars, difficult wound healing, instability
of the masticatory organ, lowering of the reproductive organs, rectal prolapse, uri-
nary incontinence, hernias, varicose veins, increased fragility of blood vessels, mitral
valve prolapse. Symptoms such as depression, anxiety and neurosis are also a particu-
larly important problem - patients are tired of pain, which translates into problems
in everyday functioning (3, 4, 6].

Recent years have brought progress in research on hypermobility. Due to the dis-
crepancies in the literature resulting from the use of heterogeneous nomenclature,
the following classification of clinical cases has been proposed [4]:

1) people with “asymptomatic” hypermobility, which can be confirmed by a posi-
tive result on the Beighton score, but patients do not feel any discomfort from
the musculoskeletal system;

2) people with hypermobility who meet the diagnostic criteria of the hypermobile
type of Ehlers-Danlos syndrome;

3) people with hypermobility with pain, in whom the diagnosis of hEDS cannot be
confirmed, it is proposed to define a disorder from the hypermobility spectrum
(Hipermobility Spectrum Disorders, HSD).

Among patients with the hypermobility spectrum disorder (HSD), we can distin-
guish 4 basic types, described below (tab. 4.1) [4].

According to the available literature, hypermobility concerns 0.6 - 31.5%
of the population, depending on the adopted study criteria. It is known to decrease
with age and is more common in women (up to 3 to 5 times more often), as well
as in Asian and African races [2, 3, 7].

Hypermobility is diagnosed on the basis of information obtained from an inter-
view, physical examination and functional tests: Beighton’s score, Sasche’s test, Bulben’s,
Contompasis or the Brighton criteria [1]. The Beighton scale is most often used [8].
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Initially developed as a screening test, it has become the primary diagnostic crite-
ria for hypermobility [9]. The tests used are not precise — clinicians notice many dis-
crepancies, which result in difficulties in making a diagnosis. Patients are considered
hypochondriacal, are not adequately treated and their functioning worsens.

TABLE 4.1. Classification of cases of hypermobility spectrum disorders

Name Specification
G-HSD (Generalized Generalized joint hypermobility syndrome confirmed by a positive
Hypermobility Beighton score. Additionally, there are symptoms (one or more) from
Spectrum Disorders) the musculoskeletal system.
P-HSD (Peripheral Peripheral joint hypermobility, which affects only hand and / or foot
Hypermobility joints and one or more musculoskeletal symptoms, is usually negative.
Spectrum Disorders)
L-HSD (Localized Hypermobility limited to only one joint with musculoskeletal symptoms
Hypermobility but only in a given location, the Beighton score is negative.
Spectrum Disorders)
H-HSD (Historical History of hypermobility, Beighton score is negative, but there may be
Hypermobility musculoskeletal symptoms (one or more).

Spectrum Disorders)

The aim of the study was to compare the indications of the Beighton scale
and the Sachse test, used to diagnose disorders from the hypermobility spectrum. Such
a comparison is important insofar as there is no reference in the literature to which
the results of the above-mentioned tests could be compared, it may give an indirect
assessment of their usefulness in practice.

4.2. Materials and methods

Two groups of people with various physical activity were created for the pur-
pose of the research. The first group consisted of 30 women aged 23-45, working
as fitness instructors. The second group, treated as a control group, also consisted
of 30 women in the same age group, who were characterized by a lack of systematic
physical activity.

The selection of people for the control group was made on the basis of two
parameters — age and BMI. The homogeneity of the features of both groups was
verified using the Student’s t-test for independent samples, checking the normal-
ity of the distribution of the analyzed quantities (for all variables, the indications
of the Kolmogorov-Smirnov test p> 0.2) and homogeneity of variance (Levene’s test
indications: p = 0.35 for age and p = 0.26 for BMI). The results of the Student’s t-test
are shown in Fig. 4.1. On their basis, it can be stated that there are no statistically sig-
nificant differences in the tested parameters between the groups. Both groups were
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interviewed with questions about age, weight and height. The research group addi-
tionally defined the seniority of the instructor’s work, which was on average 4.7 years
(from 0.5 to 20 years).
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FIGURE 4.1. Box and whisker plot for age values and BMI for groups 1 and 2

The two tests were selected to assess the occurrence of hypermobility among
the respondents: the Sachse test and the Beighton score. The Sachse test consisted
in assessing the possibility of making the following movements:

1) flexion of the lumbar spine,
2) rotation of the hip joints,
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3) lateral flexion of the thoracic-lumbar spine,

4) twist of the thoracic-lumbar spine,

5) opposing joining of hands behind the back,

6) horizontal flexion shoulder joint,

7) dorsiflexion of the fingers in the metacarpophalangeal joints,
8) valgus elbows,

9) head rotation.

1 point was awarded for the correct performance of each test. The result is the num-
ber of points scored. Hypermobility is found when obtaining at least 7 points.
The Beighton score assesses the ability to make the following movements:
1) touch thumb to forearm;
2) fifth finger metocarpalphalageal joint extension >90°,
3) touch palms flat to floor with knees straight;
4) elbow extension >10°,
5) knee extension >10°.

1 point was awarded for each movement made as described. All trials, except
for the forward bend, were repeated and scored separately for the right and left limbs.
Obtaining at least 4 points proved the presence of hypermobility.

Measurements were made using a goniometer in the appropriate positions.

4.3. Results

In the Sachse test, the first group averaged 5.4 points. Hypermobility can be found
in 9 people (30%). The full results of all Sachse test trials in the first test group are
presented in Table 4.2. In the second group, 3 people (10%) obtained at least 7 points.
The average score in this group is 4.13 points. The results of the individual trials are
presented in Table 4.3.

TABLE 4.2. Analysis of individual movements of the Sachse test in group 1

Movement Yes (can do) No (can't do)
Flexion of the lumbar spine 29 97% 1 3%
Rotation of the hip joints 10 33% 20 67%
Lateral flexion of the thoracic-lumbar spine 27 90% 3 10%
Twist of the thoracic-lumbar spine 16 53% 14 47%
Opposing joining of hands behind the back 29 97% 1 3%
Horizontal flexion shoulder joint 17 57% 13 43%
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Movement Yes (can do) No (can't do)
Dorsiflexion of the fingers in the metacarpophalangeal 10 33% 20 67%
joints, passive movement above 60°
Valgus elbows 14 47% 16 53%
Head rotation over 90° in each side 10 33% 20 67%

TABLE 4.3. Analysis of individual movements of the Sachse test in group 2

Movement Yes (can do) No (can't do)
Flexion of the lumbar spine 28 93% 2 7%
Rotation of the hip joints 4 13% 26 87%
Lateral flexion of the thoracic-lumbar spine 1 37% 19 63%
Twist of the thoracic-lumbar spine 8 27% 22 73%
Opposing joining of hands behind the back 25 83% 5 17%
Horizontal flexion shoulder joint 8 27% 22 73%
Dorsiflexion of the fingers in the metacarpophalangeal 16 53% 14 47%
joints, passive movement above 60°
Valgus elbows 21 70% 7 30%
Head rotation over 90° in each side 4 13% 26 87%

On the Beighton score, group 1 scored 2.47 points on average. The features
of hypermobility were demonstrated by 7 people (23.33%). The results of individual
trials are presented in Table 4.4.

In group 2, the result confirming hypermobility was obtained by 7 people (23.33%).
The average score was 2.7 points. The results of all tests are presented in Table 4.5.

TABLE 4.4. Analysis of individual movements of the Beighton score in group 1

Movement Yes (can do) No (can't do)
Ability to touch thumb to forearm - right hand 6 20% 24 80%
Ability to touch thumb to forearm - left hand 7 23% 23 77%
Fifth finger metocarpalphalageal joint extension 5 17% 25 83%
>90° - right hand
Fifth finger metocarpalphalageal joint extension 5 17% 25 83%
>90° - left hand
Ability to touch palms flat to floor with knees straight 29 97% 1 3%
Elbow extension >10° - right upper limb 7 23% 23 77%
Elbow extension >10° - left upper limb 7 23% 23 77%
Knee extension >10° - right lower limb 3 10% 27 90%
Knee extension >10° - left lower limb 3 10% 27 90%
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TABLE 4.5. Analysis of the individual movements of the Beighton score in group 2

Movement Yes (can do) No (can't do)
Ability to touch thumb to forearm - right hand 2 7% 28 93%
Ability to touch thumb to forearm - left hand 4 13% 26 87%
Fifth finger metocarpalphalageal joint extension 5 17% 25 83%
>90° - right hand
Fifth finger metocarpalphalageal joint extension 5 17% 25 83%
>90° - left hand
Ability to touch palms flat to floor with knees straight 28 93% 2 7%
Elbow extension >10° - right upper limb 15 50% 15 50%
Elbow extension >10° - left upper limb 15 50% 15 50%
Knee extension >10° - right lower limb 3 10% 27 90%
Knee extension >10° - left lower limb 3 10% 27 90%

Comparing the results of the Sachse test and the Beighton score, it was noticed
that in the first group only in 3 people the hypermobility was simultaneously con-
firmed by both tests, in 10 cases the results were inconsistent. In the second group,
the positive result of both tests was noted in 2 people, in 6 the result was inconsistent.

4.4. Discussion

The basis for effective treatment of the consequences of hypermobility syndrome
is precise and reliable diagnostics of the disease in question. Obtaining contradictory
results in the presented studies leads to the need to develop a more detailed analy-
sis of the reliability of the functional tests performed. Theoretically, both methods
used should give similar results, but the data obtained during the research differs
significantly. The Sachse test assessed the mobility of almost the entire musculo-
skeletal system, starting with the spine (flexion, lateral flexion, rotations in the tho-
racic-lumbar and cervical spine), through the mobility of the hip joints (rotations),
shoulder joints (flexion, abduction, horizontal flexion, rotations), elbow joints (degree
of valgus, hyperextension), to the mobility of small metacarpophalangeal joints.
The Beighton scale narrows down to the assessment of spine flexion in the forward
tilt movement, mobility of the small joints of the hands (metacarpophalangeal joint
of the thumb and V finger) and hyperextension over 10° in the knee and elbow
joints. Therefore, the question arises as to which of the applied research methods
is more accurate and more precisely measures the immobility of the joints. The fact
that the vast majority of respondents (over 90% in both studied groups) are able
to bend forward with straightened knee joints, and a large proportion of people
who do not regularly train any sport have significant hyperextension in the knee
and elbow joints, may explain the achievement of a high result on the Beighton score
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in group 2, which does not necessarily have to be associated with the hypermobil-
ity of the entire musculoskeletal system. Thus, the conclusion is that the diagnosis
of disorders from the hypermobility spectrum cannot be based on one functional
test assessing the mobility of selected joints.

Authors dealing with the issue of hypermobility concluded that the mere use
of functional tests is insufficient [9]. The research trials described above also confirm
this statement. It cannot be forgotten that hypermobility is a disease with a wide clini-
cal picture — due to the common presence of collagen of connective tissue, symptoms
appear in various, often distant organs. Therefore, the diagnostic scope was extended
to include symptoms from various systems and organs, creating the Brighton criteria,
which are based on the Beighton score and take into account extra-articular symp-
toms [2, 10]. The Brighton criteria were divided into major criteria and minor criteria
(Tab. 4.6). Hypermobility spectrum disorders are defined when two major criteria, one
major and two minor criteria, four minor or two minor criteria are met, and a first
degree relative is diagnosed with hypermobility.

TABLE 4.6. Brighton Criteria

MAJOR CRITERIA

1. Beighton score > 4.
2. Arthralgia (joint pain) in 2 4 joints for = 3 months.

MINOR CRITERIA

1. Beighton scores 1-3.

2. Arthralgia in 1-3 joints for > three months or back pain, spondylosis (spinal arthritis)
or spondylolisthesis (spinal subluxation) for > three months.

Dislocating/Subluxation (partial dislocation) > one joint, or the same joint more than once.

4. More than three soft tissue injuries, tenosynovitis (inflammation of sheath around tendons)
or bursitis (inflammation of the fluid-filled sac in a joint).

5. Marfanoid Habitus; a characteristic appearance including being tall and slim and having long, thin
fingers.

Thin, stretchy skin or abnormal scarring (cigarette paper scarring or easily scarring).
Droopy eyelids, short-sightedness, double vision.

Varicose Veins (particularly at a young age).

Rectal or uterine prolapse.

© ® N o

It is also worth paying attention to the research by Bravo and Wollf. They devel-
oped a characteristic phenotype that may be useful in the diagnosis of hypermobil-
ity [11]. Conducting observations on the population of women diagnosed with disor-
ders from the hypermobility spectrum in Chile, they found that there are common
features in the appearance of the patients’ faces. They included:

e blue color of the sclera, which is the result of a lack of transparency in the dia-
phragm;
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e changes in ear cartilage: small, round ear lobe adhered to the head, kidney-shaped
ears or “dumbo ears™;

e changes in nasal cartilage: lump connected to bone or cartilage, deviations
in the nasal septum, asymmetrical nose;

e triangular face, sometimes with a prominent chin.

The authors also included the characteristic features of the phenomenon of “hand
holding the head sign” - supporting the head on the palmar side of the hand with max-
imum flexion in the metacarpophalangeal and carpal-radial joints or on the dorsal
side of the hand with hyperextension in the finger joints. According to the authors,
taking into account the above-mentioned phenotypic features could significantly sim-
plify the diagnosis of hypermobility.

The diagnosis of hypermobility spectrum disorders in clinical practice is relatively
rare. Perhaps it is related to a selective view of the patient’s ailments, e.g. concerning
only one painful joint and its vicinity, which limits the scope of the physical exami-
nation. In addition, the diagnostic criteria ignore quite important issues, e.g. more
frequent occurrence of hypermobility in women - therefore it is worth considering
a classification that also takes into account gender [12]. There is also no possibility
of a uniform, objective assessment by means of laboratory tests, as no biochemical
or genetic markers confirming the diagnosis of hypermobility have been found [11].

Another important issue is that the phenomenon of hypermobility is well described
in the literature on rheumatology and orthopedics, but there are no relevant studies
addressed to family medicine physicians, to whom patients with symptoms of hyper-
mobility most often report. Therefore, according to British studies, only about 10%
of cases are diagnosed by the primary care physician [10].

Disorders from the hypermobility spectrum are a set of symptoms that signifi-
cantly affect the daily functioning of patients. Due to the presence of chronic pain
and a number of comorbid symptoms, better diagnostic tools are needed, taking into
account the entire clinical picture of the disease in question [13, 9]. This will improve
the comfort of everyday life of people with hypermobility, showing the possibilities
and limitations related to disorders from the hypermobility spectrum.

4.5. Conclusion

Based on the results of the research, the authors of this study concluded that both
of the presented tests used in the diagnosis of disorders from the hypermobility
spectrum do not precisely assess the disease under study. Both the Beighton scale
and the Sachse test do not guarantee an unambiguous and reliable method of diag-
nosis. In addition, efforts were made to prove that only functional tests, which only
assess the musculoskeletal system, cannot be used. Hypermobility spectrum disor-
ders affect the whole organism, due to the common presence of collagen of connective
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tissue, which should be taken into account in both diagnosis and treatment. Only
taking into account the various, multi-organ consequences of the disease in question
guarantees an accurate and complete diagnosis. Due to the discrepancy in the assess-
ments obtained with the use of both tests, it should be stated that there is an urgent
need to develop new or modify the previously used tests.
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Abstract: The purpose of this work was to determine the influence of kinematic
evidence, based on the trajectories of the instantaneous center of rotation (ICR)
on the optimization of the functionality of selected prosthetic knee mechanisms.
For the research 11 commercially used knees based on the articulated quadrilateral
mechanism were used to visualize the operation of mechanisms with two methods:
analytical and graphic. The generated paths were compared in terms of position
changeability and shape. It was found that depending on the position of the ICR
related to the axes of the mechanism, prosthetic knees obtained different level
of stability and energy expenditure. The results have also shown that ICR point
position and shapes of its trajectories are variable for particular classes of mecha-
nisms. An analysis of the obtained results suggests that manipulation of the posi-
tion of the instantaneous center of rotation by a suitable design of the linkages
length of the mechanism enable to achieve the desired features, corresponding
to the real needs of patients.

Keywords: knee prosthesis, instantaneous center of rotation, four-bar linkage

5.1. Introduction

Nowadays, choosing the suitable knee prosthesis for people after amputation is a com-
plex and complicated task, which depends, among others, on the user’s activity,
required gait stability, as a sense of security and has an individual character. The lit-
erature presents that these features have a strong relation with instantaneous centre

of rotation (ICR) and its trajectory, which also allows to determine different func-
tional properties of the whole prostheses [1, 17]. There are a number of knee solutions

for four-bar mechanisms on the market, but rarely at the construction stage they are

subject to in-depth kinematic analysis, including the one based on the description

of the trajectory of the instantaneous centre of rotation (centrode).

55



A kinematic analysis of one of the basic parameters, namely ICR, enables to vis-
ualize the operation of mechanisms, so that the gait is more cosmetic and control-
ling the limb becomes easier and less tiring. The articulated quadrilateral concept
is widely used in knee prostheses due to its simplicity and a low price as well as high
functionality, and determination of the length of the linkages allows to obtain vari-
ous types of mechanisms. In the four-bar knee mechanisms an ICR is created simi-
lar to the human knee, allows the combination of rotation and translation motion
of the knee joint in sagittal plane, so it has been used in the prosthetic knees to imi-
tate the complex function of the knee joint for the creation of orthotic and rehabilita-
tion devices [24]. Well-documented research shows that the achievement of stability
is possible through appropriate prosthesis structure [3, 12], containing mechani-
cal braking mechanisms [2], blocking the knee under load or through geometric
design [15]. Radcliffe [20, 21, 22] developed a stability diagram, which in combination
with the instantaneous centre of rotation trajectory is used to classify mechanisms
to adapt to the needs and capabilities of different groups of amputees. The design
of mechanism linkages and the position of the prosthetic knee axis (approximate
to the anatomical position) affect ICR manipulation, and thus can obtain beneficial
features [14, 23, 25].

The instantaneous centre of rotation is the point where, with a small change
in the knee bending angle, the femoral part rotates around this point, while at the same
time straightening relative to the part of the shin, which appears temporarily stationary.
During a natural gait cycle with larger changes in the bend angle, the ICR changes its
position, thereby generates a specific trajectory of the moving centrode [13]. The ICR
path provides valuable information about the kinematic properties of the knee. This
means that a well-designed prosthesis recreates the ICR trajectories of the knee mecha-
nism, and the more the ICR path is similar to a natural knee joint, the better is the bio-
mechanical performance of the prosthesis [3, 16, 24] Therefore, for path-generation
purposes, the optimization of knee mechanisms is required.

There are many methods for the generation and optimization of the design of four-
bar prosthetic knee mechanisms based on ICR, such as techniques using mathemat-
ical algorithms [9, 18], a computer simulation connected with solid modelling [5]
and random dimensions generation [25]. According to the abovementioned studies,
it is essential to determine appropriate dimensions of the linkages to obtain the tra-
jectory of ICR, which follows the precision points. However, research on trajectory
changes and comparative characteristics in relation to different mechanisms available
on the market are not widely developed [24]. Catalogues of knee prostheses provide
no accurate information that could be used to evaluate the functionality of the mech-
anism and to fit the proper prosthetic knee to an amputee’s needs.

The problem of kinematics of prosthetic knee mechanisms is currently rarely
undertaken, and if it is, rather based on classical analyses from the late 20" century,
e.g. on the basis of the father of prosthetic biomechanics — Radcliffe. Hence, there
exists a modest number of articles on this subject, despite its significant importance,
which the authors want to show in this publication. Taking the above aspects into
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account, the authors — by generating ICR trajectories with analytical and graphic
methods - have made a comparison of selected knee mechanisms in terms of their
usability tailored to the needs of a particular amputee and the possibility to apply
the results to design new mechanisms or to optimize the existing solutions.

5.2. Materials and methods

In the analysis, eleven types of four-bar knee mechanisms were considered, differen-
tiated, among others, in terms of mobility (values of the maximum bending angle),
dimensions and construction masses, as well as limits to the user’s weight and activ-
ity level (Tab. 5.1). The selection of the mechanisms was made on the basis of appro-
priate catalogue photos (side views of models), then structural diagrams were created
to be used for determining basic structural dimensions (length of linkages and their
mutual location), necessary for further analysis. An example of one of the analysed
models with its created structural model is shown in Fig. 5.1. A detailed description
of the given prosthetic knee is available in the 2020 Ossur catalogue [19].

FIGURE 5.1. Example of the structural model adapted on the Ossur Cheetah knee mechanism [19]
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TABLE 5.1. A list of analysed knee mechanisms with basic technical data

Max LY Patient
Manufacturer, Weight Height . user's .
No. Name bend . activity
Country [a] [mm] .1 | weight
angle [°] level
[kg]
1 | Ossur, Iceland Balance Knee 590 160 154 125 K1, K2
2 | Ossur, Iceland 0P2 650 160 160 125 K2, K3
3 | Ossur, Iceland Cheetah Knee 620 110 108 100 K4
4 | Ossur, Iceland Balance 640 150 107 136 K1, K2
OFM1
5 | Ossur, Iceland Balance OM8 450 160 76 136 K1, K2
6 | ST&G, USA 1321 652 135 108 125 K1, K2
7 | Endolite, India KX06 1230 160 230 150 K3, K4
8 | Endolite, India PSPC E4BKD 888 125 230 100 K1, K2, K3
9 | D-Rev, USA Remotion 618 160 154 80 K1
10 | Proteor, 1P200KD 743 170 195 125 K2, K3
Burgundy
11 | Roadrunnerfoot, | RRF Rodilla 520 165 195 130 K1, K2
Italy

5.2.1. Analytical method

To determine the trajectory of the instantaneous centre of rotation by the analytical
method, SAM Designer (Artas Engineering Software, the Netherlands) and Excel
(Microsoft Office) were used, where calculations based on the articulated quadrilat-
eral model were the key assumption. The scheme of the analytical model of the artic-
ulated quadrilateral mechanism, which was used to determine the ICR coordinates,
is presented in Fig. 5.2.

The L1, L2, L3 and L4 refer to the length of the connecting elements of the mech-
anism, 02 and 64 indicate the angles formed between the links L2, L4 and the X axis,
and 03 is the output angle of the link. The L1 link is treated as fixed, where the coordi-
nates of the end points assume the values: A- (0.0), B- (L1.0). The alpha (a) is the angle
formed between the link and the perpendicular line in its original position [4, 7, 23].

The coordinates of point C and D were determined by the following formulas [8]:

X, =L,cosQ,, (5.1

Y. =L,sinQ,, (5.2)
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X, =L,cosQ, + L,cos (a + Qa) , (5.3)
Y, =L,cosQ, + L,sin (a + Qz) . (5.4)
Alternatively, the following formulas can be used for point D:
X, =L +L,cosQ,, (5.5)
Y, =L,sinQ, . (5.6)

After aligning and simplifying both forms of the X, Y coordinate formulas for point
D, the following relationships are obtained:

L,cosQ, =L,cosQ, + L, cos(a + Q3) -L, (5.7)
L,cosQ, =L,cosQ, +L, sin(a + Q3) . (5.8)

Then, using trigonometric functions, the equation is reduced to the following form:

AsinQ, + BcosQ, = C, (5.9)
wherein
A=2LL;sin(a +Q,), (5.10)
B=2L,L,cos(a +Q,)—L,, (5.11)
C=L L ~(L,cos(a +Q,)~L,) ~(L,sin(a +Q,)) . (5.12)

The solution of the above equations refers to the tangent semi-angular trigono-

metric functions:
LAENVA B -C

Q, =2tan B1C (5.13)
Q, =tan™ XDYi L (5.14)
IC position coordinates are described by the following formulations:
Y, =X, tanQ,, (5.15)
Y, =X, tanQ, — L tanQ, . (5.16)
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Solving the above equations results in obtaining the final coordinate equations
of the IC point:

_ LtanQ, (5.17)
IC (tanQ, —tanQ,) ’ '
Y, = X tanQ,. (5.18)

The SAM Designer program was used to determine the changes in the angular val-
ues of the linkages (tan 02 and tan 04) necessary to generate the ICR trajectory. Based
on the constructed structural models, the movement path of the mechanism was visu-
alized during 90° bending. Then, a list with changes in angular values of linkages dur-
ing bending and extension of the mechanism was generated by this program. A fur-
ther calculation was conducted using the Excel-Microsoft Office program to define
the X, and Y, coordinate values during the bending movement by subsequent degrees.

Y4 ICR (Xic, Yic)

63
L3 D

L2 L4

84
02

»
»

A L1 B X
FIGURE 5.2. Scheme of the analytical model of the articulated quadrilateral mechanism [21]

5.2.2. Graphical method

To determine the trajectory of the instantaneous centre of rotation by the graphical
method (diagrammatic), a student version of SolidWorks 2020 was used. The created
structural models perform the functions of equivalents of real mechanisms, which are
used for descriptive operations, thanks to which it was possible to generate the ICR
path. Anchoring the appropriate segments allowed to simulate the rotation - i.e. bend-
ing the mechanism by an angle of 90 degrees, thereby to generate motion paths and,
consequently, to draw the ICR trajectory.
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5.3. Results

5.3.1. Analysis and comparison of analytical
and graphical methods

In In the first part of the research the charts with changes in angular values of link-
ages (02 and 64) during bending and extension (from 0° to 90°) of the analysed knee
mechanisms were generated by SAM Designer Artras software together with a course
of mechanism movement paths. The results obtained for the Cheetah mechanism are
presented in Fig 5.3. Also, the values of the angular changes presented in the charts
were converted into a number format in the form of lists.

a)
A(1) [deg] ~ 200.0
~113.86
A(3) [deg]  100.0
81.56 \/
0.0
-100.0
-200.0
~3004)5 2.0 4.0 6.0 8.0
Time [s]
7.08
b)

Y

g X
FIGURE 5.3. Angular changes chart (a) together with the trajectory of Cheetah mechanism seg-
ments (b) [19]
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TABLE 5.2. Angular values of linkages and coordinates of the ICR

No.| Time|s] Q4 Q2 tanQ4 tanQ2 X Y.
0 0 102.25 95.13 -4.60572 |-11.1389 -30.3138 337.6631
1 0.1 99.75 91.59 -5.81966 (-36.0258 -8.28457 | 298.4586
2 0.22 97.25 88.07 -7.86064 | 29.6757 9.004809 | 267.224
3 0.33 94.75 84.56 -12.0346 | 10.50064 22.96351 | 241.1316
4 0.44 92.25 81.07 -25.4517 6.364064 34.39877 | 218.916
5 0.56 89.75 77.57 229.1817 | 4.536933 43.86843 | 199.0281
6 0.67 87.25 74.08 20.81883 | 3.505882 51.70753 | 181.2805
7 0.78 84.75 70.59 10.88292 | 2.838073 58.1696 | 165.0896
8 0.89 82.25 67.1 7.347861 | 2.367332 63.43864 | 150.1803
9 1 79.75 63.6 5.530072 | 2.014487 67.63969 | 136.2593
10 1.1 77.25 60.09 4.419364 | 1.738351 70.88092 | 123.2159

In order to determine the ICR trajectory, numerical values were imported
to the Microsoft Office Excel program, and then the X, and Y, coordinates were cal-
culated, showing the changes in the position of the ICR. Table 5.2 shows exemplary
final results. On this basis a graph showing the trajectory of a moving centrode was
created (Fig. 5.4).
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FIGURE 5.4. Trajectory of ICR - analytical method
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The graphical method was also based on the created structural models, where after
importing into the SolidWorks program, the ICR path with an immediate visualiza-
tion of the results was generated (Fig. 5.5).

FIGURE 5.5. Trajectory of ICR - graphical method

In order to verify the accuracy of the results, the trajectories of the analysed mech-
anism obtained from the both methods were compared by superimposing (Fig. 5.6).

analytical method
graphical method

FIGURE 5.6. Comparison of ICR trajectories of all mechanisms - analytical method
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For preliminary interpretation, the ICR trajectories of all mechanisms were also
compiled in a graph to determine differences in stability and energy expenditure based
on the shapes of the ICR trajectory and an initial point position (Fig. 5.7).
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FIGURE 5.7 Comparison of the trajectory of the instantaneous centre of rotation (ICR) of analysed
knee mechanisms, using the analytical method. A - increased support stability; B - decreased
energy consumption when having to keep the knee straight while placing the foot on the ground,
increased stump lever - greater control over the movement of the prosthesis; C - decreased
energy consumption during flexion at the start of the gait cycle

5.3.2. Comparative analysis of stability and energy expendi-
ture of knee mechanisms

At the end of this research, to evaluate the mechanisms with respect to stability
and energy expenditure, a comparative list with scores (1-10, where 10 points is the best
result) of both criteria was adopted. Tab. 5.3 contains a list of obtained points, con-
sidered individually for each mechanism. There is some additional information about
the maximum bend angle and construction weight, which can be used as further
aspects for assessment. For summary, the sum of points scored for each mechanism
was calculated, according to which the mechanisms were ranked.
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TABLE 5.3. Summary of mechanisms with comparative scoring

Patient o Ener ;
No. Name activity level S(t1a :'I(;;y consumﬁion TOtal_';%')" ts

(K1-K4) (1-10)
1 Ossur Balance Knee K1, K2 10 10 20
2 Ossur Cheetah Knee | K4 7 7 14
3 D-Rev Remotion Knee | K1 9 5 14
4 Ossur Balance OFM1 | K1, K2 7 6 13
5 Proteor 1P200KD K2, K3 4 9 13
6 | OssurBalance OM8 | K1,K2 8 4 12
7 Endolite PSPC E4BKD | K1, K2, K3 2 8 10
8 | OssurOP2 K2, K3 4 4 8
9 Endolite KX06 K3, K4 1 6 7
10 | ST&G 1321 K1, K2 4 2 6
1 RRF Rodilla K1, K2 4 1 5

Fig. 5.8 presents a comparison between stability and energy consumption

in the form of bar charts, generated in the Excel program. The charts are based on val-
ues related to the adopted scoring.
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5.4. Discussion

The following article presents a comparison of ICR positions and the trajectories
of the four-bar prosthetic knee mechanisms in relation to the stability and energy
expenditure. These trajectories are a valuable source of information about the kinematic
properties of the knee; therefore it is true that a correctly constructed prosthesis should
reproduce the ICR trajectory design for the knee mechanism, and the greater the simi-
larity to the natural knee, the better the performance of the prosthesis [3, 11]. However,
it should be remembered, that the authors were guided by only two of the many impor-
tant aspects of lower limb prosthesis.

Currently, there are no studies that clearly determine the optimal prosthetic knee
mechanism for a specific user in terms of the above criteria, which would facili-
tate the selection for amputees. One of the closest studies is the analysis conducted
by Munoz-Cezar and Hernandez-Gomez [16], where the authors carried out the opti-
mization of the designed mechanism with the Taboo Search Algorithm. This work con-
sisted in the exploration of random combinations of the length of the linkages within
the range of stability, and based - on this information - the prosthesis was manu-
factured and adapted to a patient. Unlike the above mentioned research, the authors
of this article proposed a visualization of ICR trajectories and an assessment of the suit-
ability by graphical and analytical methods, not only in terms of stability but also
of energy consumption. Energy expenditure is a measure of walking that reflects
the functionality imparted by the prosthesis to the user. The measurement of energy
consumption is sufficiently sensitive to changes in the designs of prosthetic com-
ponents [6]. The paths from both methods are characterized by considerable simi-
larity, which confirms the correctness and accuracy of the results. Further exam-
ples of research, such as a design of a linkage gait trainer [23] has been developed
with the use of a four-bar mechanism to generate normal gait trajectories, where
the linkage parameters are considered on the basis of the N-precision points to solve
a loop-closure equation. The real trajectories are taken with respect to a global refer-
ence frame. However, the obtained dimensions should not exceed the design values
proposed in this study and there is a need of the usage of control technology.

The variability of ICR path shapes testifies to a different functional property
of mechanisms [4, 10]. The shapes and location of the ICR is characteristic of each
mechanism, some paths had a gentle course, while others fell sharply at the initial
stage of bending, where with each increment by subsequent degrees, the ICR moved
in the direction: down and forward. Paths, which quickly fall close to the knee axis
with the initial bend movement also provide good cosmetics while sitting. However,
a too rapid fall is not safe as it leads to an increase in the moment of muscle forces
responsible for control of the leg [6, 18]. The greater the elevation of the instanta-
neous centre of rotation towards the hip, the lower the value of the force required
to manipulate the prosthesis, which facilitates the recognition of the ground before
the transfer of weight to the artificial limb [3]. In order to design an efficiently work-
ing mechanism, the ICR should be placed as high as possible in the rearward direction
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when it is in a fully extended position, but also the appearance of the natural knee
when bent by 90° should be preserved [22, 23]. For example, the Balance Knee mech-
anism obtained the greatest stability — its trajectory in the initial bending phase was
the farthest from the axis. However, Remotion Knee, Balance OMF1, Cheetah Knee
and Balance OM8 mechanisms also achieved good stability, while the lowest values
were obtained by the Endolite PSPC E4BKD and Kx06 - knee joints for the most active
users who have the strongest stump muscles and the greatest control over the pros-
thesis, so they do not need so much stability built into the prosthesis. It could even
limit their activity. The knee for active users (K3, K4) should provide stabilization
at the first 10° of flexion, for less active users (K1, K2) the stabilization should cover
the range of up to 30° of flexion.

From the point of view of the energy expenditure, Ossur Balance Knee, IP200KD,
PSPC E4BKD and Cheetah Knee were characterized by the lowest energy consump-
tion necessary to initiate the mechanism bending - they had the highest elevated
ICR points, while RRF Rodilla, 1321, Balance OM8 and OP2 mechanisms required
higher energy input during usage. This is due to the fact that these are safe knee
mechanisms intended for users with a low activity class, in this case a large amount
of energy needed to bend the joint is a kind of brake and provides safety for a less
active user of the prosthesis.

Additionally, by visualization of the ICR trajectories it was possible to determine
mechanism classes. In this study, most of them were classified as a type with elevated
and retracted initial ICR position during full extension, while the knees for which
this point was located in the area in the front of the axis were defined as a mechanism
with controlled flexion movement combined with low energy expenditure. The right
selection of a prosthetic knee depends, among others, on the age, health condition,
expected level of activity and lifestyle of the amputee [4]. The achieved results showed
that the latest or advanced technologies (1P200KD, PSPC E4BKD, Kx06) will not
be an ultimate solution for every person, they are mainly suitable for active people
who expect a higher function level and the possibility of smooth movement at vari-
able speeds and terrain. Surprisingly, good results were obtained by the Cheetah
Knee prosthetic knee, which is intended for runners - despite the fact that it scored
7 points on the scale of stability and 7 on the scale of energy consumption, it is worth
taking a closer look at the kinematics of this mechanism. The prosthetic knees like
OP2 can be classified as four-axis mechanisms for typical, moderately active users,
with a wide application in clinical prosthetics, which — due to increased support
stability — allow for a natural, efficient movement. Mechanisms with very high sta-
bility (Balance Knee, Remotion Knee, Balance OM8, Balance OFM1) are intended
for the elderly, less mobile people, for whom the sense of security is more important
than functional performance. Prostheses of this design also help in the initial stages
after the amputation procedure, while learning how to use a new knee, which is cru-
cial to avoid discomfort and fear of tripping or falling [6].

A collective comparison of the mechanisms (Tab. 5.3) with the adopted scoring
shows that the Balance Knee obtained the highest total points and the highest results,
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at the same time regarding the two analysed criteria. However, it should be remembered,
that the authors were guided by only two of the many important aspects of the lower
limb prosthesis. It should be also borne in mind that the instantaneous centre of rota-
tion for the Balance Knee, at a 90° bend, is distant from the anatomical axis of the knee
joint — which results in an unnatural position of the prosthesis, because these points
should coincide. Due to the fact that such a large distance has to be covered, the ICR
must be quickly moved towards the X axis during the bending movement in the joint.
At the moment of an unpredictable event, when the burdened knee bends by several
degrees, there is a sudden change in characteristics, which may be unintuitive and also
dangerous for the user. One parameter is always obtained at the expense of the other,
hence it is worthwhile to conduct a comprehensive evaluation of the mechanism
to obtain its full characteristics.

It can be concluded that the most optimal solutions are Cheetah Knee and Balance
OFM1 knees, which had similar values for both considered criteria. The least favora-
ble parameter values were obtained by 1321 and Rodilla RRF knees.

5.5. Conclusions

This article has demonstrated how manipulation of the position of the ICR by appro-
priate length and arrangement of the linkages and the location of the axis contrib-
utes to the achievement of the desired features and help to understand how four-axis
mechanisms affect stability, energy expenditure, comfort, and the cosmetics of gait
of the amputee. This analysis, along with the indicated dependencies, may also lead
to further research on the design method for the specific user of the prosthetic knee
mechanism, as well as may be used to assess and compare the suitability of models
available on the market.

Nevertheless, the presented study, which is necessarily based on a limited num-
ber of examples, clearly shows that the analysed mechanisms differ greatly in terms
of the position and shape of the centrode. This means that the mechanisms have
probably not been optimized in order to minimize the patient’s energy expenditure
and also to ensure maximum stability during gait. This also means that the clas-
sic considerations of Radcliff and Green are still not reflected in the design process
of modern knee mechanisms.
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Abstract: Balance disorders and dizziness, which are the results of the impair-
ment function of the sensorimotor control system, are often symptoms men-
tioned by patients in GP’s surgery. In regard to the fact that there are no effec-
tive pharmacological or surgical treatments for cervical dizziness, the purpose

of this article is to verify if pharmacological and surgical treatment complemented

with physiotherapy has a stimulating effect on the circuits responsible for posture

control. Ambulatory patients — 47 patients with cervicogenic dizziness attended

in the physiotherapeutic program, which lasted 10 days in a system of 5 days of ther-
apy intertwined with 2 days off. In order to objectify the therapy results the effi-
ciency of the balance system was evaluated, using the examination which registered

forces and foot pressure moments on the ground during unperturbed stance. A sta-
tistical analysis of the stabilogram length in planta sagitalia (forward - backward)

F-B and planta frontalia (right - left) R-L proved: with open eyes - statistically sig-
nificant reduction of stabilogram length in planta frontalia (R-L) p<0.043; biofeed-
back - on the border of statistic significance p<0.068, a reduction of stabilogram

length in planta frontalia (R-L). A statistical analysis of the speed of body stabil-
ity stabilogram proved: with open eyes - statistically significant reduction of sta-
bilogram speed in planta frontalia (R-L), p<0.018. A statistical analysis of the path

length of the center of foot pressure proved: with open eyes — a statistically signifi-
cant reduction (p<0.017) of the path length of the center of foot pressure. An anal-
ysis concerning the moment of foot pressure and forces pressured on the ground

during unperturbed stance confirms that the application of physiotherapy had

a stimulating influence on the systems responsible for postural control.

Keywords: vertigo, stabilography, vestibular rehabilitation, proprioception,
biofeedback
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6.1. Introduction

Balance disorders and dizziness resulting from the impairment of the sensorimotor
system are common symptoms reported by patients at GP surgeries [1]. Spatial ori-
entation is dependent on information coming from the sensorimotor control, which
includes vestibular and ocular receptors as well as proprioceptors.

The processing and interpretation of impulses arriving from the peripheral senso-
rimotor system by the central nervous system ensure proper static and dynamic per-
formance. Due to the fact that dizziness generates an increased number of falls in peo-
ple of working age, thereby leading to a greater cost of treatment, absenteeism from
work and deterioration of quality of life, it becomes one of the most important medi-
cal problems [1]. Dizziness has been categorized as a subjective symptom; therefore,
there are many difficulties in identifying its cause. In about one quarter of the cases,
the origin of dizziness cannot be accurately determined during the first diagnosis [2].
According to Drachman and Hart, there are three clinical conditions that, apart from
the real vertigo, may be associated with the emergence of certain symptoms [3]. These
include: presyncope (a feeling close to fainting with causes to be sought in the reduc-
tion of blood supply to the brain), disequilibrium (a feeling of unsteadiness associ-
ated with impairment of movement, or impaired proprioception) and lightheadedness
(blackout sensations and confusion, a condition most likely of a psychological origin).
Unfortunately, in Polish otolaryngologic terminology there are no equivalents speci-
tying the aforementioned clinical conditions [4]. The term “dizziness” refers to illu-
sions of motion (a sensation of environment spinning, spinning of one’s own body;,
a sensation of rocking or swaying), an illusion of instability (unsteadiness of posture
and gait, a sensation of chaos) and other ailments that do not correspond with the clin-
ical meaning of “dizziness” (agoraphobia, fear of heights, flickering spots in vision).
Whether the dizziness of cervical origin exists is still under discussion. The term

“cervical dizziness” refers only to the fact that the disease is localized within the cer-
vical spine [5]. Abnormalities within the muscular system of the cervical spine cause
many diseases that have been described as idiopathic [6]. Flexion-extension neck inju-
ries and a degenerative disease of the cervical spine are among most common causes
of the cervical dizziness [7]. The consequence of the above mentioned conditions are
abnormalities in muscle tension, muscle functions and even abnormalities in the struc-
ture of the suboccipital muscles, particularly the rectus capitis muscles, which undergo
atrophy and fatty degeneration [8]. The relationship between prioperception of the cer-
vical region and posture control has been confirmed by numerous studies in Europe
and the United States [5]. A change from a vestibular sensation to a deep sensation
structure reception is particularly evident in the elderly [8]. Disorders of the pro-
prioceptive impulsation may arise in the pathologically tight muscles that manifest
themselves in a lack of normal cervical reflexes compensation. The diagnosis of cervi-
cal dizziness rests in excluding other causes rooted in the vascular, vestibular or cen-
tral nervous system [7]. Stabilometry is the most frequently used diagnostic tool that
reveals, in an objective manner, deficits within the sensorimotor system. The test
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allows for the observation of changes in symptoms that result from postural con-
trol disorders by means of measuring and monitoring the deflection of the body [1].
Rehabilitation is a valuable supplementary treatment that goes with the traditional
therapy for dizziness. Physiotherapy that involves stimulation of the deep sensation
should not be limited only to the exercise of the cervical spine. Due to its comprehen-
sive approach, the treatment activates the repair mechanisms of cervical proprioception
and integrates afferent information coming from the vestibular system [9]. The aim
of physiotherapy is to pave the neurotransmission of the deep sensation receptors
and impact the sympathetic nervous system [10]. Subjective and objective symptoms
associated with balance disorders are reduced within the process of compensation
arising from the plastic possibilities of the central nervous system; the compensation
may be accelerated and amplified by an appropriately selected physical therapy [11].
The facilitation and acceleration of the adaptation and compensation mechanisms
that take place primarily at the level of the brainstem and cerebellum reduce feelings
of dizziness and unsteadiness [12].

Treatment programs are aimed at improving the function of vestibular-oculo-
motor reflex, the perception of motion, postural stability and general physical con-
dition [11, 13]. With regard to the fact that there are no effective pharmacological
or surgical treatments for cervical dizziness, the purpose of this article is to verify
if pharmacological and surgical treatment complemented with physiotherapy has
a stimulating effect on the circuits responsible for posture control.

6.2. Methods and patients
6.2.1. Patients

The study involved 47 patients (24 F, 23 M) with systemic dizziness of cervical ori-
gin. All patients underwent diagnostic testing in the Department of Otolaryngology
at the Medical University in Bialystok. As part of the diagnostic process, ENT (ear,
nose and throat) ophthalmic and neurological, static, and dynamic tests were per-
formed together with electronystagmography (ENG) with caloric stimulation,
optokinetic nystagmus and Pendulum Test. In clinically difficult cases, radiologi-
cal examinations were additionally performed, including CT or MRI of the head.
Ambulatory patients with cervical dizziness were oftered to participate in the physi-
otherapy program performed at the MUB Department of Rehabilitation (Resolutions
of the Bioethics Committee of the R-1-002/405/2011). The program lasted 10 working
days in a system of a five-day therapy intertwined with a two-day break.
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6.2.2. Measurement protocol

In order to objectify the results of the therapy, the efficiency of the balance system was
rated by testing the force and moment of foot pressure applied to the substrate (center-
of-foot pressure, COP) during standing still. The study was performed twice: before
and after the treatment. In order to objectivize the results of the therapy, the func-
tioning of the balance system was tested by examining the horizontal shift of the body
in the function of time by measuring the displacement of the point of application
of the resultant reaction force of the substrate.

The study was performed twice: before and after the treatment. Balance platform
PK, model 254 by Tecno Body was used for stabilometry test. The PRO KIN Line
Software (included) enabled the recording and analysis of stabilometry test results [30].
Patients were tested twice, before and after the treatment, each test lasted 1 minute
30 seconds. During the first testing, the patient was instructed to stand still for 60 sec-
onds and to focus his/her attention on a point that was 4 meters ahead in front of him/
her; for another 60 seconds the patient had eyes covered with a band. In the second
test the patient was able to control deflection of his/her body for the first 60 seconds
in a function of time, watching the monitor screen located 0.5 m ahead at his/her
eye level (biofeedback), the displacement of the point of application of the resultant
reaction force of the substrate. For the next 60 seconds the patient was blindfolded.
The test was done in a standing position, according to the manufacturer’s instruc-
tions. The parameters to be recorded were: average deflection from axis X and Y,
average deflection in the sagittal (F-B) and frontal plane (L-R), average swing speed
(mm / sec), the distance traveled by the projection of the center of gravity (mm) field,
ellipses (mm?).

6.2.3. Therapy program

The therapy included a performance of a single set of rehabilitation exercises. A set
of exercises was developed in the Department of Otolaryngology at the Medical
University of Bialystok, with a recommendation to perform the mat home. The inten-
sity was adjusted to the patient’s condition - initially twice a day, and during the reso-
lution of the symptoms the exercises were performed five times a day. The set of exer-
cises allowed for practicing while lying down, sitting and standing. Another element
of the program was physiotherapy sensorimotor training. The aim was to prop-
erly align the body (especially the head and the neck), which lasted up to 30 min-
utes, for 10 days (5 days of therapy and a 2-day break). The training was applied
in accordance with the gradation of the difficulty principle: at first in static positions
and with activation of smaller muscle groups, and later more intense, the so-called
dynamic exercises on a shaky ground. The last elements of the treatment program
were based on manual therapy techniques using: post-isometric relaxation and therapy
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of trigger points on the trapezius, levator scapulae, suboccipital muscles, scalene mus-
cles, sternocleidomastoid muscles, the infraspinatus muscle as well as splenic, tem-
poral and the platysma muscles. The mobilization to specific targeted sites was used
on the articular joints C0-C1, C2-C3, and C6 to Th3 [14,15].

6.2.4. Statistical analysis

In order to compare the qualitative variables without normality, the Wilcoxon test
for two dependent variables was used. Statistically significant results were considered
at p < 0.05. The Statistica 10.0 package by StatSoft was used in the calculation.

6.3. Results

The statistical analysis of stabilometry in the sagittal (PT) and the front (EN)
plane with eyes opened showed that there was a statistically significant reduction
in the length of stabilometry in the frontal plane (LP), where p <0.043, but a statisti-
cally insignificant reduction in the length of stabilometry in the sagittal plane (PT),
(Fig. 6.1).

With conscious control of visual inspection (biofeedback) there was a reduction
in the length of stabilometry in the frontal plane (LP), where p < 0.068, but a statisti-
cally insignificant reduction in the length of stabilometry in the sagittal plane (P-T),
(Fig. 6.2).

The statistical analysis of the velocity of deflection in stabilometry showed that:
with eyes opened there was a statistically significant reduction of the deflection speed
of stabilometry in the frontal plane (LP), where p < 0.018, but a statistically insignif-
icant decrease in velocity in the sagittal plane. The statistical analysis of the distance
traveled by the projection of the center of gravity showed that with eyes opened there
was a significant reduction in the distance traveled by the projection of the center
of gravity p < 0.017 and a statistically insignificant reduction with a conscious con-
trolled visual (biofeedback) (Fig. 6.3).
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FIGURE 6.3. Example of stabilometry test: a) without biofeedback (red color - open eyes, green
color - closed eyes); b) with biofeedback

The greatest reduction of the length of stabilograph in the frontal plane (LP) was
obtained in the study in which the patient focuses on the point that is 4 meters ahead.
There was a statistically significant difference in results of the examination before
the treatment and after it, where p < 0.043 (Fig. 6.4).
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FIGURE 6.4. Results of exemplary examination collective deviations in directions forward-back-
ward and medium-lateral, perimeter of the trace and ellipse area achieved during Centre of Foot
Pressure measurement without biofeedback before and after the therapy

During the biofeedback test the patient observes the movement of the point
of application to the resultant ground reaction force in the frontal plane (LP).
An improvement within the range of statistical significance of p < 0.068 has been
obtained (Fig. 6.5).
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FIGURE 6.5. Results of exemplary examination collective deviations in directions forward-back-
ward and medium-lateral, perimeter of the trace and ellipse area achieved during Centre of Foot
Pressure measurement with biofeedback before and after the therapy

During the examination with eyes opened, there was a significant reduction
in the velocity of deflection in the frontal plane (LP), where p < 0.018, and in the dis-
tance traveled by the projection of the center of gravity of p < 0.017. After physiotherapy
the length of the stabilograph, the velocity of deflection in the frontal plane and the dis-
tance traveled by the projection of the center of gravity were shortened, which proves
the normalization of deflection while maintaining body balance in a standing position.
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6.4. Discussion

The terms “dizziness” and “balance disorders” in Europe and the United States do not
mean the same; in some countries they are treated interchangeably, while in others
one concept involves another. Therefore, there is a need for establishing diagnostic
and therapeutic standards for dizziness and balance disorders. The decision to initi-
ate an international debate over the classification of the vestibular dysfunction was
undertaken during the 24" session of the Meeting of the Barany Society in Uppsala
(Sweden) in 2006, as a result of which, in 2009, there was published a classification
of disorders of the vestibular. That has given rise to the establishment of diagnos-
tic and therapeutic standards for dizziness and balance disorders [20]. Since 2008,
in Poland, within the framework of Vertigo forum meetings, a group of experts
in otolaryngology, audiology, neurology and phoniatrics has been making efforts
to obtain a common stance concerning the algorithms in dizziness and otolaryngolog-
ical nomenclature [21]. Vestibular rehabilitation has been developing since the 1940s.
It has been based on the studies that presented beneficial effects of physical exercise
in the treatment of dizziness. Initially, physical exercises were used in the patients
with persistent symptoms of unilateral vestibular damage. To the present day this
type of rehabilitation has been significantly modified, and the indications for its use
extended [10]. Rehabilitation uses brain plasticity, synaptic remodeling, natural phe-
nomena, compensation vestibular adaptation and habituation. In a further phase
of rehabilitation, the vestibular-cerebellar and vestibular core connections have become
activated. The success of the vestibular compensation process depends on the tim-
ing and the extent of damage to the vestibular receptor as well as the patients’ age
and their physical activity. In the modern model of physiotherapy, a number of meth-
ods used in the treatment of disorders with cervical origin can be distinguished. These
include: physiotherapy, prioperception training, exercise in eye-hand coordination
on a posturographic platform, using a visual stimulation balance system in the feed-
back loop (biofeedback), manual therapy, post-isometric relaxation, trigger point
therapy, physical therapy, massage, Kinesio Taping. This paper presents the process
of rehabilitation of people with dizziness of cervical origin and proposes a set of reha-
bilitation exercises, as well as sensorimotor training, a selection of manual therapy
techniques using: post-isometric relaxation, trigger point therapy of selected muscles
and mobilization of targeted sites on joints C0-Cl, C2 C3 and C6 to Th3. The treat-
ment of patients with impaired postural stability is consistent with other researchers’
observations which suggest that the proper selection of exercises using visual, pro-
prioceptive and somatosensory stimulation allows the patient to learn how to skill-
fully use other vestibular information in order to maintain body balance [11, 22, 23,
24, 25]. The test results of the stability of posture (with eyes opened) showed a sta-
tistically significant (p < 0.043) reduction in the length of stabilograph in the fron-
tal plane (LP). During the study, with a conscious visual inspection (biofeedback),
the results were of borderline significance of p < 0.068 (LP). A statistical analysis
of velocity of deflection in stabilometry showed a statistically significant decrease
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of stabilograph’s deflection velocity in the frontal plane (LP), p < 0.018, with eyes
opened. A statistical analysis of the distance traveled by the projection of the center
of gravity showed a statistically significant (p < 0.017) reduction in the distance traveled
by the projection of the center of gravity in the course of the study with eyes opened.
The results confirm that the standing posture of the subject, with support on both lower
extremities, is characterized by a greater deflection of posture in the sagittal plane
than in the frontal plane. Proper education of patients plays a key role in the effec-
tiveness of the treatment of dizziness and balance disorders [26, 27, 28]. Patients who
understand the nature of their balance disorders better tolerate treatment and reha-
bilitation methods. Education contributes to the active participation of the patient
in the therapeutic process. This improves the effectiveness of treatment and, conse-
quently, brings satisfaction to both patients and therapists. ENT specialists and GPs
appreciate the role of physical therapy in the treatment of dizziness and balance dis-
orders caused by abnormalities of the vestibular system, and more often refer patients
to this form of treatment [29].

6.5. Conclusions

The results of the study encourage further analyses over the supporting role of physi-
otherapy (in addition to pharmacological and surgical treatment) in cervical dizzi-
ness. With regard to the fact that there are no effective pharmacological or surgi-
cal treatments of cervical dizziness, the results of this study might inspire further
detailed research.
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Abstract: One of the symptoms of Parkinson’s disease is an abnormal gait cycle.
Locomotion becomes slower, less sure, and gait very often leads to falls. This paper
analyses the vertical component of the ground reaction force and pressure force
for healthy subjects and those with Parkinson’s disease. The data used in the paper
comes from the physionet.org website and includes the results of tests that were
conducted with Ultraflex Computer Dyno Graphy system Infronic insoles.
The dataset contains recorded ground reaction forces during gait of 164 people,
including 71 healthy people and 93 people with Parkinson’s disease at varying
degrees of disease severity as determined by the Hoehn-Yahr scale. The anal-
ysis showed statistically significant differences (a < 0.05) between the highest
value and the local minimum of the vertical component of the ground reac-
tion force. The course of the vertical component of the ground reaction force

changed with increasing disease progression, characteristic gait phases disap-
peared, and the foot contacted the ground in a different way during the heel

strike phase. This is due to the development of an abnormal gait pattern, which

protects against falls and helps to maintain independence for longer. Gait test-
ing and analysis of the vertical component of the ground reaction force can help

to detect the disease earlier and therefore to implement treatment more quickly,
resulting in a slower onset of symptoms.

Keywords: Parkinson’s disease, ground reaction forces, human gait, statistical
analysis

7.1. Introduction

Parkinson’s disease is most commonly associated with a resting tremor of one hand.
However, a number of other motor symptoms can be distinguished in this condi-
tion, such as slowing down and adopting a characteristic posture [7]. The patient
is hunched over, bent forward, and has bent elbow and knee joints even at rest. Among
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the symptoms, gait disturbances can also be distinguished. Locomotion becomes
slower, less sure, and very often leads to falls. Individuals also have impaired auto-
maticity and movement control [5].

During locomotion of people with Parkinson’s disease there are permanent
and episodic disorders [7]. The former are manifested by shuffling, moving with small
steps, and disabling the work of the upper limbs. Episodic disorders are more danger-
ous because they appear unexpectedly. Among these are walking, freezing and falling
[2]. Trotting occurs when the patient makes small movements with the lower limbs
to stabilize the center of gravity. Freezes of gait, on the other hand, include shuffling,
trembling and even akinesia, i.e. a complete lack of movement [2]. Increasing symp-
toms as the disease progresses can lead to loss of independence in daily life. Although
Parkinson’s disease is not fully curable, early detection allows symptoms to slow down
and independence to be maintained for longer [3, 6].

At the first stage of Parkinson’s disease, symptoms are not easy to observe. Only
at an advanced stage are they visible to the naked eye. Diagnosis is clinical, based
on observation, interview, and examination. Unfortunately, there is no test that can
uniquely identify Parkinson’s disease [9]. A person with suspected Parkinson’s dis-
ease is usually sent for neuroimaging examinations, such as computed tomography
and magnetic resonance imaging [9]. This is followed by a levodopa test, which involves
giving the patient this drug and observing if there is an improvement in the condition
[9]. The next option is to use preclinical diagnostics — genetic, olfactory, neuropatho-
logical and neuropsychiatric. The former involves performing genetic diagnostics
to see if there is a familial occurrence of the disease. The second is olfactory testing
to rule out hypotonia (weakness of the sense of smell, which is one of the most com-
mon symptoms). The latter consists of a psychological examination to identify motor
and cognitive abnormalities [9].

Early diagnosis of Parkinson’s disease is very important as it allows for slower pro-
gression of symptoms and longer independence in daily life. One way of early diag-
nosis may be to assess individual gait parameters. The aim of this article is to distin-
guish between the vertical component of the ground reaction force in healthy people
and those with Parkinson’s disease, which may serve as a potential tool for the early
diagnosis of this disease.

7.2. Materials

The data for the analysis came from the physionet.org website. The database contains
records of the vertical ground reaction forces of the subject people and the contact
forces on the different parts of the foot, conducted by Jeftrey Hausdorft.

The study involved 164 people, including 71 healthy people and 93 people
with Parkinson’s disease at different stages of the disease. All people were of similar
age, height and body weight (Tab. 7.1).
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TABLE 7.1. Data of the people analyzed

Study Number | Stage of advancement | Body weight | Body height Age
group of people | [Hoehn - Yahr scale] [kg] [m] [years]
55 2 72£12 1.6810.09 69+9

Parkinson's 27 2.5 7411 1.66 + 0.06 6119
9 3 70£12 1.67 £ 0.07 65+5
Healthy 71 - 73+12 1.680.08 64 t8

The study was conducted using Ultraflex Computer Dyno Graphy insoles,
an Infronic system. The insoles have eight sensors that record the output signal
as the pressure force of a given part of the foot on the ground every 0.01s (Fig. 7.1).
In addition, in the recording of the whole test, there are two more signals summing
the pressure forces from all sensors, hence it is possible to approximate the course
of the vertical component of the ground reaction force.
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FIGURE 7.1 Location of sensors

People walked at a leisurely, self-selected pace for approximately two minutes.
The walk was on flat ground. The subjects’ footwear included insoles to record pressure.

The anthropometric data included parameters such as age, weight, body height
and stage of the disease. It should be noted that in the degrees of the disease analyzed
in this study, symptoms occur bilaterally. Therefore, right and left feet were compared
for particular groups.

7.3. Method

Among the results obtained from the phisionet.org free database containing the studies
conducted by Jeffrey Hausdorff [1], the results of three subjects were randomly selected
and the vertical component of ground reaction force of a healthy person and two
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subjects with Parkinson’s disease (with the second and third stages of the disease
according to the Hoehn-Yahr scale) were analyzed. One middle gait cycle was selected
from each study to compare the course of the vertical component of the ground reac-
tion force for all patients. The obtained values from a given cycle were then normal-
ized to body weight, and the studied parameter was presented on a graph. Statistical
analysis was then performed, setting the level of statistical significance at a < 0.05.

7.4. Analysis of results

The graph below (Fig. 7.2) shows the vertical component of the ground reaction force
for a healthy person. It shows two local maxima and one minimum. The first major
peak is related to heel shock absorption during impact.

The first peak is related to heel shock absorption during impact, whereas the sec-
ond peak indicates toe lift off the ground. The local minimum indicates when there
is a transfer of the body over the limb in contact with the ground and toe-off
of the opposite foot.
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FIGURE 7.2. Vertical component of the ground reaction force for a healthy person

The course of the vertical component of the ground reaction force for a healthy
person is similar to the data described in [10]. The gait is normal and all characteris-
tic phases of the gait cycle are preserved.

The next graph (Fig. 7.3) shows the course of the vertical ground reaction force
for a person with the second stage of the disease according to the Hoehn-Yahr scale.
Only one local maximum and minimum can be observed here. There is no clear
increase in the force values at the time of toe-off.

When comparing the vertical component of the ground reaction force of healthy
people and patients with the second stage of the disease, large differences are appar-
ent. There are smaller differences in the values for the different phases of the gait cycle
in the diseased people. The second maximum also disappears.
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FIGURE 7.3. The vertical component of the ground reaction force for an ill person with second-
degree Hoehn-Yahr scale

Next, the vertical component of the ground reaction force was analyzed
for a patient with stage 3 of the disease. Here, a much smoother pattern of values can
be seen, with local minima and maxima almost disappearing (Fig. 7.4).
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FIGURE 7.4. The vertical component of the ground reaction force for an ill person with third-
degree Hoehn-Yahr scale

Analyzing the graphs (Fig. 7.2-7.4), it can be seen that the vertical component
changes with the stage of the disease. Individual characteristic gait phases disappear,
which may be related to the different derailment of the foot in people with Parkinson’s
disease. In healthy people, first there is a heel strike, then a transfer of the body over
the foot, and then an explosion from the toes. In sick people, on the other hand, this
division gradually disappears. People with a more advanced stage of the disease make
contact with the ground with the whole foot at once, which results in a characteris-
tic thud.

The greatest differences are seen in local minima and maxima. Therefore, the dif-
ference between the highest value and the local minimum was calculated, and then
a statistical analysis was performed, to point out the potential statistically significant
differences between both groups.
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TABLE 7.2. Analysis for maximum and local minimum values of the vertical component
of the ground reaction force

Ao — O Type ,
People | Shapiro - Wilk test of distribution Levene's test Test p
Left foot
deviate from
ILL 0.007 normal B U‘Mann - <0.01
Whitney test
Healthy 0.209 normal
Right foot
ILL 0.143 normal
doviate f _ U Mann - <0.01
Healthy 0.026 eviate from Whitney test :
normal

The statistical analysis (Tab. 7.2) has shown that the differences seen in the graphs
in local minima and maxima are statistically significant. Due to the presence
of Parkinson’s disease symptoms bilaterally and the lack of a clear indication in the data
for the affected side, the analysis was performed for both feet, but for the two limbs
the statistical differences are the same.

Subsequently, a statistical analysis was performed for healthy people and those
suffering from Parkinson’s disease, taking into account the severity of the disease
according to Hoehn-Yahr scale. In the table (Tab. 7.3), the nomenclature “ILL 2” was
used, which means a patient with the second stage of the disease. This applies simi-
larly to the other people.

TABLE 7.3. Statistical analysis for the maximum and local minimum of the vertical component
of the ground reaction force for healthy and ill people with different degrees of disease - left
foot

People | Shapiro - Wilk test | Type of distribution | Levene’s test Test p
Healthy 0.209 normal
ILL2 0.094 normal -

<0.001 Kruskal = | g 999
ILL2.5 0.490 normal Wallis test
ILL3 0.666 normal

Table 7.3 shows that there are statistically significant differences for the studied
patients. In view of this, the POST-HOC (Scheffe) test was performed to see between
which groups statistically significant differences occur.
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TABLE 7.4. Scheffe test - left foot

Healthy ILL 2 ILL 2.5 ILL3
Healthy <0.001 <0.001 <0.001
ILL 2 <0.001 0.8202 0.4049
ILL 2.5 <0.001 0.8202 0.8684
ILL 3 <0.001 0.4049 0.8684

Table 7.4 shows that statistically significant differences occur between healthy
and sick people regardless of the severity of the condition in the case of the left foot.

TABLE 75. Statistical analysis for the maximum and local minimum of the vertical component
of the ground reaction force for healthy and ill people with different degrees of disease - right

foot
People | Shapiro - Wilk test | Type of distribution Test p
Healthy 0.027 deviate from
normal
ILL2 0.496 normal Kruskal - <0.001
Wallis test
ILL2.5 0.404 normal
ILL3 0.165 normal

Table 7.6 shows that there are statistically significant differences, as in the case
of the left foot. Again, the POST-HOC test was performed to test statistical signifi-
cance between groups.

Analyzing table 7.5 it can be seen that, again, statistically significant differences

exist between healthy people and sick people with each degree of the condition.

TABLE 7.6. Scheffe test - right foot

Healthy ILL 2 ILL 2.5 ILL3
Healthy <0.001 <0.001 <0.001
ILL2 <0.001 0.7263 0.6512
ILL2.5 <0.001 0.7263 0.9992
ILL3 <0.001 0.6512 0.9992

The figures 7.5 below show the recorded pressure force values on each sensor.
The results are shown for a selection of three people: a healthy person and two peo-
ple with different degrees of disease.
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FIGURE 7.5. Course of pressure forces on each sensor for three analyzed people (green - healthy
person, blue - person with second stage of disease, yellow - person with third stage of disease
according to Hoehn-Yahr scale)

It can be observed (Fig. 7.5) that in the initial phase of gait (sensor 1) higher thrust
forces are achieved by healthy people, whereas in the final phase of the gait cycle (sen-
sor 8) thrust forces are higher sick for people with a third-degree disease.

Noting that the waveforms of values for each person are different, a statistical
analysis was carried out to test whether the differences visible to the naked eye are
statistically significant.
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The highest and the mean value of the contact force were determined for statistical
analysis. Initially, the normality of the distribution was checked and an appropriate
statistical test was selected. The value of p indicated whether the differences in contact
force values were statistically significant. Statistical significance is highlighted in red

in the table below. The level of statistical significance was set at a < 0.05.

TABLE. 7.7. Statistical significance of pressure force values for individual sensors

Statistical significance
Number .
Highest value of contact force Average value of contact force
of sensor
Type of test | Statistical significance Type of test Statistical significance
1 ANOVA p<0.001 ANOVA p<0.001
2 ANOVA p =0.0021 ANOVA p=0.0014
Kruskal - p=0.1356 Kruskal - Wallis p =0.8890
Wallis test test
4 ANOVA p=0.1065 Kruskal - Wallis p=0.1042
test
5 ANOVA p<0.001 ANOVA p =0.1075
6 ANOVA p=0.0019 ANOVA p=0.5753
7 ANOVA p=0.3234 ANOVA p=0.5147
8 Kruskal - p=0.7317 Kruskal - Wallis p=0.1931
Wallis test test

Table 7.7 shows that statistically significant differences occur for sensors 1 and 2.
Additionally, they also occur for sensor 5 and 6 for the highest values of contact forces.
In other cases, the tested differences were not statistically significant. For sensor 8,
a difference can be seen in the graph, but the POST-HOC test showed that it is not
statistically significant.

The POST-HOC test (Scheffe) was then performed for the sensors that recorded
statistically significant differences.

TABLE 7.8. First sensor - highest values

Healthy ILL2 ILL2.5 ILL3
Healthy <0.001 <0.001 0.3231
ILL2 <0.001 0.3501 0.8898
ILL2.5 <0.001 0.3501 0.3321
ILL3 0.3231 0.8898 0.3321
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TABLE 79. First sensor - average values

Healthy ILL 2 ILL 2.5 ILL3
Healthy <0.001 0.0024 0.0079
ILL 2 <0.001 0.9854 0.6487
ILL 2.5 0.0024 0.9854 0.8174
ILL3 0.0079 0.6487 0.8174
TABLE 7.10. Second sensor - highest values
Healthy ILL 2 ILL 2.5 ILL3
Healthy 0.0107 0.2564 0.8217
ILL 2 0.0107 0.9308 0.0761
ILL 2.5 0.2564 0.9308 0.2378
ILL 3 0.8217 0.0761 0.2378
TABLE 7.11. Second sensor - average values
Healthy ILL 2 ILL 2.5 ILL3
Healthy 0.3727 0.0069 0.1762
ILL 2 0.3727 0.2476 0.6350
ILL 2.5 0.0069 0.2476 1.0000
ILL 3 0.1762 0.6350 1.0000
TABLE 7.12. Fifth sensor - highest values
Healthy ILL 2 ILL 2.5 ILL3
Healthy 0.8055 <0.001 <0.001
ILL 2 0.8055 <0.001 0.0014
ILL 2.5 <0.001 <0.001 0.9994
ILL 3 <0.002 0.0014 0.9994
TABLE 7.13. Sixth sensor - highest values
Healthy ILL 2 ILL 2.5 ILL3
Healthy 0.0056 0.0831 0.3266
ILL 2 0.0056 0.9950 1.0000
ILL 2.5 0.0831 0.9950 0.9983
ILL3 0.3266 1.0000 0.9983
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From the tables 7.8-7.13 it can be read that the largest number of groups between
which there are statistically significant differences is for the mean values for sensor 1
and the largest values for sensor 5. In the first case, there are healthy people and peo-
ple with all stages of the condition, while in the second case, there are healthy people
and people with Parkinson’s stage 2.5 and 3. On the other hand, in the largest values
for sensor 1 statistically significant differences are for the groups “healthy”, “ILL 2”
and “ILL 2.5”. For sensor 2 and 6, there are two groups of people — healthy people
and people with stage 2 disease.

Low values of p-level could indicate that the sample has been overpowered.
This paper is based on research conducted by Jeffrey Hausdorff and made available
at physionet.org. Due to the use of a pre-prepared database, it is not possible to make
a deeper analysis to show what exactly influenced the results. The obtained values
should therefore be treated with caution [16, 17].

7.4. Discussion

Previous work analyzing Parkinsonian gait has mostly focused on stride length
and width, locomotor speed and changes in joint angle. The data were taken from
the free database physionet.org, conducted by Jeffrey Hausdorff. It has been shown
that a reduction in stride speed is associated with the condition in question [11, 12].
This can also be observed by comparing figures 7.2-7.4, as the duration of the support
phase increases and is approximately 1.2 sec, 1.4 sec and 1.7 sec respectively. It was
noted in [14] that a reduction in walking speed affects the control of body stability,
resulting in a more confident gait and a lower risk of falling. A slightly prolonged dou-
ble support phase can also be observed in Parkinson’s disease patients. This allows
for the control of the center of gravity and, consequently, protection from falling.
This has also been noted by Sharifmoradi and Farahpour [14].

The vertical component of the ground reaction force changes with the stage
of the disease. In case of healthy people, two local maxima and one minimum can
be clearly identified, representing characteristic phases of the gait cycle. In case
of sick people, on the other hand, the course of the component is completely differ-
ent. In case of a patient with the second stage of the disease, only one local maxi-
mum and one minimum are visible. In the patient with the highest analyzed degree
of the disease, it is very difficult to distinguish the characteristic phases of the gait
cycle and the course is more benign [13].

Analyzing the vertical component of the ground reaction force for the right and left
foot of affected individuals, it can be concluded that the course of values is very simi-
lar for both feet. It cannot be shown exactly which limb is affected. This may be due
to the fact that in the analyzed stages of the disease the symptoms occur bilaterally,
as also noted in [14].
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To date, there have been very few studies analyzing the vertical component
of the ground reaction force in the gait of people with Parkinson’s disease. In [4],
Kistler platforms and the Vicon Motion Analysis System were used for the study.
All people were in the age range of 50-70 years. The analysis of the results allowed
for the observation that the vertical component of the ground reaction force in people
with Parkinson’s disease has a similar course for both feet. This observation is con-
firmed by the results presented in this paper despite the use of a different data acqui-
sition method and slightly different test thickness.

Analyzing the pressure forces on the individual sensors of Ulfraflex insoles,
reduced values at the heel were noted for Parkinson’s disease patients in the third
stage of the disease. A similar relationship was obtained in [15]. There, it was found
that lower loads transmitted through the heel were associated with the production
of a characteristic gait cycle by people with Parkinson’s. It was noted that a weaker
heel strike on the ground affects the uncertainty and instability of locomotion. When
analyzing forefoot forces, it is noted that they are increased in people with Parkinson’s
disease. This was also noted in the study [15]. During heel strike while walking,
the toes of the forefoot are still on the ground. It was concluded that this could be
explained by a compensatory mechanism of possible loss of balance. It is worth noting
that in [15] both insoles from a different manufacturer (Pedar NOVEL) and the divi-
sion of the foot into ten sub-areas were used when analyzing the pressure forces.

7.5. Conclusions

Gait testing and analysis of the vertical component of the ground reaction force based
on a free database from phisionet.org conducted by Jeffrey Hausdorff, may allow for
an earlier detection of the disease and implementation of therapy, which may allevi-
ate and slow down the onset of symptoms.

Patients with Parkinson’s disease try to protect themselves from falling by slowing
down their locomotion and by being more assertive in their stopping. As the disease
progresses, the characteristic phases of gait disappear and the way the feet bounce
off the ground changes. In a person with the second stage of the disease, accord-
ing to the Hoehn-Yahr scale, the way of kicking changes, and the second maxi-
mum of the vertical component of the ground reaction force disappears. In a person
with the third stage of the disease, however, it is difficult to determine the characteris-
tic phases of the gait cycle, because the limb almost immediately contacts the ground
with the whole foot, resulting in a characteristic “treadmill”, which allows for the con-
trol of the center of gravity and maintaining balance.

Patients with Parkinson’s disease develop their own characteristic gait pattern
to protect themselves from falling. This is also influenced by an increase in the dou-
ble-support phase and a prolongation of one step time.
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When analyzing the pressure forces, there appear increased values in the forefoot

and decreased values in the heel. In the case of the heel, this is due to a hesitant step
and a different foot position during the initial contact with the ground. On the other
hand, changes in the forefoot are influenced by a longer contact with the ground
and thus increased values.
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Abstract: Nowadays, methods are being searched in order to detect Parkinson’s dis-
ease at an early stage. This would aid faster diagnosis and a more objective assess-
ment of the severity of the condition. This paper focuses on examining whether typ-
ing differs between healthy people and people with varying degrees of Parkinson’s
disease. The analysis used publicly available data from the physionet.org database
[1], which contains results from 227 people over several experimental days. Data
from only 108 subjects were used, with a maximum of 3 days of use of the Tappy
application by one participant with at least 200 clicks considered. Computer key-
board typing parameters, such as button hold time, latency and flight time were
taken into account. Statistical analysis of the data obtained using non-paramet-
ric Kruskal-Wallis tests showed that there were no statistically significant differ-
ences (a < 0.05) between the study groups (healthy people and people with varying
degrees of Parkinson’s disease). However, the reason for this may be the small study
group and the lack of consideration of medications taken when matching to groups.

Keywords: Parkinson’s disease, keyboard typing, statistical analysis

8.1. Introduction

Parkinson’s disease is a degenerative and progressive disorder of the nervous system.
It occurs most commonly in people aged between 55 and 65 years, and the average
age of onset is 58 years. Men are more commonly affected [2]. The preclinical period
of the disease, in which typical symptoms, such as rest tremor or motor retardation
are not yet apparent, may last up to 10 years [3]. During this period, autonomic symp-
toms (cardiovascular, gastrointestinal, genitourinary, or thermoregulatory disor-
ders) are the most common [4]. By the time the visible symptoms of Parkinson’s dis-
ease are present, the atrophy of nerve cells in the black matter of the brain is already
significant at around 60%. The concentration of dopamine (an organic compound
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that plays a key role in the transmission of nerve impulses, responsible for the exe-
cution of human will-dependent movement) in the striatum is around 20-40% [5].
Parkinson’s patients have difficulty moving, dressing, eating or brushing their teeth.
Alternate movements and precision activities, such as buttoning buttons and screwing
in screws are difficult. They may have problems with washing themselves and comb-
ing their hair. In addition, their handwriting becomes less legible and letters smaller.
Activity itself is slower and the hand on the affected side is contracted [6].

An early detection of Parkinson’s disease is important, as dopamine deficien-
cies can be corrected with medication. This extends the patient’s period of function
and independence. Appropriately implemented treatment allows patients to main-
tain their current job without having to give up their career or suffer a significant
decrease in quality of life [7].

Various scales are used to determine the stage of the disease, e.g. Hoehn-Yahr
scale and UPDRS. They are not very objective, because they are based on the feelings
of the examiner and the patient, and thus they do not allow for an objective assess-
ment of the patient’s condition [6, 8].

Currently, there is ongoing research into methods for the early detection
of Parkinson’s disease. Among others, gait characteristics [9], handwriting [10] or com-
puter keyboarding [11, 12, 13] are used for this purpose. Skin tests [14] and retinal
thickness [15] are also performed. Parkinson’s disease may also be indicated by dis-
orders of the REM sleep phase [16].

The aim of this article is to investigate whether there is a relationship between
the way people type on a computer keyboard and the severity of Parkinson’s disease.
This would allow a more objective diagnosis to be made. No information on the sta-
tistical analysis of the data obtained in this study alone was found in the available
literature.

8.2. Materials

Publicly available data from the physionet.org database [1] were used to perform
the analysis. They concerned the typing characteristics of healthy people and people
with Parkinson’s disease at different stages of its progression [1, 11]. Data were col-
lected using the Tappy application, which was downloaded by people willing to take
part in the experiment. The whole process was preceded by the registration of these
people on a platform where information about the study was presented. People aged
50-80 could take part in the experiment. When registering, people indicated, among
other things, the stage of the disease, the side affected by the disease, whether they had
tremors and whether they were taking medication (if so, which). To ensure anonym-
ity, a random ten-character code was automatically assigned. The Tappy application
allowed for the time of pressing the corresponding keys to be read out. Respondents
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used their computers according to their needs - the application recorded movements
while searching websites, creating text documents, or writing emails [1, 11].

Figures 8.1 and 8.2 show the assignment of keys to the hand they were pressed
with and time dependencies of individual parameters. Subjects were unaware of the key
assignment to a particular hand and used the keyboard the way they were comfort-
able with, which may have affected the recorded results [1, 11].

|:| Left hand keys captured |:| Right hand keys captured
All other keys were excluded from capture, except the Spacebar.

FIGURE 8.1. Assignment of keys to the hand the key was pressed with [11]

A Note: 'Response Time'
is from brain initiation
Response of until key down.
' Time It cannot be measured directiy.
 LatencyL-R |
G Left hand 'G' key
J Key up | LatencyR-L
0 Key down
Right hand '0" key
J Latency L-L
W Hold Time L B "
L_' Left hand ‘A’ key
D’ Hold Time R J
J Left hand 'D' key

Time [miliseconds]

FIGURE 8.2. Time dependencies of parameters describing the way of typing on a computer key-
board [11]

The database contains data from 227 individuals. The present study used data
collected from only 108 individuals. This limitation was due to the ability to cre-
ate groups clearly according to the severity of a participant’s disease and to assign
the results to the affected site accordingly. In addition, the analysis used data from only
the first three days of app use, in which the subjects made at least 200 clicks per hand.

101



This decision was dictated by minimizing the risk of the results being dominated
by people who had been using the app for longer. A higher number of clicks allowed
for a more accurate representation of how people typed on a computer keyboard.

The group breakdown included people who clearly indicated the severity of the dis-
ease and the side affected during registration. Factors, such as gender or prescribed
medication, were not taken into account. The detailed characteristics of the individu-
als included in the analysis by group are presented in Table 8.1.

TABLE 8.1. Number of participants and sheets (one sheet consisted of the results obtained
by one participant on one survey day) used for the analysis

Sl SE BT Subjects with tremors
Healthy tremors Total
subjects | Mild | Medium | Mild | Medium
degree degree degree degree
Number of participants 38 10 13 27 20 108
Number of sheets 70 24 22 57 43 216

8.3. Method

Statistical analysis was performed to compare individual parameters according
to the severity of Parkinson’s disease, divided into groups with and without trem-
ors. First, it was examined whether the distributions obtained from the mean values
of the studied parameters obtained by the individuals were normal using the Shapiro-
Wilk test. It was assumed that a p value of less than 0.05 obtained in the test indicates
a distribution deviating from normal. The results showed that most of the distribu-
tions were deviating from normal, so further analyses were carried out using non-
parametric tests. The Kruskal-Wallis test was used to examine whether there were
statistically significant differences at a significance level of a<0.05.

8.4. Analysis of results

The results are shown in Table 8.2. It can be seen that statistically significant differ-
ences were found only for the time the key was held down with the hand affected
by the disease.

In order to check between which groups there were differences, a multiple compari-
son test was performed. Its results are shown in Table 8.3. However, this test indicated
that there were no statistically significant differences between the groups examined.
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TABLE 8.2. Results of the Kruskal-Wallis test for group comparisons

Results of the Kruskal-Wallis test
Non-affected side Affected side
Hold time 0.2516 0.0091
Latency 0.4384 0.5192
Flight time 0.205 0.2212

TABLE 8.3. Results of multiple comparisons test for button hold time for the affected
hand (Zdr - healthy person, LBD - person with mild Parkinson’s disease without tremors,
SBD - person with medium Parkinson'’s disease without tremors, LD - person with mild
Parkinson’s disease with tremors, CD - person with medium Parkinson’s disease with tremors)

Zdr LBD SBD LD cD
zdr 0.1785 1.0000 0.1662 0.1061
LBD 0.1785 0.2880 1.0000 1.0000
$BD 1.0000 0.2880 0.3620 0.3116
LD 0.1662 1.0000 0.3620 1.0000
cD 0.1061 1.0000 0.3116 1.0000

The degree of dependence between the groups is illustrated in the figures below
(Fig. 8.3-8.5).

a) b)

£ 220 £ 22
= £ 200 =7 200
5= 180 S.E 180
= S 160 =2 160
£ 140 £ 8140
33120 273120
5 £ 100 5 5 100
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55 2 §° %
= Zdrk 1BD $BD LD $p =

Zdr LBD S$BD LD SD
Group Group

o Mean value [OMean value * Stand. dev. I Mean value + 1,96 Stand. dev.

FIGURE 8.3. Plots of the mean duration of button hold time for the a) non-affected hand
b) affected hand (in the case of healthy people, the left and the right hand respectively)

It can be seen that the plots (Fig. 8.3) confirm the results of the Kruskal-Wallis
test — the frames overlap. Some differences occur in the case of the mean value, but

103



these values are also similar. For the hold time of both hands the mean value is about
120 ms. Mild and medium condition people with tremors have a higher variability
of results than healthy and without tremors people.

a) b)
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FIGURE 8.4. Plots of the mean duration of latency for the a) non-affected hand b) affected hand
(in the case of healthy people, the left and the right hand respectively)

For the latency time, again the correctness of the Kruskal-Wallis test results can be
observed as the frames overlap. The average latency was about 300 ms for both hands.
The smallest variability of the results can be observed for people in the mild condi-
tion without tremors. The highest variability is observed for people in the medium
condition with tremors.
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FIGURE 8.5. Plots of the mean duration of flight time for the a) non-affected hand
b) affected hand (in the case of healthy people, the left and the right hand respectively)

A similar situation to that for latency occurs for the flight time, where the mean
value is around 200 ms, and in addition, a lower variability of the results can also be
observed for mild condition people with tremors.
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8.5. Discussion

Often, data from healthy people and people with Parkinson’s disease at different stages
of progression are used to create classifiers that automatically detect Parkinson’s dis-
ease and its severity.

This analysis showed that there were no significant differences between the results
obtained by healthy people and people with different stages of Parkinson’s disease
when typing on a computer keyboard. This is in contrast to the results obtained in [11],
which analysed data obtained from the same database as in the present study. However,
it only used results from healthy individuals and people with mild Parkinson’s disease
who were not taking medication to reduce symptoms of the condition. Differences may
be due to different criteria for selecting the study subgroup - in this study the effect
of medication on the results obtained by individual participants was not taken into
account.

However, the correctness of the analyses in the present study is indicated by studies
performed in [12]. Their main aim was to check the possibility of differentiating peo-
ple with tremors. Healthy people and people with medium Parkinson’s disease were
taken into account with and without tremors. Again, the database used for the anal-
yses in this paper was used, but expanded to include new consecutive study partic-
ipants not available at physionet.org. The results showed that the different groups
of people could be distinguished. However, it was noted that those taking levodopa-
containing medication achieve hand tremor much less than those not taking such
medication, comparable to that of healthy people. For this reason, an analysis of the fit
of individuals to each group was also performed using classifiers without taking into
account those taking levodopa. This analysis showed a better fit of the individuals
to the different groups. This confirms the significant influence of the medication taken
on the course of the disease.

In contrast to the results obtained in the present study, another study [13] also
indicated that it was possible to distinguish between healthy individuals and indi-
viduals at different stages of Parkinson’s disease. In this case, however, the location
of the computer mouse pointer during the click and the interaction with the computer
keyboard during the process of searching for keywords in an Internet search engine
were used. This study took into account different parameters than those described
so far — the time elapsed between the presentation of results to the user and the first
interaction event with the website; the average time elapsed between each two mouse
positions (mean dwell time); one of the automatically learned functions. The results
showed that it was possible to distinguish the actual diagnostic status of the subjects
on this basis. In this case, the effect of medication was not taken into account due
to the lack of such information about the users, but different parameters of computer
use were investigated than in the case of this article and the previously described work,
and in addition, the study groups were larger than in the present analysis.
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Summing up, the results of the study were heavily influenced by grouping with-
out taking into account the medication taken to reduce the symptoms of Parkinson’s
disease by individual participants, but taking this criterion into account would have
reduced the size of the groups.

In addition, individuals used the computer unsupervised and on an as-needed
basis. They were also unaware of the assignment of specific buttons to the left
or right hand, which may also have influenced the results — the possibility that
a button assigned to the right hand could be pressed by the left hand and vice versa
was not eliminated. There was also no information about the dominant hand.

8.6. Conclusions

In the paper the statistical analysis of computer typing of healthy subjects and subjects
with Parkinson’s disease has been made. The analysis shows that there are no statis-
tically significant differences between the results for each group for such parameters
as button hold time, latency and flight time when typing on a computer keyboard. This
makes it difficult to recognize whether the person studied is healthy or has Parkinson’s
disease and if so, to what degree. However, the reason for this may be a small study
group and the lack of consideration for medications taken when matching to groups.
Future research should take into account larger group sizes and eliminate the influ-
ence of medications on results, for example by selecting groups of people taking spe-
cific medications or conducting studies with people who do not take such medications.
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Abstract: The analysis of heart rate variability can be used to predict cardiovas-
cular state in diabetic children. Studies on HRV are mainly based on RR intervals
of the ECG signal and include both linear indices and nonlinear characteristics.
The current study aims at applying Multifractal Detrended Fluctuation Analysis
to investigate signals of the heart rate variability (HRV) in 50 healthy children
(group K), 27 patients suffering from diabetes type 1 without subsequent vascular
complications (group A) and 35 patients suffering from diabetes type 1 with sub-
sequent vascular complications (hypertension) (group B). Multifractal features
were extracted to quantitatively compare signal complexity between the healthy
group and the group of children with diabetes and diabetes with complications.
The MFDFA analysis showed the multi-fractional nature of the signals in all groups.
The characteristic MFDFA parameters were determined and subjected to statisti-
cal analysis. It showed differences in parameters h(1) and h(2) between the con-
trol group K and group A. This gives rise to the development of further research
in an attempt to distinguish between these groups.

Keywords: fractal dimension, multifractal, multifractal detrended fluctuation
analysis, heart rate variability, ECG, diabetes, children

9.1. Introduction

Multifractal detrended fluctuation analysis (MFDFA) is a widely used method to char-
acterize the variability and uncertainty of empirical time series. It has its origins
in detrended fluctuation analysis (DFA), which was developed by Peng et al. [1, 2]
and later extended by Kandelhardt et al. to the MFDFA [3]. Multifractal analysis has
found application in many fields. Its use can be observed in the time series analysis
of sleep EEG data [4], heart rate [5], blood pressure [6], Parkinson’s disease research [7],
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seismic activity [8], temperature variability [9], price electricity [10], epidemiology [11],
finance [12] and many others.

Many studies indicate the effective use of multifractal analysis in cardiological
diseases. MFDFA was used, inter alia, to analyze the RR series of patients with left
ventricular systolic dysfunction, comparing them to a control group of healthy peo-
ple [13]. Three scaling modifications were used in this study. This method was also used
to assess the monofractal and multifractal properties of R-R intervals for the healthy
group and with various changes in cardiac diseases [14]. The MFDFA analysis allowed
for the determination of static differences in the group with pathological changes
and distinguished congestive heart failure from others (atrial fibrillation and sud-
den death syndrome).

In their work Molina et al. [15] showed differences in the analysis of multifrac-
tal electrocardiogram (ECG) spectra of healthy people at rest and during exercise
on a treadmill at different speeds. The multifractal spectra behaved differently at rest
and in motion. In [16], a new method of asymmetric multiscale multifractal analy-
sis was used for six groups of patients — healthy persons, with aortic valve stenosis,
with hypertrophic cardiomyopathy, with atrial fibrillation, patients with coronary
artery disease and with congestive heart failure. The authors indicate the effectiveness
of the proposed method and the possibility of its development in medical screening.

MFDFA and its modifications are widely used in the analysis of heart rate variabil-
ity as well as in other signals. This prompted the authors of this publication to under-
take the analysis of heart rate variability in three groups of patients with 24-hour ECGs.

The aim of the study is to investigate the multifractality of ECG signals in chil-
dren with type 1 diabetes mellitus with and without later vascular complications
and healthy children, divided into the night (rest) and day (activity) part, and to deter-
mine the characteristic parameters of MFDFA in individual groups.

9.2. Materials and methods

In the article, the results of the 24-hour Holter ECG monitoring of children were
used in accordance with the recommendations of the Task Force of the European
Society of Cardiology. The results of 120 studies came from 3 groups of children.
Group A (27 cases) included the results of studies in children with type 1 diabetes
without subsequent vascular complications. The mean age in this group is 15 + 2.2.
Group B (35 cases) is the results of children with type 1 diabetes mellitus with subse-
quent vascular complications (hypertension) with a mean age of 15 + 2.9. The third
group K (50 cases) is a control group of healthy children, the results of which were
matched with age and gender to the groups of sick children. The results were divided
into a day and night part. The diagram in Figure 9.1 shows the analyzed example
of the data exposure.
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FIGURE 9.1. Log-log F (s) plots as a function of segment size s for 6 exemplary g values

9.2.1. Multifractal detrended fluctuation analysis

The presented research results were carried out on the basis of the MFDFA algorithm
described in the article [17]. The algorithm is based on a few steps presented below.
It is described in detail by Kantelhardt et al. in the publication [48] in the following
manner:

Step 1. Determine the profile of a time series of finite length N:

Y, =YX, -X,i=12,.,N, (9.1)
k=1

where: X, - time series, X _ mean of data

Step 2. Dividing the Y, profile into smaller, non-overlapping segments s:

N, = int . 9.2)
N

m



Due to the fact that the length of the series N is not always a multiple of the s scale,
the endpoints of the data are discarded. Next, the operation is repeated, discarding
the starting points, which results in 2Ns segments.

Step 3. Fitting the y, polynomial of m for each of the obtained segments and deter-
mining the variance:

N

1 2
E (v’ S) =~ Z |:Y(v—1)s+i - y((v—l)s+i):| > (9‘ 3)

S

forv=1,2,..., N, where y .., isapolynomial fit of a segment of length s using
the least squares method. Depending on the chosen degree m of the polynomial,
the notations (MF) DFA1, (MF) DFA2, ..., (MF) DFAm are used.

Step 4. Define the q-order fluctuation function by averaging the segments of size s.
1

F (s)= {%i@ 2 S)}Z}q 94)

The above formula shows that the fluctuation function Fq(s) depends on the index-
ing variable g, which can take any value, and on the size of the segment s.

After the jitter function is computed, its behavior is determined by analyzing
the logarithmic dependence on the segment size s plot for different g values. An exam-
ple of such a plot is shown in Fig. 9.2.

10°
10'
=
=
10°
g=-10 qg=2
g=-5  g=5
10 qg=-2 g=10
10° 10° 10*

segment size s

FIGURE 9.2. Log-log F (s) plots as a function of segment size s for 6 exemplary g values

On the basis of the above dependence, it can be determined whether the data
is multi-fractional. If the curves for different g values are parallel, it indicates monof-
ractality of the process, and when they are not parallel - multifractality. Another indi-
cator pointing to mono- or multifractality is the behavior of the plot of the dependence
of the scaling exponent h(q) as a function of q. If it is parallel to the x axis, it means
monofractality of the process, if not — multifractality.
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If there is a correlation of the x; series with the power law, Fq(s) increases for large
values of s according to the formula:
E (s)~s", 9.5)

where h(q) is the generalized Hurst exponent depending on q. It is determined by find-
ing the slope of the F,(s) curve on a logarithmic plot, as shown in Figure 9.2.

In the case of monofractal data, the Hurst exponent h(q) = H does not depend
on gq. Then the generalized Hurst exponent is also the Hurst index H. While the data
is multifractal, the dependence of /i(g) on g is examined the multifractal scaling expo-
nent #(g). The multifractal scaling exponent depends on the generalized Hurst expo-
nent h(g) as shown in the formula:

T (q) =gh (q) -1. (9.6)

In a similar way, the specter of the singularity D(a) can be constructed
as the Legendre transform. While #(a) is smooth enough, the alpha singularity strength
is determined by the formula:

=T ’(q) = h(q)+qh'(q). 9.7)

On the basis of the above formula, the spectrum of the singularity D(a) can be
constructed:

D(oc) =qo— (q) 9.8)

The singularity strength o characterizes the dimension of a subset of the time
series described by D(a). The strength of the multifractality of the time series is indi-
cated by the width of the alpha singularity strength.

9.2.2. Research description

The study involved the use of MFDFA for 3 groups of children. Using the methods
proposed at https:/github.com/LRydin/MFDFA, MFDFA parameters were calculated
and graphs developed for each case. This allowed for the assessment of the multifrac-
tality of individual results in each group. Then, statistically determined parameters
were compared.

Comparisons between the three independent groups were made using ANOVA
analysis. Normality of distribution was checked using the Shapiro Wilk test. When
there were differences between groups, POST-HOC tests were performed to determine
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homogeneous groups. A series of Student’s t-tests for dependent samples or Wilcoxon
tests were performed to examine differences between day and night runs. The analysis
was performed using Statistica 13.3. Differences were considered significant at p < 0.05.

0.3. Results

All three groups showed a multifractal nature. Graphs of sample analysis results for
each group are shown on Figure 9.3 and Figure 9.4.

The parameters that were subjected to further statistical analysis were the depen-
dencies of the scaling exponent h(g) on g, for g = -10, -5, -2, 1, 2, 5, 10, the range
of the width of the singularity force a (minimum value - a_, , value maximum -
a_..» width Aa), which indicates the strength of multifractality of the data, the values
of the D(a) singularity spectrum for minimum and maximum o and their difference AD.

) 25 10 10
! = 0
10 20 o 0.8
) = =20 =
=10’ =15 10 0 10 306
» o8 a8 ! 0.4
10 9-2 470 10 '
10° 10° 0 -10 -5 0 5 10 08 1.0 12
segment size s q a
b) 10 25 10 10
: g0
10 2.0 -10 0.8
=z = -20 =
w10 =15 -10 0 10 0.6
9:710 922 9 04
10° 123 9270 10 :
10° ’ 0 -10 -5 0 5 10 09 1.0 1.1 12 13
segment size s q a
= 0
10' 20 Eqp 0.8
<) G -20 506
LL]OO <15 -10 0 10 Q04
g0 gzt ’ |
10" 123 8230 10 0.2
10° g 0 -10 -5 0 5 10 10 12 14 16
segment size s q a

FIGURE 9.3. Graphs obtained during the MFDFA for a) group A, b) group B, c) group K by day.
From the left there are log-log F (s) plots as a function of the segment size s for 6 exemplary
g values, the middle plot of the scaling exponent h(q) as a function of g, and the inset displays
the multifractal scaling exponent 1(g), on the right the spectrum the singularity D(a) over the sin-
gularity strength a
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FIGURE 9.4. Graphs obtained during the MFDFA for a) group A, b) group B, c) group K at night.
From the left there are log-log F_(s) plots as a function of the segment size s for 6 exemplary
g values, the middle plot of the scaling exponent h(qg) as a function of g, and the inset displays
the multifractal scaling exponent 1(g), on the right the spectrum the singularity D(a) over the sin-
gularity strength a

Figures 9.3 and 9.4 show in the first column the fluctuation function E (s)
for g = -10, -5, -2, 2, 5, 10 and for s € [70, 10000] in the analyzed groups measured
during the day and night, respectively. The curves are not parallel, i.e. the time series
of RR intervals are not monofractal. The second column shows the generalized Hurst
exponent h(q) as a function of ¢, and similarly the multifractal scaling exponent t(g).
The generalized Hurst exponent h(q) as a function of g is not constant while the mul-
tifractal scaling exponent 1(g) is not linear, which clearly shows the multifractality
of the time series. The third column shows the spectrum of singularity D(a) at singu-
larity strength a. The strength of the singularity a extends over a wide range of values,
indicating the different scales of the phenomenon under study.

There were no statistically significant differences between the groups in signals
measured during the day (p > 0.05) (Tab. 9.1). Statistically significant differences
were shown between groups for h values for g = 1 (h(1)) (p = 0.006) and for g =2
(h(2)) (p = 0.011) (Tab. 9.2). An interesting observation is that all the measures that
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most effectively discriminated between the analyzed groups were on the positive
side of the spectrum. An analysis of Table 9.2 shows that not a single measure using
a negative g value was able to achieve p < 0.05. The best result was obtained for g = 1.

TABLE 9.1. Multifractal analysis parameters between groups - day

group A group B group K

parameter M Me SD M Me SD M Me SD P

h(1) 1.03 1.03 0.06 | 1.07 | 1.06 0.07 | 1.06 1.06 0.08 | 0.209
h(-10) 124 | 1.23 0.10 1.27 | 1.27 017 | 1.26 | 1.29 0.17 | 0.810
h(-5) 1.18 1.17 0.08 1.21 1.22 0.15 1.20 1.23 0.15 | 0.719
h(-2) 112 112 0.06 | 1.15 1.15 0.10 114 1.14 0.11 | 0.399
h(2) 1.01 0.99 0.07 | 1.04 | 1.03 0.07 | 1.02 | 1.02 0.07 | 0.305
h(5) 0.95 | 093 | 0.09 097 | 096 | 0.08 | 096 | 095 | 0.07 | 0.723
h(10) 0.90 | 0.88 0.10 0.91 0.91 0.09 | 090 | 0.89 | 0.08 | 0.849
a. 0.83 | 0.81 012 | 0.84 | 0.85 0.11 0.83 | 0.82 | 0.10 | 0.882
a.. 1.32 | 1.30 012 | 1.34 | 1.33 0.19 1.33 | 1.34 0.19 | 0.881
Aa 0.49 | 0.50 0.19 0.50 | 0.46 | 0.21 0.50 | 0.52 | 0.22 | 0.957
D(a,,) 0.27 | 0.29 0.18 0.27 | 027 | 0.23 | 0.29 | 0.31 0.27 | 0.919
D(a,,,,) 0.28 | 035 | 0.24 | 0.28 | 0.33 | 0.26 | 0.28 | 0.27 | 0.25 | 0.996
AD 0.86 | 0.87 017 | 090 | 0.87 | 0.20 0.91 0.85 | 0.25 | 0.702

M - mean; Me — median; SD - standard deviation; p — p-value

TABLE 9.2. Multifractal analysis parameters between groups - night

group A group B group K

parameter M Me SD M Me SD M Me SD p
h(1) 1.16 1.16 012 | 1M 1.10 011 | 1.08 | 1.08 | 0.10 | 0.006**
h(-10) 1.56 | 1.58 | 017 | 1.52 | 1.55 | 0.16 | 1.57 | 1.59 | 0.19 | 0.424
h(-5) 150 | 1.52 | 015 | 1.46 | 1.48 | 016 | 1.51 | 1.50 | 0.18 | 0.397
h(-2) 1.41 142 | 013 | 136 | 1.36 | 0.14 | 1.40 | 1.37 | 0.16 | 0.323
h(2) 1.09 | 1.10 012 | 1.04 | 1.04 | 012 | 1.01 | 1.00 | 0.10 | 0.011*
h(5) 096 | 097 | 013 | 092 | 095 | 015 | 0.89 | 0.89 | 0.12 | 0.128
h(10) 0.88 | 090 | 014 | 085 | 0.86 | 0.17 | 0.82 | 0.84 | 0.14 | 0.273
a.. 0.80 | 080 | 016 | 0.76 | 0.77 | 018 | 0.74 | 0.76 | 0.16 | 0.412
A 163 | 1.65 | 018 | 1.59 | 1.60 | 017 | 1.64 | 1.67 | 0.20 | 0.514
Aa 0.83 | 0.80 | 0.22 | 083 | 0.81 | 0.26 | 0.89 | 093 | 0.24 | 0.359
D(a,,) 013 | 014 | 022 | 018 | 013 | 0.24 | 0.20 | 0.19 | 0.24 | 0.488
D(a,,,) 032 | 032 | 019 | 030 | 0.28 | 0.18 | 0.29 | 0.30 | 0.20 | 0.819
AD 0.32 | 0.31 | 019 | 0.28 | 0.25 | 0.21 | 0.29 | 0.26 | 0.20 | 0.651

*p < 0.05; **p < 0.01; M - mean; Me - median; SD - standard deviation; p — p-value
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For the parameter h(1), significant differences were observed between group
A and the control group measured at night. The highest result was obtained in group
A (M = 1.16; SD = 0.12), while the lowest result was obtained in the control group
(M = 1.08; SD = 0.10) (Fig. 9.5).
The parameter h(2) differed significantly between Group A (M = 1.09; SD = 0.12)
and the control group (M = 1.01; SD = 0.10) measured at night (Fig. 9.6).
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FIGURE 9.5. The h(1) parameter results between groups measured at night (letters a, b indicate
homogeneous groups)
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FIGURE 9.6. The h(2) parameter results between groups measured at night (letters a, b indicate
homogeneous groups)
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The time series recorded during the day and at night in each group were also com-
pared among themselves. The graphs of the spectra of singularity D(a) over the singu-
larity strength a for individual groups are presented in Figure 9.7, with a distinction
for day and night. The graphs show the multifractal nature of all groups.
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FIGURE 9.7. Summary of singularity spectra D(a) over the singularity strength a for individual

groups with a distinction for day and night

There were statistically significant differences in Group A between day-night
recordings in the h(1) - D1 (p < 0.001), h(-10) (p < 0.001), h(-5) (p < 0.001), h(-2)

(p <0.001), h(2) (p =0.003), a

max

(p <0.001), Aa (p < 0.001). Parameter values were sig-

nificantly higher in measurements taken during the night. Statistically significant dif-
ferences were also shown in the values of D(amin) (p = 0.006). The values of the param-
eter were significantly higher in measurements taken during the day (Tab. 9.3).
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TABLE 9.3. Analysis of day-night signal statistically significant changes - group A

day night

parameter M Me SD M Me SD p

h(1) 1.03 1.03 0.06 1.16 1.16 0.12 <0.007***
h(-10) 1.24 1.23 0.10 1.56 1.58 0.17 <0.0071***
h(-5) 1.18 117 0.08 1.50 1.52 0.15 <0.007***
h(-2) 1.12 1.12 0.06 1.41 1.42 0.13 <0.007***
h(2) 1.01 0.99 0.07 1.09 1.10 0.12 0.003**
a.. 1.32 1.30 0.12 1.63 1.65 0.18 <0.007***
Aa 0.49 0.50 0.19 0.83 0.80 0.22 <0.007***
D(a,,,) 0.27 0.29 0.18 0.13 0.14 0.22 0.006**

**p < 0.01; ***p < 0.001; M - mean, Me - median, SD - standard deviation; p - p-value

Statistically significant differences were shown in Group B between day-night
recordings in the h(-10) (p < 0.001), h(-5) (p < 0.001), h(-2) (p < 0.001), a___(p < 0.001)
and Aa (p < 0.001). Parameter values were significantly higher in measurements taken
during the night. Statistically significant differences were also shown in the values
of the amin (p = 0.031). The values of the parameter were significantly higher in mea-
surements taken during the day (Tab. 9.4).

TABLE 9.4. Analysis of day-night signal statistically significant changes - group B

day night

parameter M Me SD M Me SD p

h(1) 1.07 1.06 0.07 1.1 1.10 0.11 0.136
h(-10) 1.27 1.27 0.17 1.52 1.55 0.16 <0.007***
h(-5) 1.21 1.22 0.15 1.46 1.48 0.16 <0.007***
h(-2) 1.15 1.15 0.10 1.36 1.36 0.14 <0.007***
a.. 0.84 0.85 0.1 0.76 0.77 0.18 0.031*
a.. 1.34 1.33 0.19 1.59 1.60 0.17 <0.007***
Aa 0.50 0.46 0.21 0.83 0.81 0.26 <0.007***

**p < 0.07; ***p < 0.001; M - mean; Me - median; SD - standard deviation, p - p-value

In the K group, statistically significant differences were observed for the h(-10)
(p < 0.001), h(=5) (p < 0.001), h(-2) (p < 0.001), a___(p < 0.001), Aa (p < 0.001).
Parameter values were significantly higher in measurements taken during the night.
Statistically significant differences were also shown for the values of h(5) (p = 0,006),
h(10) (p = 0,007) a_, (p = 0.008). The values of the parameter were significantly higher
in measurements taken during the day (Tab. 9.5).
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TABLE 9.5. Analysis of day-night signal statistically significant changes - group K

day night
parameter M Me SD M Me SD p
h(1) 1.06 1.06 0.08 1.08 1.08 0.10 0.166
h(-10) 1.26 1.29 0.17 1.57 1.59 0.19 <0.007***
h(-5) 1.20 1.23 0.15 1.51 1.50 0.18 <0.007***
h(-2) 1.14 1.14 0.11 1.40 1.37 0.16 | <0.007%**
h(2) 1.02 1.02 0.07 1.01 1.00 0.10 0.218
h(5) 0.96 0.95 0.07 0.89 0.89 0.12 0.006**
h(10) 0.90 0.89 0.08 0.82 0.84 0.14 0.007**
a. 0.83 0.82 0.10 0.74 0.76 0.16 0.008**
a.. 1.33 1.34 0.19 1.64 1.67 0.20 <0.007***
Aa 0.50 0.52 0.22 0.89 0.93 0.24 <0.007***

**p < 0.01; ***p < 0.001; M - mean; Me - median; SD - standard deviation; p - p-value

9.4. Conclusions

As a result of the analysis, it was found that all the three studied groups showed
a multifractal character. Thanks to this, it was possible to examine how the param-
eters behave in each group, and compare them to each other, indicating the differ-
ences. Statistical differences between the groups were observed in the resting (night)
part of the signals. The differences were noticeable for the generalized Hurst expo-
nent h(q) for positive g values.

The parameters h(1) and h(2) showed significant statistical differences between
the group of children with type 1 diabetes without subsequent vascular complications
(group A) and the group of healthy children (group K). The mean value of the h(1)
parameter for group A was higher than for the K group, as was the mean value
of the h(2) parameter.

The nature of the D(a) singularity spectrum (width «) for each of the considered
cases indicates a strong multifractality of the data. It is noticeable, however, that
in group B (children with type 1 diabetes with vascular complications) the strength
of the multifractal data is greater than in the other two groups. Moreover, in all stud-
ied groups, a stronger multifractality is noticeable at night than during the day.

The results presented in the article give rise to further research on an attempt
to distinguish between the presented groups. This could affect the predictability of vas-
cular complications in children with type 1 diabetes. Further fractal analysis may
improve the results.
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Abstract: This chapter is focused on the application of association rules to classify
medical data. There is no data mining technique that can produce consistent results
for all types of medical data. The effectiveness of a data mining technique depends,
among other things, on the type of data collected for study. The purpose of the fol-
lowing work is to see if combining two data mining methods will give better results
than using them individually. For this purpose, data on breast cancer in women
was used. The results showed that using a hybrid combination of association rules
to produce a classifier can improve classification performance.

Keywords: association rules, classification, classification based on association (CBA)

10.1. Introduction

To make a correct diagnosis, doctors need information about the patient’s health.
The human body is very complex and sometimes a small deviation from the norm may
indicate a disease. Therefore, it is important to analyze the collected data and extract
as much useful information as possible. Due to the development of technology dur-
ing the examination a huge amount of data is generated, which cannot be inter-
preted without the use of appropriate analytical systems. Knowledge mining methods
can be useful here. The knowledge gained by means of knowledge mining methods
is used in many areas of medicine. Data mining methods not only enable to make
a diagnosis based on symptoms, but also estimate the prognosis of treatment progress
or its costs. Relationships and patterns obtained through data mining techniques
are also used to create decision support systems.

One method of data mining is classification, which involves finding a way to map
data into a set of predefined classes. A model is built based on the contents of the data-
base, which is used to classify new objects, for example, in a medical database rules
can be found to classify individual diseases, and then, using the rules found, further
patients can be automatically diagnosed. Another method is association discovery
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- a method of finding relationships between groups of elements appearing in data sets.
It belongs to one of the most popular data mining techniques. This method makes
it possible to find interesting correlations occurring between data in high-volume
datasets that would be hard to spot with the naked eye. This paper investigates into
whether algorithms combining association discovery and classification produce meas-
urable results in the process of extracting classification rules. The goal was to see
if combining two data mining methods would yield better results than using them
individually. Thus, it was tested whether using a hybrid combination of association
rules to produce a classifier can improve classification performance.

The purpose of this chapter is to discuss selected association rule mining algo-
rithms and present their application in medical data classification.

10.2. Association rules
10.2.1. Association rule construction

Association rules can be compared to “if — then” constructs, which have found their
way into programming languages. The most popular application of association rules
is the basket analysis. It involves discovering patterns of customer behavior, that is,
finding groups of products that are purchased together. Although association rules
have many applications, it is on the basis of the above mentioned analysis that a for-
mal description of association rules was created [1, 2].

LetI=1{i, i, ..., i} be the set of all available goods. Any set X € I will be called a set
of goods. The set of goods with power k will be called the k-commodity set. The trans-
action base over the set I will be termed the set of transactions D = {T, T, ..., T,},
where each transaction is represented by a pair T = (id, X) consisting of the trans-
action identifier id and the set of goods X € I occurring in the transaction. For sim-
plicity, it is assumed that the transaction identifiers come from a finite set of indices
Tid ={id,, id,, ..., id_}, hence each transaction base D is a sort of binary relation between
the sets Tid and I, and it can be expressed as D € Tid - P(I). It can be said that a trans-
action T = (id, X) covers a set of goods A if A € X. The coverage of the set of goods
A in the base D is the set cover(A, D) = {T € D : T covers A}. An association rule is any
implication A = B, where A and B are the sets of goods A S I, BE Iand A € B=C[L,2].

10.2.2. Rule evaluation measures

Many pairs can be generalized in the form A = B. To select the useful ones, several
measures of decision rule evaluation are introduced [2]:

124



support — this is a parameter that determines how often an object appears
in the dataset, or more specifically, what percentage of all association rules a par-
ticular rule represents. The formula represents the ratio of the number of trans-
actions (containing entirely goods from set A and B) in the data set (transac-
tion database) to the number of all transactions. Typically, support is expressed
as a percentage:

support(A = B) = %; (10.1)
confidence - this is a parameter that describes how many percent of association
rules starting with a particular set of conditional values a rule represents. In other
words, it is the ratio of the number of occurrences of transactions that contain
all the goods from set A and B to the number of transactions that contain only
goods from set A. As with support, confidence is usually expressed as a percentage:

confidence (A = B) = |PA“B| ; (10.2)

H’

conviction - this parameter was developed as an alternative to certainty, which
is not as accurate in terms of the direction of association. This measure com-
pares the probability that A would occur in a transaction without B if they were
dependent on the actual frequency of occurrence of A without B. In this respect,
this parameter is similar to the increment measure, but unlike it, it is a directed
measure due to the fact that it also uses information about the absence of a suc-
cessor. In the case, where A and B are independent of each other, the belief value
equals 1. Rules with high importance reach values away from 1:

1—support (B) ‘
1—confidence (A = B) ’

conviction(A = B) = (10.3)

lift — the increment measure is a parameter that describes the correlation between
the predecessor and successor of an association rule. If the events that are repre-
sented by the predecessor and successor of the rule are independent, then the value
of the increment parameter is 1. If this value is less than 1, it means that the men-
tioned events are negatively correlated. In such a case, the rule opposite to the one
found should be considered. When the value of the parameter is greater than 1,
then the events correlate positively:

confidence (A = B) _

lift(A = B)= support(®)

(10.4)

leverage — this parameter measures the difference of A and B that occur together
in the data set and what would be expected if A and B were statistically dependent.
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The goal is to determine how many more units (A and B together) were in trans-
actions than would be expected from independent transactions. The range of this
parameter is between -1 and 1, with 0 indicating independence.

leverage (A = B) = support (A = B) —support (A) -support (B) (10.5)

A good rule is one that has high support (applies to a high number of transactions)
and confidence (right side occurs frequently). In practice, it is common to assume
minimum values on both of these ratios and look for all rules with support/confi-
dence values higher than the assumed minimum [2, 3].

10.2.3. Association rules extraction

To begin searching for association rules, we first need to determine the minimum level
of support (p,..) and confidence (s, ) that they must satisfy. This threshold should
not be too low. Setting the support threshold too low leads to a large number of rules
in which it is very difficult to find really useful relationships. Even if it seems that
a regularity has been found, it may turn out to be an accident and within the whole
database the support of the rule turns out to be too low. A rule is said to be valid
and interesting when the confidence and support values exceed a pre-set threshold.
Such a threshold is usually defined by a domain expert or the user himself. The set
of elements that meets the support threshold p_. is called “attended” and is denoted
as L5. An association rule can be called strong when it satisfies both the support
threshold p_, and the confidence threshold s_, [2,3].

An important element when finding correlations between elements in a set
is choosing the right algorithm. Determining which algorithm will be the most effec-
tive is not easy. This is because there are many algorithms and types of datasets. This
makes it difficult to clearly determine which one should be used. There are two ways
to check which algorithm will perform best on a given dataset. The first is to test each
algorithm in turn. Then, based on the results, you can determine which one is best.
The second way is to rely on the opinion of experts in the field and their experience.

The two most popular algorithms used for association discovery are the Apriori
Algorithm and the FP-Growth Algorithm:

Algorithm Apriori is considered as the most popular algorithm for extracting
binary association rules. It searches a dataset and in each successive iteration creates
families of increasingly numerous frequent sets. These represent simple patterns that
tell which elements are logically frequent [3-5].

The initial step before using the algorithm is to make sure that the transaction
elements from the set D are ordered lexicographically. The algorithm then extracts
the encountered sets of one-elements occurring in transactions from the database
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in the first step. Next, the algorithm checks whether they have the required sup-
portlevel (p_. ). Based on the found one-element frequent sets, the algorithm creates
two-element candidate sets. These constitute the potential frequent sets. For each
of the newly created sets, the support in the database D is calculated. If a candi-
date set reaches the required support level (p,_. ), it is added to the list of frequent
sets. In the next step, it will be used to generate three-element candidate sets. Then,
the three-element frequent sets will be used to generate four-element candidate sets.
Subsequently, the four-element frequent sets will be used to generate five-element
candidate sets, and so on. This process is based on the frequent sets that were found
in the previous step. The algorithm in each successive step creates candidate sets a size
larger than the previous one. To check whether they have the required level of sup-
port, at each step of the algorithm, a read of the database D is performed. The algo-
rithm runs until it is impossible to generate further frequent sets. The final result
of the algorithm is the sum of k-element frequent sets [3-5].

During the development of the FP-Growth Algorithm, a different approach was
used to create frequentist sets. This process is done in two steps. They are [3, 6, 7]:
e compression of the database D into an FP-tree,
e exploration of the FP-tree to find the frequent sets.

Similar to the Apriori algorithm, the FP-Growth algorithm starts by extracting all
one-element frequent sets from the database. Subsequently, all elements that are not
one-element frequent sets are removed from the transactions belonging to the data-
base D. This means that the output database is transformed into a smaller database
containing only one-element frequent sets. Therefore, this step is called database com-
pression. Next, the transaction elements are sorted in terms of their support values.
The list is created from the largest value to the smallest value [3, 6, 7].

The list thus sorted will be used in the next step of the algorithm to form an FP-tree.
It is a rooted acyclic graph, labeled at the vertices. At the very beginning the root
of the FP-tree is created. It is labeled “null”. Then, for the first transaction t1, a path
is created that begins at the root of the FP-tree. The order of vertices in the path that
represents the transaction corresponds to the order of the elements in the list created
earlier. The value of the transaction counter for each vertex that is part of the path
is initially 1. The final result of the transformation is an FP-tree [3, 6, 7].

To speed up the FP-tree search, an array of element headers is created that acts
as a directory. The array informs about the location of the element in the FP-tree.
If an element occurs in the FP-tree more than once, then pointers to specific vertices
form a list of pointers [3, 6, 7].

In the second step of the algorithm, the FP-tree is explored to locate frequent sets.
To do so, one needs to find all paths, for each 1-element alpha frequent set, that have
as their end vertex a vertex representing the alpha set. A single path with an alpha
final vertex is called an alpha pattern prefix path. Each such path has a path frequency
counter, with its value corresponding to the value of the transaction counter at the end
vertex of the path that represents the alpha set. A conditional pattern base is formed

127



by the set of all pattern prefix paths. This base is used to construct the so-called con-
ditional FP-tree of the pattern alpha (Tree alpha). The conditional FP-tree is then
recursively explored. The goal is to find all frequent sets that contain the set alpha.
When the FP-tree has only a single path p, then for each combination of beta verti-
ces of path p, a set beta + alpha is generated, whose support is equal to the minimum
support of the elements belonging to the set beta. The procedure looks different when
the FP-tree has more than one path. Then, for each element alpha_i that belongs
to the Tree element header array, a set beta = alpha_i + alpha is generated, whose sup-
port equals the support of the elements alpha_i. Then a conditional beta pattern base
is created and a conditional FP-tree of the beta pattern is created, which is denoted
as Tree-beta. The FP-Growth procedure with the Tree-beta and beta parameters is run
until Tree-beta is empty [3, 6, 7].

10.3. Classification
10.3.1. Characteristics and steps of classification

Classification is a very important data mining method in the medical data area.

In medical systems, it is used primarily to find rules for classifying individual dis-

eases. Then, thanks to the found rules, it is possible to automatically diagnose the next

patients. Classification consists in finding mappings of data into a set of predefined
classes. Based on the information from the database, a model is built. The database
is divided into two sets: training set and test set. The training set is used to build
the model while the test set is used to test the model. The model is designed to clas-
sify new objects in the database. Classification is a data mining method with a teacher

(supervision). The classification process can be divided into several steps [3, 8, 9]:

e the first step is to build a model, or classifier, that describes a predefined set of data
classes. The input data for performing classification is a training set of tuples,
which is a list of attribute values (descriptors) and a selected decision attribute.
The classifier operates based on the values of the other attributes;

e the second step is to test the quality of the constructed classifier. The testing phase
consists of checking the accuracy of the classifier based on a test set. This set
should be separated before starting to build the model so that the classification
result is not falsified. The most commonly used coefficient to describe the quality
of classification is the overall classification accuracy. This coefficient is the ratio
of cases classified correctly to all cases taken for classification;

e thelast step is to apply the classification using the previously built model to the new
cases based on the values assigned to their attributes.

A great number of classification methods have been developed so far. Only the clas-
sifiers used in this paper will be discussed below.
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10.3.2. Naive Bayes Classifier

The Naive Bayes classifier has gained popularity among classifiers because of its sim-
plicity and its efficiency, which is close to the results of much more complex classi-
fiers. It belongs to the linear classifiers. Its performance is based on the conditional

probability of Bayes’” theorem [8-10]:
B
P|—|P(A
)

o(2)- a7 e

The classification process works by comparing the chance of a set of specifically
defined object attribute values for each class. This classifier assumes that the values
assigned to the attributes in the classes are independent. Because of this, the word

“naive” appears in its name. One then speaks of the so-called conditional independ-
ence of the class [8-10].

Suppose that each object is represented by a vector of attribute values
X =(F,F, .., F). For each class C, the probability of an object belonging to that
class is calculated. The necessary condition is that the object has the given attribute
value, i.e. P(C/X). A given object is assigned to the class that has the highest probabil-
ity of such an event. To calculate this probability Bayes” theorem of conditional proba-
bility is used (1.6). When substituted into the formula the following is obtained [8-10]:

P(X/C)P(C) P(f,/C)P(f,/C)...P(f,/C)P(C)
P(X) P(X)
where: P(X) - the probability of an instance of X (with a vector of attribute values

(f;» f5» - 1) P(C)) — the probability of occurrence of the class C,, P(X/C,) - the prob-
ability of occurrence of the given configuration of attribute values in class C..

P(C/X)= , (10.7)

All probabilities are taken from the probability tables, which were built using
the data from the training set.

10.3.3. J48 tree

J48 tree is generated using algorithm C4.52, which works by splitting the original
data set in terms of each variable. In this way there are as many types of splitting
as there are explanatory variables in the set. The C4.52 algorithm is an extended
version of the ID3 algorithm, whose main problem was the unnecessary growth
of the tree, as well as the lack of appropriate mechanisms that would counteract
the overfitting phenomenon. This led to excessively high error rates on the actual data.
This phenomenon was eliminated by the so-called pruning, which aims to increase
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the generalization of the evaluation. The C4.52 algorithm visits each decision node
recursively and selects a possible split as long as further splits are possible. For each
such split, the value of the “information gain” metric is calculated. Information gain
is defined as the entropy gain for each subset. The variable that has the highest informa-
tion gain coeflicient is assigned as the first node of the tree. This operation is repeated
for all subsets until all instances are exhausted [8, 11].

10.3.4. Classification based on association

Associative classification is a branch of data mining that uses association rule discov-
ery methods in classification problems. The term associative classification is a model
used to label new records using association rules [12]. Most associative classifiers read
a list of rules one at a time so that the first matching rule is used to label new records.
Association classifier rules inherit some association rule indicators, such as trust
or support. The indicators are used to filter or order the rules in the model and also
to evaluate their quality.

The best known association-rule-based classification model is Classification Based
on Association (CBA) [12-14]. The CBA algorithm uses a special type of association
rules for classification. These are called class association rules (CAR). These rules have
the constraint that the successor of a rule is a single item that is associated with a class
label. The CBA algorithm can be divided into 3 steps [15]:

e Association Rule Extraction (CAR),
e pruning and organizing the extracted rules,
o classification of new objects.

The first step consists in modifying the Apriori algorithm. To reduce the size
of the considered CAR sets, pruning based on the pessimistic rule error rate can be
applied. The precision of the classifier does not depend on pruning, so implementa-
tions of the regular Apriori algorithm can also be used [12]. Simply extracted rules
are not used for classification because the number of rules can be very large, even
in small datasets. The generation of conflicting rules, as well as the lack of a default
rule, can also be an obstacle. The CBA algorithm dealt with this problem by using
data range pruning, which reduced the number of extracted rules.

There are two versions of the CBA algorithm that differ in the running time.
The M1 version is slower, while the M2 version runs faster due to data access limita-
tion. Rules in pruning are ranked in order of their strength:

e aruleisranked higher if its confidence is greater than the confidence of the next rule;

e ifatie occurs when ranking against the trust value, then the support value is taken
into account, then the rule with the higher support value is ranked higher;

e ifthere is a tie in both cases, then the ranking is determined by the time of rule
extraction, the rule extracted earlier takes the higher place in the ranking.
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Rules are processed in a ranking order. When each rule is processed, all matching
transactions are removed. In case a rule does not cover at least one of the instances,
it is also pruned. In the CBA algorithm, data pruning is combined with the clean-
ing of default rules, i.e. rules added at the end of the rule set with the majority class
in the uncovered transactions on the left side and in the empty left side. This allows
for a classification even when the query does not match any of the rules. If the default
rule reduces the total number of errors in the learning set, then the algorithm clears
all the rules below it [2].

10.4. Materials and Methods

The analysis involved breast cancer data from the Wisconsin dataset. The data was
downloaded from a machine learning medical data repository, the UCI Machine
Learning Repository [16]. The database contains a total of 699 rows and 10 attributes
described numerically. All attributes relate to breast mammography results. The first
9 attributes take values from 1 to 10, while the last argument takes values of 2 or 4,
depending on whether the tumor is benign or malignant. In the discretization run,
the numerical values for the first 9 arguments were divided into 3 groups as shown
in Table 10.1. The values for the last argument were also assigned to their respective

group.

TABLE 10.1. Attributes and their values

Attributes Values

Nodule thickness 1-3: {small} 4-7: {medium} 8-10: {large}
Uniformity of cell size 1-3: {small} 4-7: {medium} 8-10: {high}
Regularity of cell shape 1-3: {small} 4-7: {medium} 8-10: {high}
Marginal adhesion 1-3: {small} 4-7: {medium} 8-10: {large}
Size of individual epithelial cells 1-3: {small} 4-7: {medium} 8-10: {large}
Naked cell nuclei 1-3: {small} 4-7: {medium} 8-10: {large}
Condensed chromatin 1-3: {small} 4-7: {medium} 8-10: {large}
Nuclei with normal structure 1-3: {small} 4-7: {medium} 8-10: {large}
Mitosis 1-3: {small} 4-7: {medium} 8-10: {high}
Malignancy of tumor 2 (benign) or 4 (malignant)

The data used the analysis contain valuable information from the mammogra-
phy examination that can help to make an accurate diagnosis. When cells are can-
cerous, they are often grouped in multiple layers, unlike benign lesions that are
grouped in monolayers. An important aspect in determining whether cells are can-
cerous is the uniformity of their size and shape. This is because cancer cells tend
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to be heterogeneous. When it comes to the ability of cells to adhere marginally,
or the so-called marginal adhesion, normal cells tend to clump together. Cancer
cells lose this ability, so loss of marginal adhesion may be indicative of malignancy.
The size of individual epithelial cells is related to the homogeneity mentioned ear-
lier. Enlargement of epithelial cells may indicate malignancy. Naked cell nuclei are
nuclei that are not surrounded by cytoplasm. They are usually found in benign lesions.
Condensed chromatin describes the uniform structure of the nucleus, which may
indicate that it is not a malignant lesion because the condensed chromatin in this
type of cell is thicker. Normally structured nuclei are small structures that are found
in the cell nucleus. In noncancerous cells, the nucleus is usually very small, sometimes
even invisible. In transformed cells, the nuclei are larger, and sometimes the number
of nuclei is also increased. Another important aspect is mitosis, which is the division
of a cell into two identical daughter cells. Skilled pathologists are able to determine
the stage of cancer by counting the number of mitoses [17].

To perform data mining, in terms of association rule mining, it is necessary
to define two significant parameters: minimum confidence level and minimum sup-
port level. The values of these parameters have a great influence on the final result
of the extracted association rules. This is because they depend on the number of rules
that will be found.

An appropriately chosen support level allows to regulate the number of frequent
sets, which will be used to create association rules. The confidence level is used to reg-
ulate the reliability of rules. This means that it is determined with what the small-
est probability particular rules occur in the examined data set. Increasing the value
of the support level decreases the number of selected frequent sets. Conversely, increas-
ing the confidence level reduces the number of rules found. Decreasing these values
works the other way around and increases the number of frequent sets and associa-
tion rules.

The Apriori algorithm was used to perform the analysis. The minimum confidence
and support values used in association mining were initially: 0.9 and 0.7. In the next
trial, the minimum support value was changed to 0.65.

10.5. Results

Association rules were extracted using the program Weka. Table 10.2 shows the results

of the analysis for a minimum support of 70% and a minimum confidence value of 90%.

The Apriori algorithm found 489 candidate sets from which 3 strong association rules

were created. The rules found during this analysis are as follows:

e atleast 70% of cases in which the size of single epithelial cells was small also
showed a low propensity of cells to divide with a probability of 98%;

e atleast 70% of cases in which the presence of nuclei with normal structure was
small also showed a low propensity of cells to divide with a probability of 98%;
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e atleast 70% of cases in which marginal adhesion was small also showed a low
propensity of cells to divide with a probability of 97%.

The finding rules have confidence at a very high level. The value of this index
for the first two rules is 0.98, while for the third rule the value dropped to 0.97.
All of the found rules have a lift greater than 1, which means that they are positively
correlated. The value of the leverage index is 0.04 for all rules. For the conviction
index, the first rule obtained a value of 4.17. The value of this index for the second
rule is 2.78, while for the third rule it is 2.59.

TABLE 10.2. Association rules for minimum support of 70% and minimum confidence of 90%

Association rules conf lift lev conv
Size of individual epithelial cells = small Mitosis = small 0.98 1.06 0.04 417
Nuclei with normal structure = small Mitosis = small 0.98 1.05 0.04 2.78
Marginal adhesion = low Mitosis = low 0.97 1.05 0.04 2.59

TABLE 10.3. Association rules for minimum support of 65% and minimum confidence of 90%

Association rules conf lift lev conv
Malignancy = benign Mitosis = low 0.99 1.07 0.04 8.52
Marginal adhesion = small, 0.99 1.07 0.04 498
Nuclei with normal structure Mitosis = low
= small
Uniformity of cell size = low Mitosis = low 0.99 1.06 0.04 4.47
Size of individual epithelial 0.99 1.06 0.04 4.35
cells = small, Mitosis = small
Nuclei with normal structure
= small
Marginal adhesion = small, 0.98 1.06 0.04 43
Nuclei with normal structure
= small, Mitosis = low
Single epithelial cell size =
small
Epithelial single cell size = Mitosis = small 0.98 1.06 0.04 417
small
Condensed chromatin = small Mitosis = low 0.98 1.06 0.04 3.27
Uniformity of cell shape = low Mitosis = low 0.98 1.06 0.04 3.17
Nuclei with normal structure N 0.98 1.05 0.04 2.78

Mitosis = small

= small
Marginal adhesion = low Mitosis = low 0.97 1.05 0.04 2.59
Cell size uniformity = low Marginal adhesion = low 0.95 1.27 0.14 4.84
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Association rules conf lift lev conv

Uniformity of cell size = low Size of individual epithelial | 0.94 1.31 0.15 477
cells = small
Size of individual epithelial . 0.93 1.24 0.13 3.38
Nuclei with normal structure

cells = small, - small
Mitosis = small
Size of single epithelial cells | Nuclei with normal structure | 0.93 1.24 0.13 3.35
=small =small
Size of individual epithelial 0.92 1.22 0.12 2.91
cells = small, Marginal adhesion = small
Mitosis = small
_Slze of single epithelial cells Marginal adhesion = small 0.91 1.22 0.12 2.89
= small
Size of single epithelial cells 0.91 1.25 0.13 3.03
= small, Mitosis = small
Nuclei with normal structure
=small,
Marginal adhesion = small, Nuclei with normal structure | 0.91 1.22 0.12 2.73
Mitosis = low =small
Nuclei with normal structure 0.91 1.21 0.12 2.68
= small, Marginal adhesion = small
Mitosis = small
Nuclei with normal structure . . - 0.9 1.25 0.13 2.83
- small Size of single epithelial cells
Mitosis = small = small
Size of single epithelial cells 0.9 1.24 0.12 2.69
=small, Mitosis = small
Marginal adhesion = small,

Table 10.3 shows the results of the analysis for a minimum support of 65%
and a minimum confidence value of 90%. The Apriori algorithm found 454 candi-
date sets from which 21 strong association rules were created. The rules found dur-
ing this analysis read as follows:

e atleast 65% of the cases in which cancer appeared benign also showed a low pro-
pensity of the cells to divide with a probability of 99%;

e at least 65% of cases in which marginal adhesion was low and the occur-
rence of normal nuclei was low also showed a low propensity of cells to divide
with a probability of 99%;

e atleast 65% of cases in which the uniformity of cell size was small also showed
a low propensity of cells to divide with a probability of 99%.

The finding rules also have confidence at a very high level. The smallest value of this
index is 0.90. All of the rules found have a lift greater than 1, meaning that they are
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positively correlated. The value of the leverage index for the argument with the low-
est value is 0.04, while the highest value is 0.12. In the case of the conviction index,
the first rule obtained a value of 8.52. The value of this index for the other rules
remains below 5.

To complete the classification, 2 classifiers were used which will serve as a compara-
tive element against the classification using association rules. These classifications were
performed in the Weka program. J48 and Naive Bayes classifier were used to perform
them. The results obtained during these classifications are included in the appendix.

The next stage of the work was to perform classification based on association rules
using the CBA model. This stage of the work was performed using the R programming
language. The algorithm was upgraded with association rule indices. The algorithm,
in addition to calculating the measure of support and confidence, was enriched by cal-
culating the measure of increment and conviction, which allows for better evalua-
tion of the generated association rules, which in turn would be impossible to obtain
using Weka software.

To create a classifier using association rules, rules containing information about
the malignancy of the tumor are needed. From the results shown in Table 10.2, it can
be seen that the minimum support level needs to be lowered because with a support
of 0.65, not enough rules containing this information were found. In order to search
for a sufficient number of rules containing the needed information, the minimum
support level was lowered to 0.3. This resulted in 504 rules.

Next, it was verified how many rules among those found are relevant in terms
of the performed analysis. The obtained results are shown in Figure 10.1.

Scatter plot for 182 rules
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FIGURE 10.1. Rules significant in their support, confidence and lift values

After removing irrelevant rules, 182 rules were obtained, which are pre-
sented in a graph containing information about support, confidence and growth.
It can be seen that the rules are found in two clusters gathered with support values
of 0.4 and 0.6. Of the rules obtained, a significant number have a very high confidence
index. All of the obtained significant rules have a high level of increment.
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In the next step, using the created CBA model with the Apriori algorithm, a clas-
sifier was created. Before its creation, it was necessary to partition the dataset. That
is, the dataset was partitioned into a learning set and a test set. The caret module was
used for this purpose.

The created classifier was constrained by the values of support and confidence
parameters. Since the number of rules affected the precision of the classifier, these
values were chosen so that the most valuable association rules were selected to cre-
ate the classifier. The minimum support and minimum confidence had values equal
to, respectively: 0.1 and 0.3.

The results obtained for all 4 classifiers performed are presented below in Table 10.4.

TABLE 10.4. Comparison of classification results

Classifier
J48 NaiveBayes CBA
Operating time (sec) 0.12 0.11 1.75
Cases classified correctly 669 673 686
Cases misclassified 30 26 13
Precision 95.70% 96.30% 98.10%

Comparing the performance of the classifiers, it can be concluded that the best
precision was obtained by the CBA classifier created in the R programming lan-
guage. The classifier assigned 686 cases correctly, which is 98.1% of all diagnoses. Only
13 cases were classified incorrectly. The Naive Bayes classifier achieved a precision
of 96.3%, meaning that 673 diagnoses were assigned correctly, while 26 were assigned
incorrectly. The J48 classifier assigned 669 cases correctly, accounting for 95.7% of all
diagnoses. The cases classified incorrectly include 30 diagnoses.

As can be seen, the time to build the model and test it differs significantly
for the classifications performed in Weka and the classification performed in the R
programming language. For the J48 classifier, the running time was 0.12 sec, while
the Naive Bayes classifier did the job in 0.11 sec. The difference in the running time
between the two classifiers is small at only 0.01 sec. For the CBA model built in R
programming language, the time to build and test the model was 1.75 sec. The dif-
ference in the running time between the classifiers performed in Weka and the clas-
sifier performed in R programming language is about 1.63 sec.

By implementing the CBA algorithm in R programming language, 182 class asso-
ciation rules (CARs) were found. Table 10.5 shows the analysis results for the 10 most
significant class association rules.
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TABLE 10.5. Class association rules (CAR)

Association rules conf lift lev conv
Nodule thickness = small, Tumor
Regularity of cell shape = small, malignancy = 0.371 0.99 1.53 62.9
Naked cell nuclei = small benign
Nodule thickness = small, Tumor
Uniformity of cell size = small, malignancy = 0.375 | 0.99 1.53 62.5
Naked cell nuclei = small benign
Nodule thickness = small, Tumor
Marginal adhesion = small, malignancy = 0.373 | 0.99 1.53 62.7
Naked cell nuclei = small benign
Nodule thickness = small, Malignancy
Uniformity of cell size = small, of tumor = 0.401 0.99 1.53 59.9
Regularity of cell shape = low benign
Nodule thickness = small, Tumor
Regularity of cell shape = small, malignancy = 0.388 | 0.99 1.53 61.2
Condensed chromatin = small benign
Nodule thickness = small, Tumor
Regularity of cell shape = small, malignancy = 0.392 | 0.99 1.53 60.8
Size of individual epithelial cells = small benign
Nodule thickness = small, Tumor
Marginal adhesion = small, malignancy = 0.389 0.99 1.53 61.1
Condensed chromatin = low benign
Nodule thickness = small, Tumor
Size of |nd|V|dua! epithelial cells = small, mal!gnancy = 0363 | 099 153 63.7
Naked cell nuclei = small, benign
Nuclei with normal structure = small
Nodule thickness = small, Tumor
Regu!arlty of ce‘II shape = small, mal!gnancy = 0.395 | 099 153 60.5
Marginal adhesion = small, benign
Nuclei with normal structure = small
Nodule thickness = small, Tumor
Regularlty.of cell shape = small, mal!gnancy = 0392 | 099 153 60.8
Nucleus with normal structure = small, benign
Mitosis = low

The support values for the found rules range from 0.363 to 0.401. The rules have

confidence at a very high level. All of them have a value close to 1. All of the retrieved
rules have an lift equal to 1.53, which means that they are positively correlated.
For the conviction index, the smallest value is 59.9 and the largest — 63.7.
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10.6. Discussion

This chapter attempts to combine two data mining methods, which are association
rule mining and classification. It was examined how this combination would affect
the classification results of medical data relative to using these methods separately.

Breast cancer accounts for 22.9% of all cancer cases in women worldwide. Data
from 2008 show that as many as 458,503 diagnosed patients died from the disease.
This represents 13.7% of all cancer deaths in women [18, 19]. Research on breast can-
cer shows that statistically 1 in 9 women will develop the said cancer in their lifetime.
The risk of developing the disease increases with the age of the woman. For women
under 25 the risk is 1 in 15,000, for women between 25 and 30 the risk increases
to 1 in 1900, and for women between 30 and 40 the risk is 1 in 200 [18, 20, 21].
The course of the disease and the chance of cure is determined by the moment of detec-
tion. Therefore, preventive screening is a very important aspect. Self-examination
of the breast allows for the detection of the disease at an early stage of development,
which significantly increases the chance of recovery. However, the most effective
prevention of breast cancer is mammography examination. Digital mammography
is a radiological imaging method that is able to detect cancer before it becomes clini-
cally apparent. However, this method is one of the most difficult to read among medi-
cal imaging methods. This is due to the low contrast and differences in tissue types.
Some of the first signs of tumor formation on mammographic imaging are initial
signs of masses and clusters of calcifications. However, making an accurate diagnosis
is not easy. Tumors that form have a variety of shapes, with some showing features
of normal tissue. This makes it difficult for even qualified specialists to make a diag-
nosis in the early stages of breast cancer [22]. A false positive diagnosis can result
in an unnecessary biopsy. It is estimated that as many as 70 to 80 percent of all breast
biopsy results do not show cancerous lesions. In the opposite case, when the diagnosis
is false negative, the cancer remains undetected. This can lead not only to increased
medical costs, but also life-threatening [23].

A correct diagnosis at an early stage requires a reliable and accurate diagnostic
procedure that allows doctors to distinguish between malignant and benign breast
cancers. Therefore, artificial intelligence is being used increasingly, which is able
to classify a given case, based on the previously entered data. This avoids errors when
making a diagnosis, as well as shortens the waiting time for results [24].

Based on the obtained results, it can be concluded that the combination of two
data mining methods gives better results when classitying medical data. The proposed
hybrid method scored 2.4% more accurate than classification using the J48 classifier
and 1.8% better than classification using the naive Bayes classifier. Of all 699 patients,
686 cases could be positively classified.

A more accurate classification allows for:

e reducing the cost of further diagnosis,
e saving valuable time of doctors and patients,
e shortening the time from noticing symptoms to making a diagnosis,
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e reducing stress associated with suspected cancer,
e reducing the number of unnecessary invasive procedures in the event of a false
suspicion of cancer.

However, by analyzing the time in which the classification was performed, it can
be concluded that the hybrid method is slower than the classification performed using
the J48 classifier and Naive Bayes. Although the time difference between the hybrid
classifier and the traditional classifiers was only 1.63 sec, in the case of a huge database
this difference can be much larger, which can affect the functionality of the method.

Comparing the results obtained for association rule mining, it can be seen that
decreasing the value of the minimum support parameter increased the number
of obtained association rules. This took place because decreasing the value of the min-
imum support parameter leads to an increase in the number of generated frequent
sets. It can be observed that the rules extracted at a higher level of support are also
in the group of rules extracted for support with a lower value.

Citing the expertise of cancer experts from the King Hussein Cancer Center [25],
the attributes classified in terms of their importance in diagnosis and prediction
of breast cancer are presented below in Table 10.6. The attributes were described
by attribute weight and three measures of importance: low, medium, and high.

TABLE 10.6. Classification of breast cancer diagnostic attributes in terms of importance
in diagnosis

Attributes Validity Weight
Nodule thickness High 9
Uniformity of cell size Medium 7
Regularity of cell shape Average 5
Marginal adhesion High 8
Single epithelial cell size Medium 6
Naked cell nuclei High 10
Condensed chromatin High 9
Normal-structure nuclei Low 3
Mitosis Medium 6

Thus, considering the attribute importance weights and association rates, it can

be concluded that some of the most valuable rules that were extracted are:

e atleast 65% of the cases in which the cancer appeared benign also showed a low
propensity of the cells to divide with a probability of 99%;

e atleast 65% of cases in which the condensed chromatin structure in the nucleus
was uniform also showed a low propensity of cells to divide with a probability
of 98%.
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Although mitosis has a medium weight in terms of importance in the diagnostic
process the first rule can be considered valuable. It is the only one of the retrieved rules
that shows a relationship between the diagnostic attribute and the diagnosis. It also has
very good indicators of association rules, which were discussed in the theoretical part.

The second presented rule was found to be important because condensed chroma-
tin has a very high weight in terms of importance in the diagnostic process. Its weight
is 9 on a scale of 1-10. It is the attribute with the highest weight found because neither
naked cell nuclei nor nodule thickness were found in the extracted rules.

For class association rule mining (CAR) in Weka, the only measure calculated
is confidence. Therefore, the R programming language was used to perform the anal-
ysis, where additional metrics were calculated for the rules. This makes it possible
to determine whether the created classifier is based on strong or weak rules. Analyzing
the obtained results, it can be concluded that the rules that took part in the con-
struction of the CBA classifier are valuable rules. This is evidenced by the high value
of the belief parameter, which ranges from 59.9 to 63.7.

The obtained results confirm that the application of the hybrid CBA method
gives measurable benefits in the process of knowledge extraction. This shows that
it is worthwhile to keep looking for new solutions that may prove to be more effec-
tive than those better known and commonly used.

10.7. Conclusions

The analysis of medical data is particularly difficult due to its specificity. Information
and data are obtained from medical records. If this documentation is not carefully
drawn up, properly completed and collected, the information extracted from it will
not have any reflection in reality. In Poland alone, the flow of information in the health
care system is estimated as follows: more than 2 billion health services, 7 billion data
on medical services, 1 billion data on medical events, and 38 million data on medi-
cal device [26, 27]. Due to inadequate health care funding, hospitals lack assistants
to complete the database during the patient visit. This results in the doctor having
to not only take a history, examine, interpret results, and inform the patient in a short
period of time, but also enter this information into the database. In a hurry, it is not
easy to make a mistake, and any such mistake while entering data into the system
may result in falsifying the results of further examinations.

An additional problem associated with medical data is that it is particularly pro-
tected by law because of its sensitivity. This means that only authorized persons
have access to them. In order to gain access to the data, special consent is needed
from the patient to release it for further research. It is also important that the data
is anonymized before it is passed on so that it cannot be recognized who it belongs to.
This makes it difficult to search for important information about a disease in a wider
group of patients. There is no such data mining technique that works for all types
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of medical data. Classification seeks to discover a class of attributes, but this does not
take into account the relationships of those attributes. The relationships between attrib-
utes are dealt with by the association rule mining technique. In the CBA method imple-
mented in this paper, many association rules are considered. Their number and valid-
ity can be adjusted by setting the rule indices appropriately, but this does not ensure

that the discovered rule will be relevant. Only an expert in a given domain is able

to determine the usefulness of the found rule. This makes that in the hybrid method

for creating a classifier rules that do not contribute to anything can also be used.
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Abstract: Traditional academic education is not sufficient in adult education and not

adequate for teaching either technical skills or medical skills. In recent years, espe-
cially in times of the Covid-19 pandemic, the research and teaching staff have

experienced problems related to the lack of interest and decreased motivation,
concentration disorders, and the deterioration of the quality of communication

and interpersonal relationships in students. The aim of the study is to develop a new

concept on the use of gamification in biomedical engineering aimed at improv-
ing the quality of academic teaching. The main slogan of the proposed game

is Orthopedic engineering and pathology, which is part of an educational module

called Introduction to biomedical engineering. The presented approach is supported

by an online educational platform including gaming resources available to create

an innovative biomedical engineering itinerary. The result of these works leads

to the creation of a multi-layered system of interactive means of teaching, which

include the use of 3D games designed in the form of escape rooms, and augmented

and virtual reality tools for the display and interaction with surgical instruments.
In addition, a foreseeable map of interconnected topics will be made available

to students as a direct and deliberate practice of increasing awareness of the pos-
sible directions of development, as well as to let students plan out their own route

in order to achieve similar and expected results. Further development of the teach-
ing tools is planned for the upcoming year, as the implementation of the mentioned
tools will be done with selected students from each university.

Keywords: biomedical engineering, gamification, remote education
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11.1. Introduction

Traditional academic education, mainly teacher-centered and based on reading, lis-
tening, or watching, this time seems to be insufficient in adult education and inade-
quate for teaching either technical skills or medical skills. In recent years, especially
in times of the Covid-19 pandemic, the research and teaching staff experienced prob-
lems related to the lack of interest and decreased motivation, concentration disorders,
and the deterioration of the quality of communication and interpersonal relation-
ships in students [1, 2]. It may indicate that the education process must be changed
by moving from traditional educational methods and forms to those experience-ori-
ented and collaborative and taking into account the features of the digital genera-
tion. In the digital generation, the educational process in medical and technical sci-
ence needs to evolve beyond traditional approaches and infuse new tools and media
into the curriculum. The new approach in education may be gamification, which
seems to be desirable by a digital generation who are looking for new sensations [3,
4-8] and spend a lot of time playing and participating in virtual communities [9, 10].
Gamification in the education process should use different mechanisms including
remote education, classroom technologies, avatar-based self-representation, narra-
tive storylines, and tutorials [1, 2].

Within the last years, technology-enhanced active learning and multimedia applica-
tions have been developed. Moreover, many organizations supported training systems
by elaborating gamification solutions to improve skills that include digital literacy, cre-
ativity, and complex thinking. The literature, offers many examples of the use of gami-
fication applied in the academic environment. They are usually concerned with indi-
vidual courses and educational platforms [11, 12], and focus on the analysis of players’
behavior during the game and the impact of the use of game mechanics on the results
of teaching or measuring student involvement in the teaching process [8, 13-16].

One of the significant challenges in the field of biomedical engineering is the devel-
opment of effective tools for the development of research and teaching staft by increas-
ing their digital competencies in the higher education system. Biomedical engineering
is considered an interdisciplinary science focused on advances in technology and med-
icine development to improving human health. It applies the principles and problem-
solving techniques of engineering to biology and medicine. Technical and medical
universities are currently facing a shift in their teaching paradigm in both fields of med-
icine and biomedical engineering. The increasing amount of information and research
makes it difficult for biomedical engineering education to stay current in its curriculum.
Moreover, many professionals need practical experience without endangering them-
selves and others. Innovative approaches and modalities for education in biomedical
engineering are constantly sought after to improve teaching and learning. Taking into
account that biomedical engineering students are young and keen on technologies,
games can be used in biomedical engineering education [3, 4].

The aim of the study is to develop a new concept on the use of gamification in bio-
medical engineering aimed at improving the quality of academic teaching.
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11.2. Methods and results

The main slogan of the proposed game is Orthopedic engineering and pathology,
which is part of an educational module entitled Introduction to biomedical engineer-
ing. The presented approach is supported by an online educational platform including
gaming resources available to create an innovative biomedical engineering itinerary.

The game is a conglomerate of various types of tasks using the university’s infra-
structure and people associated with it (students, medical doctors, teachers) includ-
ing traditional tasks, identifying places, identifying people, finding an artefact, doing
a specific job, etc. Solution sub-tasks are arranged into successive tasks (e.g. grad-
ual shading of the image, which is another puzzle). The game comes to be more
and more difficult and complicated levels. The game adapts the classical elements
of game mechanics: points, levels, and badges. Players will receive bonuses not only
for completing tasks but also for additional, even simple activities, e.g. posting a com-
ment on social media, or answering a question about studies or university.

Gamification has been widely used in the medical field of practice and higher
education, as has - for the most part - resulted in modern technical advancements
for the many branches of associated with it. Simulations made it possible to create more
sophisticated human computer interaction solutions for modern medical procedures,
as was the case for the intuitive surgical robot “Da Vinci” by Intuitive Surgical, Inc.
With the adaptation of game driven simulators and advanced interactive game pads,
the first prototype of the world-renowned surgical platform was made possible [17].

The scope of the project is prioritized in three important aspects; accurate repre-
sentation of traditional educational programs, ease of use by new users - i.e. students,
and scalability. The challenge associated with the first is the problem of concentrat-
ing a seemingly limitless library of case studies, content and variations, as the speci-
ficity of the medical field is as vast as the number of patients with a given issue [18].
In order for games to be able to be classified as playable, a predictable and replicable
experience should be designed in such a manner that each and every player can expect
to encounter similar problems and try to propose further similar solutions, which
in the case of the highly individualized medical cases in patients may seem imprac-
tical. As a result of this, a detailed set of cases was configured so that both the needs
of the vast library of possibilities could be covered on the most part, as well as the entry
level experience of some users (students) could be within reach of the primary stages
of play. Along with covering as many details as it would be practical, the game would
have to remain interesting enough so that players would recognize the platform as both
a learning tool and a means of personal development.

One of the main methods used to organize the ongoing work of translating a tra-
ditional course syllabus into an understandable and predictable database was the use
of technology trees. Through active adaptation and the use of cause and effect rela-
tionships between certain topics of a given course, a visually understandable and relat-
able map is created in order to both plan and foresee the different paths a player can
take in order to reach the same final destination as the other players [19]. In the case
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of the traditional approach, students carry out learning sequences in a linear fashion,
often with multiple subjects and fields at the same time, with possible relationships
being addressed at the further stages of a given course. In the case of the gamified
approach, players can see the nonlinear and divergent vectors of approach which they
can freely define and modify in the course of the semester as well are able to foresee
possible alternatives to their strategy (Fig.11.1) [20].
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FIGURE 11.1. Comparison of a traditional approach and technology tree approach of a simulated
semester of a college course

Having chosen such methods of content organization, it became clear that the cru-
cial stage of the development would revolve around the logical allocation of game-time
to element ratio throughout the span of the technology tree. A well designed and devel-
oped game has consequential ratios at different stages of the evolution of the technol-
ogy tree, most of which reflect the game design style and theme. Fast-paced games
would generally favor a slow movement through the stages of the tech tree as a buff-
ering measure to ensure that the game is not finished too quickly, while slow-paced
strategy games tend to favor a somewhat fast-paced evolution rate throughout game
play to ensure that the game stays appealing and involving to the player base.

In the case of this project, a relatively fast-paced advancement was put in place
in addition to other measures to allow the game to keep the student player base
involved in the game and to increase random non-crucial character development
practices to be ready to be put in place. Such actions would include side tasks that
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do not necessarily make substantial contributions to the knowledge about the topic,
but instead involve the player in the game itself. Examples of such would be charac-
ter customization, fun trivia quests and quizzes, peer-to-peer trading and commu-
nication via the platform, in game “easter egg” [21] hunts, and time events regarding
seasons/times of the year. More importantly than side tasks, the importance to keep
the player evenly involved in the game is just as important as the quality of the con-
tent made available in the database itself [22].

While somewhat easy at the beginning of the course, the ability to upkeep the sta-
tistics throughout the span is one of the harder challenges for game designers. The ini-
tial rush of new content featured in the game loses its glamour after a while and if not
dosed correctly, could lead to monotonous labor like struggle to finalize the game [23].
In order to combat this effect, the mentioned game will host several elementary fea-
tures that will become apparent only after a set amount of time has been spent playing.
Some of these will include surprise mechanics, time-based events, such as challenges
and bonus content, and monthly winners based on scoreboards. Although at this
point in time these functions are still under development, their usage is widespread
in online gaming communities, as certain games are almost solely based on constantly
evolving themes and the content of a given game.

Teaching content in the game will revolve around the commonly accessible mate-
rials made available to university domains. Most of these materials are in the form
of texts, graphic representations, 3D models, pictures and audio-visual files, and so
their implementation into the game will focus primarily on the use of such. While
the use of fully animated and interactive elements in games may be a standard,
it is imperative to point out that the sheer amount of content that will be placed
within this teaching game would render a seamless online play undoable due to per-
formance issues. Along with technical problems, the necessary manpower and labor
needed to create such a game is beyond the scope of the research project, and so certain
simplifications will need to take place in order for the game to be delivered on time.
For example, the use of 3D models may be limited to the ability to host observable
and roughly interactive models (move, rotate, zoom, take snapshot, comment). In other
cases, video materials would be converted to specific cuts to reduce the file size, but
with links to the full video made readily available via a third party video streaming
service. Large text fields would also become reedited to better suit the game, with full
text alternatives being made available if necessary in a separate window or module.
The purpose of such drastic simplifications of highly complex and specialized con-
tent is to minimize the loss of interest within the player base but at the same time
as a modernized method of conveying condensed information with the ability to reach
for more information if needed.

Teaching materials would be layered so that the topmost firstly visible informa-
tion would be understandable by most beginner-leveled users, but with the imple-
mentation of more and more sophisticated and detailed examples, would allow
more intent students to have a tailored dose of information for their specific need
and requirements [24]. Players who would reach for the more in-depth “layers” would
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be awarded through a point system for going beyond the minimum requirements,
which in a given academic term would promote the less intent students to put more
effort in the long run.

The scalability of this project is also one of the main aspects, as each partnering
university would have to adapt their collected content and syllabus to best fit the still
to be set example. In order to better prepare for the upcoming contextual setup, part-
nering universities were given an example technology tree layout based on a very sim-
ple procedure - baking challah bread. By writing out a relatively simple procedure
such as a baking recipe, partnering universities would be able to relate to the topic
and adapt their highly specialized courses into the mentioned tech tree system, as well
as to foresee any complications further down the road as a result (Fig.11.2).
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FIGURE 11.2. Technology tree as an example based on the approach of making challah bread

As seen above, the relatively simple process of following a recipe could be extended
into a more complex learning experience with an in-depth curriculum as well as a basic
insight into certain topics. This model could be adapted to any field of medicine as well
as any college course in general, as it is made out of modular and easy to understand
sections that can be of linear fashion or more complex dependencies between cho-
sen sections.

In addition to the planning and coordination aspect of this educational game
design for medical students, a peer-to-peer rivalry system is also introduced into
the mainframe, as a motivational and integration aspect of gamification [25]. By using
a point system that gratifies each player after completing a certain task, multi-level
competitive interaction will take place during the span of the course. Local level com-
petitiveness would take place within small groups in accordance to the standard univer-
sity procedures, in which top students would be rewarded with such bonuses as more
time on timed tasks, the ability to use notes during an exam, or anything the course
moderators would deem necessary and acceptable. The next levels of competitiveness
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would bring forward the best of the local levels as well as reward those that excel at cer-
tain time events/tasks as an additional motivational factor. The last and most global
level of competitive learning would bring out the best of the best and grant the high-
est levels of rewards as well as allow for special gratification by the hosting university.
The promotion of excellence and positive reinforcement at several levels of the popu-
lace [25] are just some of the important features that the gamified system will host.
The final product may vary slightly between consortium partners, as the system has
lenience towards interpretation and modifications, but the framework should allow
for seamless adaptation to any and all fields of research and teaching.

11.3. Summary

The existing studies on games and virtual patient simulations for biomedical engineer-
ing education measure domains of engagement: student satisfaction, flow (fun, enjoy-
ment, and concentration), and variety. Well-designed games keep students engaged
and facilitate progression through difficult tasks, specifically in different aspects: strate-
gizing, collaborating, decision making, competing, evidence gathering, reviewing feed-
back, and reflecting. Real-World Application Games and virtual patient simulations may
be designed to allow students to solve real-world problems. Contextualizing patient-
case practice allows students to safely apply medical theory to a specific instance, some-
times mediated by a mentor. While students benefit from deliberate practice in risk-
free environments, educators benefit from the analytics (scoring systems, statistical
reports) offered by games and virtual patient simulation platforms.

The presented works are part of an ongoing process of implementation, trial
and error, as well as refining predicted outcomes of higher engagement in the given
curriculum. Having conceptualized and created the basic mainframe, the authors will
proceed with further development and use in the upcoming semesters with bio-engi-
neering students from partner universities. If applied appropriately, the results should
favor the use of gamified means of the teaching methods and will provide a basepoint
of ongoing development of the teaching tools and a practical approach to the evolv-
ing interactive means of holding classes and conveying knowledge.

With similar levels of importance, it should be noted that the above described skill
tree approach is of the greatest importance in this paper, as the development of any
and all further tools will be based on it. A gamified approach to the course syllabus
will improve students’ understanding of the upcoming sections, their relationship
to other topics/sections of the course, as well as allow them to foresee a possible direc-
tion of growth for the span of a given semester. This in turn should grant students
the ability to better prepare for the nearing topics and make it easier to understand
the reason for such paths of progression.

Allin all, the field of gamification for biomedical engineering education is innova-
tive and dynamic. Gamified training platforms, mobile applications and virtual patient
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simulations can be used in biomedical curricula to real-world application, clinical
decision-making, distance training, learning analytics and swift feedback. Rigorous
research regarding the effectiveness of games, simulations, and mobile applications
for health care learning is still in its infancy. Games and gamification elements should
introduce fun and excitement in stressful environments. Well-designed games are
cognitively challenging. They should keep students engaged and facilitate progression
through difficult tasks. Games should support the need for adult learners to inventory
and master short-term and long-term aims by breaking activities into a series of net-
working activities that are varied and interesting. These tasks should engage learn-
ers in different aspects of a serious play, such as strategizing, collaborating, decision-
making, competing, evidence gathering, reviewing feedback, and reflecting.
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Abstract: The current problem of biopolymer composites in biomaterial engineer-
ing is their long degradation over time under environmental interactions and their
potential application in biomedical engineering. The present research work aims
to study the properties of a PLA composite with addition of iron and nano-iron
powders with a particle size of 45 pm and 80 nm, respectively, in an isotonic solu-
tion in the Ringer fluid. The paper describes the general properties of polylactide
composites and the mechanisms of degradation after modification with differ-
ent additives, among them iron powders and polyethylene glycol (PEG)-based
blends, where the PLA-nanoFe-PEG liquid blend has the best mechanical proper-
ties. The areas of biomedical applications of the PLA-based composite were also
presented. In the research part of the PLA composite fabricated by the extru-
sion method, hardness, tensile strength and degradation in Ringer’s solution
of the obtained composites were studied and discussed.

Keywords: PLA, modifiers, iron powders, mechanical properties, composite, PEG

blend

12.1. Introduction

The current use of polymers in medicine is very broad, ranging from medical devices,
such as spatulas, specula, syringes through drains, surgical threads to artificial
heart valves or pharmacological agents introducing drugs and blood substitutes
into the body [1, 2]. All these devices are characterized by one important parameter,
i.e. persistence in the human body. Invasive medical devices must meet numerous
requirements, such as biocompatibility, biofunctionality and biotolerance in the envi-
ronment in which they work, and especially their chemical composition, which,
above all, should not harm the patient. The best solution is to create a material that
meets the above mentioned aspects and has the appropriate mechanical properties,
such as increased ductility and higher tensile and impact strength in comparison
to the pure PLA.
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The present work is devoted to the investigation of PLA-based composites with iron
powders of various particle sizes (micro- and nano-particles), with the addition of PEG
blends, in order to obtain a biodegradable composite with better ductility in compari-
son to pure PLA, with the possibility of controlling time of its degradation. The com-
posite will be obtained by extrusion followed by the pressing process. This research
work also aims to reveal the influence of additives on selected physicochemical prop-
erties of the obtained composites.

12.1.1. Characteristics of PLA

Polylactide or Poly(lactic acid) is a biodegradable and biocompatible aliphatic poly-
mer that is produced from starch. It consists of an L- or D-twisted lactic acid, from
which the polymer is obtained by using a synthetic method [3]. Starch found in corn
or sugarcane potatoes is used to produce PLA. This polymer has an ability to crystal-
lize by stretching, temperature crystallization, and its impact strength can be modi-
fied, copolymerized and processed using a variety of processing methods [4].

PLA has numerous advantages, such as biodegradability, low melting point, low
polymerization shrinkage, easy doping, as well as some disadvantages which include
brittleness, hydrophilicity, low flexibility and high price. Pure PLA is transparent
and thermoplastic and therefore easy to process [5, 6].

The properties of PLA depend on the stoichiometric composition of the repeat-
ing units and their distribution along the chain. The melting point (Tt) of PLA
is in the range 150+180°C [4]. The atactic polylactide is made of heterochiral PLDLA
units, which is an amorphous polymer with a glass transition temperature (Tg) of 59°C
and no distinct melting point. A mixture of homochiral and isotactic PLLA and PDLA
chains form stereocomplexes with a melting point of about 230°C [4].

The properties of PLA are similar to polystyrene, but after modification with addi-
tives its properties are like polypropylene and polyethylene. It is worth noting that
good physical and rheological properties of PLA can be optimized by combining
with modifiers, such as fillers or fibers. Prominent among them are polysaccharides
such as starch, which significantly reduces the cost of PLA production and shortens
the biological degradation time [4].

12.1.2. Mechanisms of PLA degradation

The degradation of a polymeric material is a phenomenon whereby the structure
of a molecule is broken down into smaller equivalents and elements. The pres-
ence of hydroxyl groups accelerates the kinetics of the hydrolysis reaction through
the absorption of water into the material. This process depends on the origin
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of the polymer and its physicochemical properties, such as chemical composition,
degree of crystallinity, surface area, molecular weight and the nature of the polymer
(e.g., hydrophilic) [7].

There are three types of degradation of biodegradable polymers: photodegra-
dation, hydrolysis and microbial degradation. In the context of PLA application
on the patient’s body, only two of these degradations should be considered: hydroly-
sis, due to the tissue environment in which the material can be placed, and microbial
degradation, due to the presence of micro- and macrophages in the body.

Hydrolytic degradation is characterized by the breaking of hydrolytic bonds of PLA
with the production of water-soluble by-products. Polymer degradation in this case
intensifies hydrophilicity, which is initiated from the inside towards the outer surface
layer, causing a slight dimensional change in the material. On the other hand, progres-
sive surface erosion, which causes a loss of mass from the outer surface of the polymer
towards its core, does not affect the mechanical and structural integrity of the poly-
mer. Hydrolysis, on the other hand, involves the dissociation of the bonds of the pol-
ymer backbone in the presence of water, in which molecules that have been con-
verted to water-soluble monomeric acids by bulk or surface erosion are dissociated.
During bulk erosion, water molecules diffuse very rapidly into the amorphous regions
of the polymer, causing loss of strength and changes in structure. The degree of hydrol-
ysis is influenced by the temperature and pH of the solution, morphology, degree
of crystallinity and porosity of the tested material [8].

Microbial degradation can be caused by microorganisms which can change
the strength and color of the polymer through compounds (enzymes) secreted as by-
products during the microbial growth process. These enzymes are secreted out-
side the cell membrane to extract energy and nutrients from the polymer and cata-
lyze the circulation of organic matter. During this degradation, there is a reduction
in the size of the polymer, which is dissolved in water and ready to be transported
across the cell wall. Then, it is mineralized by microbial metabolic pathways involv-
ing chemical transformation. During depolymerization, fragments of the biopolymer
are consumed as carbon substrates forming various products such as carbon dioxide,
methane, hydrogen, ammonia, sulfur dioxide, water, or salts and minerals. Degradation
proceeds faster under aerobics than under anaerobic conditions [8, 12].

12.1.3. Areas of application for PLA-based composites

PLA has degradable properties which allow it to be used in medicine to create com-
posites with the main purpose to disintegrate (biodegrade) after some time of usage.
The resulting composite products based on PLA make it possible to reduce the inter-
vention of invasive surgery. As an example, the composite can be used to produce
bioresorbable surgical sutures, or “olives” for intramedullary stabilization of humerus
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fractures with a nail, so that the surgeon does not have to remove them again,
as is the case with traditional treatments [1].

The second type of PLA-based medical devices are implants, plates and screws
used as a bond for damaged bones. They allow for limiting the intervention of a sur-
geon to reopen the patient’s body to remove the device after the medical device has
completed its function [9].

In tissue engineering, porous PLA can provide a scaffold for cell culture in which
well-defined cells proliferate for subsequent implantation into traumatic sites. Another
widely used PLA product is pharmaceuticals, which exploit the material’s biodegra-
dability property for time-controlled drug release to prevent side effects and prolong
drug duration [3].

A number of different additives can be introduced into PLA to influence the prop-
erties of the polymer. Some additives are added to reduce the cost of production
of final products, others to improve or adjust the mechanical properties for specific
requirements.

Literature reports also show that the introduction of PEG into PLA matrix
improves ductility and impact properties, but at the same time reduces tensile strength
and tensile modulus [10].

Also, these are the very PLA compositions with additives of ceramics, polymers
as well as other organic substances. Few reports only deal with the addition of metallic
elements such as magnesium, titanium, manganese and 316L steel [13, 14]. The addi-
tion of metallic compounds, such as iron, provides higher stiffness of the composite,
an increase in Young’s modulus with increasing metal content values, and a higher
coeflicient of friction is exhibited by the metal-reinforced PLA composite. Preliminary
studies on metallic additives to PLA [14] indicate that among several selected elements,
such as Mg, Fe or Ti, the PLA composite with Fe powder addition has better mechan-
ical properties, especially ductility, compared to pure PLA, while tensile strength
results were reduced by 20%. Therefore, in this study, a PEG compatibilizer was used
to improve the mechanical properties of the PLA+Fe+PEG composite. It is also worth
noting that compared to traditional biomaterials, such as stainless steel, titanium
alloys and cobalt alloys, pure iron is more reactive and faster biodegradable in human
body fluids and thus has a low risk of adverse complications and can be more easily
absorbed by the human body. It also promotes the formation of iron-containing pro-
teins. In tissue engineering, the PLA-iron composite shows a controlled degradation
rate and a beneficial tissue regeneration function [11].

12.2. Test materials and methods

PLA 2003D in granular form from the Nature Works (USA) was used for the study.
Three composite materials were prepared with the addition of iron powder (aver-
age particle size 45 m) and nano-iron (average particle size 80 nm) at 10 and 1%
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(Wt.%), respectively. To improve bonding between the PLA and iron powder particles,
PEG in a powder or liquid form was added at 1% and 20% (in wt.%). Literature data
show that the addition of this blend has a beneficial effect on improving the ductility
of the obtained material compositions [10].

Subsequently, several tests were carried out on the materials in order to obtain
information on their mechanical and physicochemical properties.

The nominal chemical composition of the tested composites is presented below:
e PLA + 1% nanoFe + 1% PEG (powder) — molecular weight 200 (designated 1nFp),
e PLA + 1% nanoFe + 1% PEG (liquid) - molecular weight 600 (designated 2nFc),
e PLA +10% Fe + 20% PEG (liquid) — molecular weight 600 (determined as 3F20c).

Stability studies in an isotonic solution of 0.9% NaCl were carried out
for 10x10x2 mm samples in a greenhouse at a constant temperature of 37+1°C. Three
samples from each batch were prepared for testing.

Prior to testing, the materials were measured and weighed on a laboratory scales
(Radwag 1000). Iron nanopowder was added to the PLA in a glovebox under argon
shielding. The ingredients were then mixed by hand in a mortar for 15 minutes. Each
sample (of 100 g each) was extruded and additionally pressed using a PXW 100 hydrau-
lic press, applying a unit pressure of 20 MPa.

The extrusion process parameters are presented below:

e temperature in the charging zone - 50°C,

e feeding zone - 170°C,

compression zone - 180°C,

dosing zone - 180°C,

extruder head - 175°C,

extrusion speed 5% of maximum machine speed 10 rpm.

Samples of equal size were placed in 0.9% NaCl solution to determine their changes
in weight, pH and electrical conductivity of the saline, as a function of time. The tests
were conducted for 90 days at 7-day intervals to gather more data. In addition, hard-
ness tests were carried out using a Shore scale D apparatus, tensile strength according
to EN-PN-PN 868:2005 using an Instron 2620-601 extensometer and observations
of the microstructure and fractures of the samples were made using confocal micros-
copy and scanning electron microscopy (SEM) to examine as accurately as possible
the structure of the material before and after the degradation test.

12.3. Research findings
12.3.1. Results of hardness testing

The results of Shore’s hardness tests of the composites before and after 90 days stor-
age in 0.9% NaCl solution at 37+1°C are shown in Table 12.1.
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TABLE 12.1. Comparison of initial and final hardness values of PLA composite samples

As received After 90 days
Sample InFp 2nFc 3F20c nFp 2nFc 3F20c
Average 58.2 65.6 67.6 52.1 61.1 62.5
SD 3.9 1.5 41 5.2 1.6 2.5
cv 0.07 0.02 0.06 0.1 0.03 0.04

The hardest sample before testing in saline (as received) turned out to be the PLA+1%
nanoFe+1% PEG (liquid) and the lowest hardness has the PLA+1%nanoFe+1% PEG
(powder) composition. After 90 days of testing, the hardness of all the samples decreased,
while the trend remained unchanged. It is noteworthy that PLA+1%nanoFe+1% PEG
(powder) sample were partially degraded and it was difficult to obtain reliable test
results, as indicated by the highest value of the coefficient of variation (see Table 12.1).

It is noteworthy that the lowest hardness obtained for the PLA+1% nanoFe+1%
PEG (powder), with addition of iron nanopowders and in which the PEG blend was
in a powder form. For comparison, pure PLA obtained under the same process condi-
tions has a Shore hardness of 68+2°ShD. The decrease in hardness of the tested sam-
ples was influenced by the addition of iron particles and iron nanopowders, as well
as blends, especially in the form of powder, weakening the internal structure of PLA
and increasing surface porosity.

12.3.2. pH tests in a physiological solution

The results of the pH solution as a function of the storage time of the samples are
shown in Figure 12.1.

From the results presented in Fig. 12.1 it can be seen that the 1nFp sam-
ples, in the initial period up to 35 days, the pH of the solution decreases to a value
of 3.0 mol/cm? and then remains unchanged until the end of the tests. It should be
recalled that in this material the PEG additive was in the powder form. A similar course
of changes in solution pH is observed in the case of the sample with micro-iron powder
3F20c, while an opposite trend is presented by the graph obtained for the InFc sample,
where initially, up to 21 days, a slight increase in pH from 5.82 mol/cm? to the value
of 6.27 mol/cm? is observed, followed by a decrease to the value of about 5.60 mol/cm?
after 35 days of testing, and a steady increase of this parameter again.
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FIGURE 12.1. pH changes of the composites as a function of time

The highest pH value was obtained for PLA+1%nanoFe+1%PEG (liquid) samples
(acid reaction), and its value was 6.33 mol/cm?. The PLA+1%nanoFe+1%PEG (powder)
sample had the lowest pH value, and its value was 2.89 mol/cm?. It is noteworthy that
none of the samples obtained a pH of alkaline. The observed pH trends are to some
extent correlated with the mass loss (see section 12.3.3) due to hydrolytic degrada-
tion and the consequent release of H+ ions into solution, which are acidic in nature.

12.3.3.Studies on the mass changes
of the samples after conditioning

The results of the change in mass of the samples after conditioning in the saline solu-
tion are presented in Fig. 12.2.
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FIGURE 12.2. Plots of the specimens mass variation with time of conditioning in the 0.9% NaCl
solution
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The presented results indicate a continuous increase of the mass of two tested sam-
ples, with the exception of the 1nFp, where the mass of which slightly fluctuating dur-
ing the tests. The highest increase in the mass can be observed in the case of the sam-
ple 2nFc. The continuous increase in mass content can be explained by absorption
of the solution into the samples.

At the end of the test, the mass of sample 1nFp increased by 1.0% of its initial mass,
whereas the sample 2nFc by 18.9% of its initial mass and the sample 3F20c by 13.5%
of its initial mass. The obtained results demonstrate the effect of PEG on the mecha-
nism of absorption of 0.9% NaCl solution by PLA, and it seems that less important
in this case is the % of blend, but rather its molecular weight, of the powder and lig-
uid state. It should be recalled that of powder PEG blend is 3 times lower in com-
parison to the liquid form, 200 and 600, respectively. Hence, it can be concluded
that the addition of PEG to PLA in the form of powder effectively inhibits the sam-
ple weight changes of such a composition during conditioning in physiological fluid.

12.3.4. Electrical conductivity tests of samples in brine

The results of the electrical conductivity of the 0.9% NaCl solution are shown in Fig. 12.3.
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FIGURE 12.3. Plots of electrical conductivity vs time of the tested composite samples

On the basis of the presented results, it can be concluded that all the samples
in the initial period of testing, up to about 35 days, reduce the electrical conductivity
parameter. The value of this parameter is variable and ranges from 4.08 to 7.29 [mS/cm].
After another 14 days (49 days of the testing) an increase in conductivity was observed
for the sample 3F20c, and after 63 days of conditioning, there was a sudden increase
of this parameter to the value of 14.00 [mS/cm].
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A more detailed analysis of the obtained results shows that between the 21
and 28" day, all the samples showed an increase in electrical conductivity; however,
further measurements 1 week later showed that the value of electrical conductivity
decreased.

The PLA+1%nanoFe+PEG (powder) sample has the highest electrical conduc-
tivity of 14.41 mS/cm. As the 1InFp and 2nFc composites differ from the 3F20c20
sample by a smaller amount of the PEG content and a smaller amount of nano-iron
powder, in relation to the higher content of iron particles (10 wt.%) in this compos-
ite. It should be concluded that the decrease in electrical conductivity in the initial
period of the research up to 35 days is due to the dissolution of PLA in saline. Thus,
the higher the proportion of polylactide particles in the liquid volume, the lower
the electrical conductivity. After a stagnation period of about 4 weeks, the increase
in electrical conductivity should be attributed to the appearance of iron ions from
the exposed metal particles contacted with 0.9% NaCl water solution, after the dis-
solution of the top layer of the polymer.

12.3.5. Tensile testing of PLA composites

Tensile plots of the tested composite specimens after manufacturing are shown
in Fig. 12.4. Also, the results of the tensile testing are summarized in Table 12.2.
For comparison, Table 12.2 shows the tensile results obtained for 100% PLA, pro-
duced under the same conditions as the rest of composite specimens.
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FIGURE 12.4. Typical tensile strength curves of three tested composite specimens
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TABLE 12.2. Summarized averaged tensile properties of the PLA based specimens

Sample € [%] UTS [MPa] E [GPa]
nFp 0.99+0.02 27.7+3.2 2.78
2nFc 1.51£0.05 45.843.5 3.03
3F,,c 1.22+0.03 30.6+2.9 3.25
Pure PLA 1.40£0.03 47.5%2.5 3.48

The worst tensile properties has the InFp sample, whereas the 2nFc material has
the highest tensile strength and elongation. The highest Young’s modulus is observed
in the case of 3F20c material and it was 3.25 [GPa], and the lowest E parameter
is measured for the 1nFp sample, and it was 2.78 [GPa]. Comparing the obtained
data with the pure PLA, in the case of PLA+1%nanoFe+1%PEG (liquid) composite,
the strain value is about 0.1% higher than that of pure PLA, while the stress value
decreased about 1.7 MPa (about 3.6%). In the PLA+1%nanoFe+1% PEG (powder)
composite, the strain was close to 1% and the stress was 27.7 MPa, which is certainly
lower (about 42%) than that of the pure PLA. The differences in strain may be due
to the density of the composite as well as the type and valence fraction of additives.

The UTS value correlates well with the hardness data measured for the as received
composites (see Table 12.1). In addition, the PLA composite with the PEG additive
in the powder form (sample 1nFp), probably due to insufficient homogenization during
the extrusion process, has the weakest mechanical properties. In contrast, the mate-
rial with PEG in the form of a liquid (PLA+1%nanoFe+1%PEG liquid), has compa-
rable UTS properties to pure PLA, while the plasticity of this composite is slightly
better (about 8%) compared to the pure polymer. Therefore, further studies should
be carried out to optimize the chemical composition of the composite with the addi-
tion of iron nanopowder using PEG liquid blends.

12.4. Discussion

The obtained results allowed to determine the characteristic features of the produced
composites based on PLA as a degradable polymer matrix and modifying additives
in the form of iron powders and nano-iron as well as the PEG with different molecu-
lar weight with the possibility of their application in medicine.

Analyzing the results obtained for mechanical properties of the samples achieved
immediately after their manufacturing (extrusion and axial pressing), it should
be tated that the most favorable properties, both hardness, UTS and the E modulus
were obtained for the PLA+1%nanoFe+1%PEG (liquid) composite, while much weaker
mechanical properties were found for the PLA+1%nanoFe+1%PEG (powder) sample,
where the blend additive was in the form of powder. A correlation was found between
the hardness and tensile strength results. The hardness and mechanical properties
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of the composites are affected by the addition of PEG, which in the form of a powder
was difficult to homogenize with PLA, which in turn probably caused delamination
and weakening of the properties. Thus, it can be concluded that PEG in different forms
(liquid vs. powder) added to PLA can affect the mechanical properties of the composites.

However, in the case of the E modulus, the composite with 10% of iron powder
PLA+10%Fe+20%PEG (liquid) obtained the highest value. This fact can be explained
by the highest volume fraction of additives, both iron and blend: 10% Fe and 20% PEG.
In the case of the material composed of PLA+1%nanoFe+1%PEG (powder), the value
of the E modulus is the smallest.

It was also found that the pH of the solution with the samples of the com-
posites used for the study, carried out for a period of 90 days, is in correlation
with the hardness and tensile strength tests. Despite the lowest tensile properties
obtained for the PLA+1%nanoFe+1%PEG material (powder) sample, the lowest pH
value was measured that indicates its stability in saline.

In contrast, the studies on electrical conductivity showed that the electrical con-
ductivity curves of all the samples was similar and comparable, which suggests that
the mechanism of iron and PLA ions release into solution is similar.

12.5. Conclusions

Based on the results presented here, PLA+1%nanoFe+1%PEG with the addition
of a liquid blend proved to be the best material, as it has one of the highest hardness
levels and the best tensile properties. This composite material has also a pH clos-
est to the neutral, so no acidification or inflammation should occur in the tissues.
The material is also characterized by stable electrical conductivity, and negligible mass
changes during the testing in the saline solution conducted up to 90 days.

The results of the electrical conductivity show that regardless of whether the PEG
blends are added, in a powder or liquid form, the composites have similar electrical
conductivity, while, the PEG form related to their molecular weight strongly affects
mechanical properties.

The PLA+1%nanoFe+1%PEG (powder) composite has the highest mass gain than
the other composites, which indicates an increased hydrophilicity of this material due
to porosity caused by the inferior homogeneity of the composite sample.

Also noteworthy is the fact that the composite with the addition of the PEG blend
in the form of a liquid, practically does not change the mass of sample during the whole
process of incubation in 0.9% NaCl water solution. This feature can be used when
designing the resorbable properties of the PLA-based implant as a function of time.

This research will be continued to optimize the chemical composition of PLA-
based composites. It seems that polylactide-based composites with the addition
of metal powders are promising materials in terms of their potential for medical
applications with controlled degradation rates.
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Abstract: This chapter describes the methodology of obtaining polylactide (PLA)
biocomposites with the TiO2 modified by organosilicon compounds: disilox-
ane and functionalized octaspherosilicate designed for use in additive technolo-
gies. The paper presents general information about polylactide, titanium dioxide
and the used organosilicon modifiers (silsesqioxanes and polysiloxanes). In the paper
the authors compare the effect of two types of TiO2 from different manufacturers
on the properties of polymer biocomposites, which can be used in biomedical appli-
cations. The properties of the obtained composites with the use of additive FDM
technology were characterized mechanically (tensile strength, flexural strength,
impact strength), and the particle size of the TiO2 pigment nanofillers used was
measured. All the composites were pretreated using a plastic processing technique
with two different mass ratios of TiO2 filler content (1.5%; 0.5%). The properties
of PLA/TiO2 composites depend on the filler concentration. The applied fillers had
a positive effect on the improvement of the mechanical properties of the produced
polymer composites. This effect was additionally intensified by the introduction
of organosilicon modifiers.

Keywords: biocomposites, PLA, titanium dioxide, pigments, organosilicon modi-
fiers, functional nanocomposites

13.1. Introduction

Additive techniques commonly known as 3D printing are a rapidly developing field
of new technologies. The history of printing begins in the 1986, when Charles Hull pat-
ented the stereolithographic apparatus (SLA). Another patent appeared three years later.
It concerned the selective laser sintering (SLS) process and belonged to Carl-Deckard.
In the same year, i.e. 1989, a patent for Fused Deposition Modeling (FDM) was filed,
for the publication of which Scott Crump waited three years (History of 3D printing:
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The Free Beginner’s Guide, 2014) [1]. Additive technologies are based on the produc-
tion of three-dimensional objects by selectively adding successive layers of material.
The process is computer-controlled on the basis of a given three-dimensional digital
model, making it possible to manipulate the geometry of the object [2].

They have found their application in almost every industry branch. They are used,
e.g. in accordance with the original assumption for rapid prototyping, limiting the use
of specialized equipment [3]. The automotive, architectural, military, construction,
fashion and aviation sectors, and even medical and prosthetics, also use 3D print-
ing [2]. 3D printing, despite the many applications mentioned, has drawbacks that
need to be eliminated. One of the weaknesses of 3D printing is still the lack of suit-
able materials to create more functional prototypes with a longer useful life. In this
work, efforts were made to modify the properties of polylactide to make it an even
better material for 3D printing.

13.1.1. FDM (Fused Deposition Modeling)

The most popular additive techniques include SLA (Stereolithography), SLS (Selective
Laser Sintering) as well as the most profitable for the 3D printing market and the most
commonly used FDM technique. The FDM method consists in extruding a linear
thermoplastic material melted in the head and depositing it on the platform (Fig. 13.1).

FIGURE 13.1. Scheme of FDM technique

The nozzle moves in the X-Y plane, allowing for various shapes. The growth
of the model in the Z direction is possible by depositing successive layers of plas-
ticized material to the layers located below them. The presence of the second noz-
zle is necessary when support layers are used, i.e. slides that allow model objects
to be given complex shapes, the supports are removed after the printing process.
The main advantages of this method are: ease of printing with thermoplastics, lower
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cost and less waste than in the case of other techniques, and its simplicity. The disad-
vantages of the FDM method are the relatively long time to print larger parts and often
the need for post-processing [3].

In the FDM technique, thermoplastics, such as ABS (acrylonitrile-butadiene-
styrene copolymer), HIPS (high-impact polystyrene), PET-G (glycol-modified poly
(ethylene terephthalate), TPU (thermoplastic polyurethane), nylon (polyamide) are
the most popular due to the ease of processing and the environmental impact of PLA
(polylactide) [4].

13.2. Polylactide - synthesis, properties,
modification methods

13.2.1. Chemical structure of PLA

Polylactic acid (PLA) is an aliphatic linear polyester of natural origin, composed
of lactic acid monomers and obtained from raw materials of natural resources, such
as corn or sugar beet. Lactic acid (2-hydroxypropanoic acid, HO(CH,)CHCOOH, LAc)
is a weak, water-soluble organic acid. It is the simplest a-hydroxy acid with an asym-
metric carbon atom in the molecule. It can exist as two enantiomers, D(-)-LAc or L(+)-
LAc. Due to the fact that there are two stereogenic forms of lactic acid D and L, cyclic
diesters can exist in the form of three different stereogenic forms: D,D-lactide, L,L-
lactide and D,L-lactide [5]. There are two reactive functional groups, hydroxyl and car-
boxyl, in the structure of the lactic acid molecule. Both can undergo intermolecular
and intramolecular esterification reactions. Intermolecular esterification is the con-
densation of carboxylic acids with nucleophilic hydroxyl forms and occurs between
molecules. On the other hand, the intramolecular esterification reaction takes place
in the structures from dimeric upwards. It occurs for large molecules and involves
the protonation of the carbonyl, followed by a nucleophilic attack within the molecule
and the transfer of the proton to the hydroxyl group. The water molecule is removed
and the deprotonation step takes place. The stereochemical structure of PLA due
to the presence of two stereoisomeric forms — D and L, can be easily modified thanks
to the controlled polymerization reaction of isomers [6].

13.2.2. Synthesis of PLA

Polylactide can be obtained directly from lactic acid or from its lactide. The synthe-
sis of PLA from lactic acid is the most common as a result of direct or azeotropic
condensation [7]. The production of PLA from lactide is carried out by ring-opening
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polymerization (ROP, Figure 13.2). In this way, a polymer with the desired molecular
weight can be obtained in a continuous process. On the other hand, the direct poly-
condensation method is used to obtain a polymer with a higher molecular weight [8].
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FIGURE 13.2. ROP schemes: a - cationic polymerization, b - cationic polymerization with acti-
vated monomer, ¢ - anionic polymerization

13.2.3. Properties and application of PLA

Polylactide has many advantages, such as ease of processing, transparency, relatively
good durability and tensile strength. PLA is degraded to the form of lactide [9]. Its bio-
degradability is a great advantage in times of increasing amount of residual non-
degradable polymer waste. Contrary to most bioplastics, PLA shows good mechanical

168



properties, easy processability in technological processes, as well as high transparency
similar to PET and PS, which is why it is very attractive for many industries as an alter-
native material. On the other hand, its natural properties are not satisfactory, in par-
ticular in the so-called specialized applications. First of all, low impact strength (high
brittleness) limits the application abilities of PLA [10]. The disadvantages of PLA (limi-
tations) pose serious scientific challenges. For this reason, there is a need to increase
the versatility of PLA in order to compete with petrochemicals. The impact of the neg-
ative properties of PLA on its use in many industries can be eliminated by the addi-
tion of appropriate modifiers, e.g. plasticizers and inorganic and fibrous nuclenates
or fillers, such as glass fibers or carbon fibers [11]. Until now, PLA has mainly found
its application in the packaging, 3D printing and textile industry. There are also
known cases of the use of polylactide-based copolymers in medicine for the produc-
tion of bone scaffolds placed in the body during bone regeneration with the use of 3D
bio-printing methods [12].

13.3. Titanium dioxide as a pigment filler

Fillers and pigments are added to polymers to modify their properties, e.g. color,
strength, dimensional stability. The most frequently used substances, due to their
low price, can also be an effective method of reducing the production costs of poly-
mer composites, if their addition in large amounts does not cause a drastic decrease
in thermal or mechanical properties.

Due to their origin, fillers can be classified as: synthetic (e.g. glass, carbon, graphite
fibers), inorganic (e.g. talc, chalk, silica, TiO,) belonging to the category of microfillers
and organic (e.g. wood flour, cellulose fibers) [13]. Of the many described in the filler
literature, titanium dioxide plays a special role in the industry.

Titanium dioxide (TiO,) occurs in three polymorphs (rutile, brukite, anatase),
which undergo the following phase changes under the influence of temperature:
brukite-rutile (500-600°C) and anatase-rutile (850°C). TiO, is a typical n-type, band-
gap semiconductor with the value of 3.0 eV for rutile and 3.2 eV for anatase, which
translates into wavelengths of 386 nm and 413 nm, respectively, therefore it exhibits
photocatalytic properties [14]. On an industrial scale, titanium dioxide is produced
by two methods: sulphate and chloride. It is a non-toxic, biocompatible white powder
with high thermal stability and good coverage; therefore it is a commonly used pigmen-
tation additive used for bleaching plastics, e.g. in packages, foils, window frames. TiO,
is also used in the paint and varnish industry, acting as a thickening agent, improv-
ing their strength, light reflectance and hardness. It is also used as an antibacterial
additive to materials used in the medical industry for orthopedic and dental implants.
In addition to its applications in the polymer industry, TiO, is widely used in cosmet-
ics and in photocatalysis. Due to the high refractive index, it is also used in the form
of thin foils, as anti-reflective coatings in optics and photovoltaics [15].
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13.4. Organosilicon modifiers

13.4.1. Silsesquioxanes - structure
and methods of obtaining

Polyhedral oligomeric silsesquioxanes are organosilicon compounds of the gen-
eral formula (RSiO, ), (where R may be, e.g. an alkyl, aryl, hydrogen substituent).
Silsesquioxanes are broad class modifiers of various structures: cage, incompletely
closed cage, ladder, or with a disordered network structure [16]. The most popular
and most frequently used in the processes of further functionalisation are cubic silses-
quioxanes and spherosilicates. Their structure is shown in Fig. 13.3.
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FIGURE 13.3. Scheme of silsesquioxane

Due to the possibility of modifying and controlling the mechanical and thermal
properties, the use of these compounds in various industries has increased. Their
advantages include the ability to modify the properties of polymers and the possibility
of giving them new functional properties [17]. Silsesquioxanes can be used as func-
tional additives influencing both the rheological and mechanical properties of poly-
mers. By using various organic substituents and by selecting the appropriate process-
ing method, the strength and rheological properties of the polymer can be improved.
According to literature reports, the addition of silsesquioxanes also allows the vis-
cosity of the polymer melt to be changed. In this case, the use of an appropriate con-
centration of the additive will be of key importance, as the rheology will change
with the increase of the modifier content [18, 19]. Silsesquioxanes can occur as mod-
ifiers in the production of thermosetting polymers [20], thermoplastic polymers [21],
including filaments used in 3D printing [22] and composite materials (improving both
thermal and mechanical properties). As drug carriers they are used in pharmacy [23],
but the medical [24] and dental sector [25] also use silsesquioxanes.

Octo-substituted cubic silsesquioxanes having a cage structure belong to the most
widely studied group of silsesquioxanes. Most often they are obtained by the hydro-
lytic condensation reaction of trialkoxy or trichlorosilanes. Silicon atoms in their
structure can be connected with almost any organic substituent, in the case of hydro-
gen-substituted silsesquioxanes it can be done by catalytic hydrolyzation reaction
with appropriate olefins [16].
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13.4.2. Polysiloxanes - preparation and application

Polysiloxanes, unlike cage spherosilicates, are organosilicon polymers with a long,
flexible chain consisting of alternately arranged -Si-O-Si-O-Si-O- atoms and side
groups attached to Si atoms [26]. The substituents on the silicon atom can be organic
groups, such as: methyl, alkyl, cyclic structures (phenyl) or unsaturated groups (vinyl).
The most widely studied polymer from this family is polydimethylsiloxane (PDMS),
which contains methyl groups in its structure (they are substituents and are attached
to the silicon atom).

N 1. ./
Jsi{o-sijo-si¢
FIGURE 13.4. Chemical structure of PMDS

Polysiloxanes are characterized by a low Tg (-123°C), very high hydrophobicity,
high thermal stability, low surface tension, low viscosity variation with temperature,
high gas permeability and non-toxicity. These properties have made PDMS and related
compounds with the most important inorganic polymers attractive from a commer-
cial point of view [27].

Polysiloxanes are used in implantology, e.g. breast implants and facial modeling
implants (e.g. tissue expanders, artificial finger joints), in drug delivery systems, contact
lenses, thermal and electrical insulation, lubricants, adhesives, sealants and hydrau-
lic fluids, motor oils, silicone rubbers, children’s toys as well as in emulsions to make
fabrics, papers and other materials waterproof [28].

13.5. Materials and method

PLA Ingeo2003D (NatureWorks, Minnetonka, MN, USA) has been modified
with the use of pigment fillers in the form of two grades of TiO, from different
manufacturers: TYTANPOL® R-001 (Grupa Azoty, Zaklady Chemiczne “Police”
S.A.) and TIOXIDE® TR28 (Huntsman P&A Asia Sdn Bhd). TiO, was added to PLA
in concentrations: 0.5% and 1.5%. Then, these systems were modified using orga-
nosilicon derivatives: octaspherosilicate (SS-50D-3VTMOS) and polysiloxane
(TMDS-20D).

In order to prepare filled polymer systems, masterbatches with a concentration
of 5% TiO, were prepared on a laboratory rolling mill (ZAMAK Mercator WG 150/280),
then diluted to lower concentrations (1.5%; 0.5%). The TiO, filler and 1% organosilicon
modifier relative to the TiO, mass were introduced into the polymer melt at 215°C:
bis(octadecyl) tetramethyldisiloxanel,3,5,7,9,11,13,15-penta((octadecyl)dimethylsi-
loxy) tri ((trimethoxysilyl)dimethylsiloxy)pentacyclo[9.5.1.13,9.15,15.17,13]octasilox-
ane (SS-50D-3TMOS) and stirred for 10 min.
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FIGURE 13.6. Chemical formula of TMDS-20D - M2

In order to prepare the filaments for the 3D printing process, the dried masterbach
(T = 60°C, 24h) was milled and diluted to concentrations of 0.5 and 1.5% on a Thermo
Scientific HAAKE ™ extruder equipped with a single-screw module with six-zone tem-
perature control. The drive system was controlled with the PolyLab ™ OS program.
Extrusion was carried out under the following temperature conditions: TS1: 200°C;
TS2: 205°C; TS3: 210°C; TSD1: 200°C.

Standardized test pieces for mechanical testing were printed on a Creatlity Ender
3 printer using the parameters summarized in Table 13.1.

TABLE 13.1. 3D printing parameters

Parameter Value
Nozzle diameter 0.4 mm
Layer height 0.2 mm
Filling density 100%
Printing speed 60 mm/s
Printing temperature 210°C
Table temperature 60°C
Filament diameter 1.75 mm

The particle size (Dynamic Light Scattering — DLS) distribution of the fillers used
to prepare the composites was measured using the MALVERN MASTERSIZER 300
device. The study involved dynamic light scattering and measurement of Brownian
motion of macromolecules in solution. Measurements were made for samples in water
suspension (Hydro EV attachment). Using DLS, the particle size distribution of both
TiO,: TR28 Huntsman and R001 Tytanpol was examined. The test samples were
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prepared by dissolving TiO, nanofillers in the surfactant. Before starting the meas-
urement, the refractive angle index (T = 25°C) was measured using an INSMARK
refractometer. After all the measurements were made, the test was performed again,
this time with the use of ultrasound, in order to refine the results. The particle size
distribution is determined by the Stokes-Einstein equation:

— KbT

= . 13.1
3nnd, as.

t

where: d,— hydrodynamic diameter [m], K, - Boltzman’s constant [J/K], T - tempera-
ture [K], # - solvent viscosity [kg/ m-s], D, - diffusion coefficient [m?/s].

To determine the mechanical properties of prepared composites, material
bending and tensile tests were carried out in accordance to PN-EN ISO 527:2020
and PN-EN ISO 178:2019. Tests of the obtained specimens were performed on a uni-
versal testing machine INSTRON 5969 with a maximum load force of 50 kN. The trav-
erse speed for tensile strength measurements was set at 2 mm/min, and for flexural
strength was also set at 2 mm/min.

Charpy impact test (with no notch) was used to investigate the resistance
of the materials to dynamic loads. Standardized 3D printed samples were tested
on the Instron Ceast 9050 impact-machine according to PN-EN ISO 179:2020.

For all mechanical tests (bending, tensile, impact), the average value was deter-
mined for each series of specimen measurements. The results were compiled based
on the corresponding norm references. The measurement error was calculated
as the standard deviation from the mean. The measurement results are presented
in the form of bar charts.

13.6. Results and discussion

13.6.1. The particle size (Dynamic Light Scattering — DLS)
distribution of TiO, fillers used to prepare the composites

Prior to the preparation of biocomposite materials, DLS was investigated to assess

the suitability of commercial TiO, grades for plastics processes. Table 13.2 presents DLS

results in the form of Dv (10), Dv (50) and Dv (90) percentages, which are defined as:

e Dv (10) (um), where 10% of the particle distribution is below this value,

e Dv (50) (um) is the median, where 50% of the particle distribution is above this
value and 50% below,

e Dv(90) (um), where 90% of the particle distribution is below this value.

Analyzing these values, a significant difference in the distribution of Dv particles (90)
can be noticed. Huntsman’s TiO, TR28 tends to form agglomerates. It can disperse less,
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which makes it difficult to carry out processing. The difference between the particle size
of TiO, R001 Tytanpol and Huntsman’s TiO, TR28 is as high as 39.656 um.

TABLE 13.2. DLS analysis

Type of TiO, Specific surface area Dv (10) Dv (50) Dv (90)
TYTANPOL® R-001 27890 m?/kg 0.114 pm 0.268 ym 0.544 pm
TIOXIDE® TR28 21280 m#/kg 0.130 pm 0.357 ym 40.2 ym

13.6.2. Bending test results

In Figure 13.7 the stiffness moduli and bending strength were summarized for
the tested systems in the three-point bending test.
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FIGURE 13.7. Results from the three-point bending test

The incorporation of TiO, to the PLA matrix resulted in a decrease in the stiffness
modulus and strength in relation to the results obtained for the unmodified polymer.
The decrease of parameters value depends on the percentage of the filler. For sam-
ples containing 1.5% TiO,, the obtained results are lower than for samples with 0.5%
TiO, concentration.

Comparing the effect of the type of TiO, used, it can be said that the samples
containing ROOI Tytanpol TiO, are characterized by better bending strength
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properties than Huntsman TR28. These differences may be due to agglomeration
of the Huntsman TR28 filler particles as shown by DLS studies.

The introduction of organosilicon modifiers resulted in a reduction in bend-
ing stiffness for all tested systems, which is probably due to their plasticizing effect.
The bending strength of the tested composites is also dependent on the proportion
of the modifier. The tendency of the decrease in bending strength is maintained in rela-
tion to pure polylactide and composites containing only TiO, fillers.

13.6.2. Tensile test results

Figure 13.8 presents the results of measuring the tensile strength and Young’s modulus
for identical systems. The addition of TiO, had a positive effect on the tensile strength
of the tested systems. The tensile strength increased with the introduction of TiO, into
PLA. In the case of systems containing ROOI Tytanpol, the effect of the filler concen-
tration on the strength is visible, which decreases with the increase of its percentage,
while for the TR28 Huntsman white, there is practically no effect of the concentration
on this strength parameter. The introduction of organosilicon modifiers to the tested
systems resulted in changes in the tensile strength of the tested composites. The modi-
fiers M1 and M2 reduced the strength of the composites with Huntsman TR28, regard-
less of its concentration in PLA; however, they improved the tensile strength of the sys-
tem containing 1.5% TiO2 ROO1 Tytanpol.
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FIGURE 13.8. Results of uniaxial static stretching
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Figure 13.9 (left) shows the percentage elongation of the specimens with the tensile
strength. When analyzing all the samples, we can see that the deformation of the sam-
ples is positively influenced by the addition of TiO, and a modifier to the systems.
For samples containing ROO1 Tytanpol, an increase in filler concentration also
improves plastic properties. Huntsman TiO, TR28 composites do not show defor-
mation dependence on the filler concentration.
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FIGURE 13.9. Elongation at tensile strength - left, Charpy Impact - right.

The Young’s modulus of the obtained filled composites is lower than that of pure
PLA and for systems containing ROOI Tytanpol whiteness it decreases with increas-
ing TiO, concentration, while for systems containing TR28 Huntsman the opposite
relationship occurs.

The addition of organosilicon modifiers caused a significant increase in Young’s
modulus for composites containing TR28 Huntsman titanium white. This effect is most
visible for systems with a lower concentration of TiO,. The stiffness modulus for systems
filled with the white ROO1 Tytanpol decreases after adding both modifiers and is lower
than for PLA.

The modifiers M1 and M2 introduced into the composites improve their elastic
properties, however, for some tested systems, the negative influence of the modifier M1
on the elongation at Rm was also observed. Systems containing TR28 Huntsman show
deterioration of properties after adding the M1 compound to the composite, while
for the system containing 0.5% TiO, concentration ROO1 Titanpol, an improvement
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in flexibility is visible. The introduction of the M2 modifier causes an increase in defor-
mation regardless of the concentration of TiO, and the type of filler used.

13.6.3. Charpy impact test results

Figure 13.9 (right) shows impact strength results of the polymer composites tested.
The impact strength of the produced composites is close to that of pure PLA and lies
within the measurement error limit. The impact strength decreases with increasing
TiO, concentration regardless of the TiO, grade used. The highest impact strength
value was determined for the composite with 0.5% TiO, concentration ROOI Titanpol.
The use of organosilicon compounds causes a substantial increase in the impact
strength of composites with 1.5% TiO,. For composites with 0.5% TiO,, the impact
strength increases for TR 28 Huntsman TiO, and decreases for TiO, ROO1 Tytanpol

13.7. Conclusion

In these studies, a new class of polymer composites for FDM 3D printing applications

was successfully obtained and it was shown that various TiO2 species and organo-
silicon compounds can be successfully used as modifiers of PLA biopolymer proper-
ties. The paper compares the effect of two types of TiO, from different manufacturers

on the properties of polymer biocomposites for applications in the FDM incremen-
tal technology. The particle size distribution of both used fillers was determined. On

the basis of the DLS analysis, the tendency of TIOXIDE® TR28 powder to agglom-
erate particles was observed (D, (90) = 40.2 um), which may directly translate into

the strength characteristics of the composites filled with it. The properties of TiO,

composites depend on the filler concentration. Flexural strength and modulus at bend-
ing reach lower values for 1.5% concentration of TiO,. However, the tensile strength

and elongation are higher for this percentage of TiO, in PLA matrix. The applied fill-
ers had a positive effect on the improvement of the elastic properties of the produced

polymer composites and the tensile strength. This effect was additionally intensified

by the introduction of organosilicon modifiers, which also improved the impact tough-
ness of TiO, filled composites in relation to the reference systems. The introduction

of fillers and modifiers to the PLA matrix resulted in the plasticizing effect, therefore

the stiffness and bending strength of the tested composites decreased. On the basis

of the results obtained in mechanical tests, it can be concluded that the used orga-
nosilicon modifiers may therefore interact differently at the polymer/TiO, interface,
depending on the grade of titanium white used.
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Abstract: This paper presents the results of research on nickel-free austenitic stain-
less steel with the composition Fe-18% Cr-12% Mn, obtained by powder metallurgy,
with the use of mechanical alloying of elementary powders, manganese nitride

and various process atmospheres. The influence of different protective atmosphere

of the process (nitrogen and argon) and the addition of manganese nitride on poros-
ity, microstructure, hardness and corrosion resistance of the sinters was described.
Steel samples after pressing and sintering at 1200°C (1473 K) in nitrogen were char-
acterized by a relative density above 80% and a porosity among 12-19%. In tested

materials the pores on the surface are visible in each of the tested materials, which

is confirmed by SEM images. The material obtained from powders with manganese

nitride after mechanical alloying in nitrogen is characterized by the highest hard-
ness and corrosion resistance. The addition of manganese nitride can be another

way of introducing nitrogen into nickel-free steel.

Keywords: nickel-free austenitic stainless steel, powder metallurgy, porosity,
mechanical alloying, corrosion resistance

14.1. Introduction

The constantly developing implantology requires the use of modern biomaterials that
should meet specific biofunctionality requirements. The material used for implanta-
tion should be characterized by the following features: biocompatibility, high strength
and fatigue resistance, corrosion resistance in the environment of body fluids, mod-
ulus of elasticity similar to the bone elasticity modulus and low price [1, 2].

In recent years, there has been increased demand for implants, plates, screws
and bone wires, therefore the subject of producing medical materials is very important.

181



The 316LV austenitic steel has been most commonly used stainless steel. In the com-
position of this steel it can be distinguished an adverse element for the human body
- nickel. It is an alloy addition strongly stabilizing austenite, but at the same time,
too high a concentration of it in the human body can cause allergy. Since the 90s
of the 20" century, the amount of allergic reactions to this element among the human
population is still growing. Every tenth human tested is allergic to nickel, mainly
women. Therefore, materials without nickel used in medicine are an important sci-

entific and social issue [3-6].

The promising material that may replace commonly used 316LV steel in the future,
is the nickel-free austenitic stainless steel. The literature about the production of nick-
el-free austenitic stainless steels indicates that nickel can be replaced by another aus-
tenitizing element, like nitrogen and manganese. At the same time, there are some
difficulties with implementing nitrogen into steel during melting, because it is a gas.
Fabrication methods of the nickel-free austenitic stainless steels include high-pres-
sure melting technologies, such as pressurized induction melting (PIM), pressurized
electroslag remelting (PESR) and pressurized plasma arc melting (PARP) 7, 8]. High-
pressure melting technologies need special equipment, which is expensive and diffi-
cult to operate [9, 10]. Contrary to this method, nickel-free austenitic stainless steel
can be synthesized in a solid state by mechanical alloying (MA) of elemental or preal-
loyed powders [11, 12]. The main advantage is that the MA process generates a number
of structural defects that can cause an increase in solubility of nitrogen in the steel
matrix [13-16]. Also the amorphous phase obtained during prolonged ball milling can
be another factor influencing the final properties of steel because of a strong impact
on nitrogen solubility and nano- (sub)grain microstructure creation [1]. Therefore,
the powder metallurgy (PM) route including mechanical alloying can be an alterna-
tive method for the production of nickel-free austenitic stainless steels.

In this study, the influence of porosity on the properties of nickel-free austenitic
steel obtained by powder metallurgy was examined.

14.2. Materials and methods

Elemental powders of iron, chromium, manganese (Fe, Cr, Mn) with an average par-
ticle size of ~45 pm and a purity of 99.95% (basic metal) and, optionally, an addition
of manganese nitride (Mn,N) with a particle size of ~15 pm and a purity of 99.95%
supplied by Alfa Aesar were used in the work, which were mechanically alloyed
in a planetary ball mill Pulverisette 6 (Fritsch). The ball-to-powder ratio was 8:1,
the rotational speed was 250 rpm. The mechanical alloying (MA) process was car-
ried out in an atmosphere of pure nitrogen or argon (99.999% purity). The addition
of manganese nitride was chosen so that the percentage of Mn in the alloy was 12%.
The powders were mechanically alloyed for 90 hours. One MA cycle lasted 20 min-
utes, including a 10-minute break.
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The mechanically alloyed powder was cold compacted in a cylindrical die of 20 mm
in diameter and 10 mm high, using an uniaxial hydraulic press with a pressure
of 600 MPa and sintered at 1200 °C (1473 K) for 2h, in nitrogen with cooling rate
of 600°C/h (873 K/h). No lubricant or process controlled agent was applied.

Changes in the density of sintered materials were tested in accordance
with the PN-EN ISO 2738:2001 standard. For metallographic investigation, the sintered
samples were polished, etched and observed using the Scanning Electron Microscope
(SEM, Hitachi 3000N). The grain size of the tested specimens was examined accord-
ing to ISO 643:2003. The chemical analysis of the consolidated specimens was per-
formed by the LECO TCH600 analyzer and Scanning Electron Microscope equipped
with the Energy Dispersive Spectrometer (SEM-EDS) analysis (Hitachi 3000N, Tokyo).
The porosity of the samples was examined using the X-ray computed microtomography
(uCT) method. The study was carried out on the Skyscan 1172 microtomograph (Bruker
company). The device is equipped with a 10 W X-ray tube and an 11 mpx CCD matrix.
The matrix resolution was set to 2000x1332px, and the parameters of the lamp were
88 kV/112 pA. An aluminum filter with a thickness of 0.5 mm was used. The exposure
time was 1500 ms. The resolution used for the test is 3.40 um and the rotation angle
is 0.40°. In order to fully overexpose the object, a 360° rotation was used. The images
were made in a 16-bit detail representation. The tests were carried out on cuboidal
samples with dimensions of 3 mm x 3 mm x 7 mm, cut from the center of the sam-
ples after their consolidation. Vickers hardness (HV ) of the samples was measured
by using the Anova Hardness Tester under a load of 98 N (10 kg) and an indentation
time of 10 s. The microhardness (WHVO0.2) tests were performed using the PMT-3 tes-
ter under a load of 1.96 N (0.2 kg) for 10 s. Phase analysis was performed on an X-ray
diffractometer (XRD) Bruker Eco D8 Advance, using Cu-Ka, radiation of 40 kV
and 25 mA. For all samples, the angular range (20) of 20° to 100° with a step width
of 0.01 and a step time of 5 s was used. The Al,O, sample was used as the XRD standard
to correct an instrumental line broadening. A background correction the Ka, stripping
were performed. Corrosion resistance of the sintered specimen was tested according
ISO 10993-15. The PGP201 VoltaLab galvanostat/potentiostat (Radiometer Analytical,
France) equipped with the VoltaMaster 4 software was used. As a corrosion medium,
70 mL of the Hank’s solution was applied. The opening potential (E ) was determined
under no-current conditions for 2 hours. Then the anodic polarization curves were
recorded from E = E ., - 100 mV. A three-electrode electrochemical measuring cir-
cuit was adapted in each corrosion test. The reference electrode was a saturated calomel
electrode. An auxiliary electrode was a platinum plate. On the basis of the obtained
results, the corrosion potential of Ecor, the polarization resistance Rp and the corro-
sion current density (Icor) were calculated. The corrosion potential and the polarization
resistance were determined by the Stern linear polarization method. Corrosion current
density was determined using Tafel extrapolation and the Stern-Geary equation [17].

The following designations were used in the study: 12Mn - manganese percentage;
E - the use of elementary powders Fe, Cr, Mn; Mn,N - the use of manganese nitride
and iron and chromium powders; Ar/N, - MS process atmosphere: argon/nitrogen
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14.3. Results

Table 14.1 shows the total, closed and open porosity, as well as the relative and absolute

densities of the sintered samples. In all tested samples, the relative density was above

80% and open porosity has a higher value compared to the closed porosity. The total

porosity of the sample with manganese nitride is 12+1%, while the sample with man-
ganese elemental powder with nitrogen and argon atmosphere is 15+1% and 19£1%,
respectively. Closed porosity of materials obtained from elementary powders mechan-
ically alloyed in nitrogen and argon atmosphere is 2£1% and 4£1%, respectively, while

for material with manganese nitride it is 3£1%.

TABLE 14.1. The density and porosity of the sinters

Total Closed Open s(:l::::‘e Sinter | Relative | Compaction

Samples porosity | porosity | porosity | density density | density | parameter ¥
[%] [%] [%] [kg/m?] [kg/m®] [%] [%]

12Mn-E-N, 1541 211 1341 5232156 | 6786+59 85¢1 0.60910.021

12Mn-E-Ar 1941 411 1541 5145156 | 6330159 81+1 0.44910.086

12Mn-Mn,N-N, 121 311 912 5432+52 | 6849193 8811 0.60210.011

Figure 14.1 compares the phase structure of the samples with 12% Mn obtained
from elemental powders, after MS in nitrogen and powders with the addition of man-
ganese nitride alloyed in nitrogen and argon. The presented diffractograms show
that only the sinter obtained from powders with manganese nitride after mechanical
alloying in nitrogen has an austenitic structure. In other materials tested, there was
an austenitic and ferritic structure.
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=3 2000: from elemental powders
100001 = after MA in nitrogen atmosphere
= . I_{;_., . 2. Material obtained with manganese
& 8000 @ > s s nitride after MA in nitrogen atmosphere
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FIGURE 14.1. Phase structure of sinters with the composition Fe-18% Cr-12% Mn obtained from
elemental powders or manganese nitride MS in various protective atmosphere, pressed and sin-
tered at T = 1200°C, atm. Nitrogen
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In the sinter obtained from elementary powders after MA in nitrogen, austen-
ite grains with pores and irregular precipitates are visible (Fig. 14.2a). In the sample
obtained from powders with Mn,N, the grains are more aligned, although average
grain sizes in both samples are comparable (Tab. 14.2).

a) b)

FIGURE 14.2. Microstructure of: a) 12Mn-E-N, sample, b) 12Mn-Mn,N-N,

TABLE 14.2. Grain size of selected materials

Samples Grain size [pm]
12Mn-E-N, 166
12Mn-E-Ar 207
12Mn-Mn,N-N, 19+4

The chemical composition analysis (Tab. 14.3) confirmed the basic proportion
of the main alloying elements (18% of Cr, 12% of Mn). Nitrogen was present in each
analyzed material. The highest nitrogen content was in the 122Mn-Mn,N-N, sinter,
as expected.

TABLE 14.3. Chemical composition of the samples obtained. The results were obtained from
a LECO spectrometer and SEM-EDS analysis

Elements
Samples
Fe Cr Mn N 0 C
12Mn-E-N, 68.9341.01 | 17.96+0.49 | 12.13 +0.39 +00'502266 +00'309£1 +0600507191
0.218 0.389 0.0662
12Mn-E-Ar 68.51+0.98 | 18.06£0.59 | 11.95 +0.42 +0.073 40023 +0.0018
12Mn-Mn,N- N, | 68.77£1.16 | 18.01£1.01 | 12.03%0.35 +00'801532 +%3;J1116 +%%E(')1221
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Figure 14.3 shows the dependence of hardness HV  and relative density. Higher
sinter relative density results in higher hardness of the material. The HV  hardness
of the material obtained from elementary powders mechanically alloyed in argon
and nitrogen atmosphere is 289+12 and 261+20, respectively. The hardness of the mate-
rial obtained from manganese nitride mechanically alloyed in nitrogen atmosphere
is 295%17. At the same time, the material with manganese nitride (88%) is character-
ized by the highest density, and 12Mn-E-Ar has the lowest density.
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FIGURE 14.3. Dependence of relative density on hardness HV; of sintered materials

Figure 14.4 shows the dependence of the microhardness of materials as a func-
tion of grain size. In each material there is a constant dependence of the microhard-
ness on the grain size, described by the Hall-Petch formula. The smaller the grain
size, the higher the microhardness. In the 12Mn-E-Ar sample, lower microhardness
may be due to the larger grains observed in this material and the lowest nitrogen
content, compared to the other samples. The 12Mn-Mn,N-N; sinter was character-
ized by higher microhardness, which can be explained by its fine-crystalline struc-
ture, higher density (approx. 88%) and a relatively high nitrogen content in the steel.
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Changes in the open circuit potential of the tested materials are shown
in Figure 14.5a. The analysis of the results from Figure 14.5a shows that in the tested
materials, there is a decrease in the open circuit potential during the first 5 minutes
of the test for the 12Mn-Mn,N-N, sample and 40 minutes for the 12Mn-E-N, sample.
In each sinter samples, the value of the open circuit potential after 2 hours is lower
than the initial value.

The anodic polarization curves (potentiodynamic curves) are shown in Figure 14.5b,
and in Table 14.4 the basic parameters of corrosion resistance are given: corrosion
potential (Ecor), polarization resistance (Rp) and corrosion current density (Icor)
of the tested materials. The active and passive areas are clearly visible in the polarization
curves. The EOCP in the 12Mn-Mn4N-N2 sample takes more constant values, which
indicates a higher corrosion resistance of the material. In the material obtained from
powders with the addition of manganese nitride after MS in nitrogen, there is a nar-
row hysteresis loop. Moreover, only in this material the potentiodynamic curve crosses
the graph again in the passive area after the potential change.
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FIGURE 14.5. a) E,, corrosion potential changes over time, recorded with an open circuit without
external polarization, b) potentiodynamic curves of the 12Mn-E-N, and 12Mn-Mn,N-N, samples
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TABLE 14.4. Basic parameters of the corrosion process: Ecor - corrosion potential, Rp - polari-
zation resistance, Icor - corrosion current density

Samples Ecor [V] Rp [ohm] Icor [uA/cm?]
12Mn-E-N, -0.46210.029 104301210 3.687£0.453
12Mn-Mn,N-N, -0.41340.022 6973504398 0.04410.004

14.4. Discussion

The analysis of the results of the density and porosity of the tested samples showed
that the samples in which manganese nitride was used for mechanical alloying had
the lowest total porosity, and thus the highest density. The highest porosity and the low-
est density were characteristic of samples obtained from elementary powders alloyed
in an argon atmosphere. By comparing the samples obtained from MA elemental
powders in different atmospheres, it can be concluded that the nitrogen atmosphere
increases the relative density and reduces the porosity. The compaction parameter ¥
determines whether the sample has shrinkage or swelling in the tested sinters. When
this parameter is positive, it indicates a shrinkage of the samples, otherwise the sam-
ples swell. The swelling of the sample is disadvantageous, causes de-densification,
a reduction of the sintering kinetics, and opposes sintering [18]. The compaction
parameter was positive in each tested sinter, which means that the materials shrink
after sintering.

Phase structure studies using X-ray diffraction indicated the complex nature
of phase transformations taking place in the tested nickel-free austenitic stainless
steel. In order to increase the possibility of obtaining austenite in nickel-free austen-
itic stainless steel, in addition to nitrogen as the MA atmosphere, manganese nitride
can be used.

As mentioned in chapter 14.3, the highest nitrogen content was
in the 12Mn-Mn,N-N;, sinter. This can be explained by the fact that in this mate-
rial nitrogen was introduced in two forms: as a nitride and as a milling atmosphere.

The analysis of the hardness of the materials showed that the material obtained
from MS powders in nitrogen is characterized by higher hardness. In addition,
the open porosity of this material is lower, so there are less pores on the surface.
The material obtained from powders with manganese nitride mechanically alloyed
in nitrogen was characterized by the highest hardness, and its porosity was the low-
est. The higher hardness of this material may be related to the highest nitrogen con-
tent and the use of nitrogen in various forms (as the atmosphere of the MA process,
or as an alloying powder).

A decrease in the open circuit potential indicates the chemical activity of the alloy-
ing elements on the surface of the material and its faster corrosion. The narrow
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hysteresis loop present in the results of potentiodynamic corrosion resistance tests
may indicate the metastable nature of the pitting formation and the material’s abil-
ity to repassivate the surface layer.

14.5. Conclusion

In the study, samples of nickel-free steel were obtained using powder metallurgy

techniques and introducing nitrogen in two ways: as a protective atmosphere

and as an addition of manganese nitride. On the basis of the conducted research,

the following general conclusions were formulated:

a) the porosity of the samples after sintering at 1200°C in nitrogen atmosphere was
among 12-19% and the relative density was in the range of 81-88%;

b) X-ray diffraction studies showed that only in the 12Mn-Mn N-N, material there
was an austenitic phase;

c¢) the highest hardness and microhardness was characteristic of the 12Mn-Mn,N-N,
material, which had the smallest porosity and grain size;

d) the electrochemical tests show that the material obtained from powders with man-
ganese nitride mechanically alloyed in nitrogen has the best corrosion properties.

Acknowledgments: This research was funded by the Institute of Biomedical
Engineering, Faculty of Mechanical Engineering, Bialystok University of Technology,
project No. WZ/WM-IIB/2/2020.

References

1. Yang F, Yibin R.: “Nickel-free austenitic stainless steels for medical applications”, Science
and Technology Advanced Materials, 2010.

2. Di Schino A., Kenny J.: “Grain refinement strengthening of a micro-crystalline high nitro-
gen austenitic stainless steel”, Materials Letters, 57, (12), 1830-1834, 2003.

3. Tulinski M., Jurczyk M.: “Mechanical and corrosion properties of Ni-free austenitic stain-
less steels”, Archives of Metallurgy and Materials, 563, (3), 2008.

4. Wataha J,, O’Dell N,, Singh B., Ghazi M., Whitford G.: “Relating nickel-induced tissue in-
flammation to nickel release in vivo”, Journal of Biomedical Materials Research, 58, (537),
2002.

5. Eliades T., Pratsinis H., Kletsas D., Eliades G., Makou M.: “Characterization and cytotoxic-
ity of ions released from stainless steel and nickel-titanium orthodontic alloys”, American
Journal of Orthodontics and Dentofacial Orthopedics, 125, (1), 24-29, 2004.

6. Uggowitzer P.J., Magdowski R., Speidel M.O.: “Nickel free high nitrogen austenitic steels”,
ISIJ international, 36, 901-908, 1996.

7. Rawers J.C., Dunning J.S., Asal G., Reed R.P.: “Characterization of stainless steels melted
under high nitrogen pressure”, Metallurgical Transactions A, 23,1992.

189



10.

11.

12.

13.

14.

15.

16.

17.

18.

190

Niinomi M., Nakai M., Hieda J.: “Development of new metallic alloys for biomedical appli-
cations”, Acta Biomaterialia, 8, 2012.

Ahmed A., Ghali S., Eissa M., El Badry S.: “Influence of partial replacement of nickel by ni-
trogen on microstructure and mechanical properties of austenitic stainless steel”, Journal
of Metallurgy,1-6, 2011.

Cisneros M.M., Lopez H.F., Mancha H., Vazquez E.: “Development of austenitic nano-
structures in high-nitrogen steel powders processed by mechanical alloying”, Metallurgical
and Materials Transactions A, 33A, 2139-2144, 2002.

Salahinejad E., Amini R., Hadianfard M. J.: “Structural evolution during mechanical alloy-
ing of stainless steels under nitrogen”, Powder Technology, 215-216, 247-253, 2012.

Sumita M., Hanawa T., Teoh S.H.: “Development of nitrogen-containing nickel-free austen-
itic stainless steel for metallic biomaterials - review”, Material Science and Engineering C, 24,
2004.

Suryanarayana C.: “Mechanical alloying and milling”, Progress in Materials Science, 46,
1-184, 2001.

Duan C., Chen C,, Zhang J., Shen Y., Feng X.: “Nitriding of Fe-18Cr-8Mn stainless steel
powders by mechanical alloying method with dual nitrogen source”, Powder Technology,
294, 2016.

Loginov P., Levashov E., Kurbatkina V., Zaitsev A., Sidorenko D.: “Evolution of the micro-
structure of Cu-Fe-Co-Ni powder mixtures upon mechanical alloying”, Powder Technology,
276, 166-174, 2015.

Azabou M., Ibn Gharsallah H., Escoda L., Sufiol J., Kolsi A., Khitouni M.: “Mechanochemical
reactions in nanocrystalline Cu-Fe system induced by mechanical alloying in air atmos-
phere”, Powder Technology, 224, 338-344, 2012.

Stern M., Geary A.: “Electrochemical polaryzation I. A theoretical analysis of the shape
of polaryzation curves”, Journal of the electrochemical Society, 56-63, 1957.

Maniére C., Saccardo E., Lee G., McKittrick J., Molinari A., Olevsky E.: “Swelling nega-
tion during sintering of sterling silver: An experimental and theoretical approach”, Results
in Physics, 11, 79-84, 2018.



List of Tables

Table 3.1. Designations of the analyzed models...........ccocveuneureureirerrerreeneeeieeneeneenenereseeseeseieeeeaee 34
Table 3.2. Initial material properties in phase II [26]......cccoveureeneeineeeeneinencineereereeereeeeneeeenenne 35
Table 4.1. Classification of cases of hypermobility spectrum disorders.........c.cooeveereererreeeecence 47
Table 4.2. Analysis of individual movements of the Sachse test in group 1.........ccccovvuviunrunnee 49
Table 4.3. Analysis of individual movements of the Sachse test in group 2........ccocveevevreeeecenee 50
Table 4.4. Analysis of individual movements of the Beighton score in group 1..........cccceevueeee 50
Table 4.5. Analysis of the individual movements of the Beighton score in group 2................. 51
Table 4.6. Brighton Criteria ..o risisissisisssssassssssssssssssssssases 52
Table 5.1. A list of analysed knee mechanisms with basic technical data .........ccocovcveverrericnace 58
Table 5.2. Angular values of linkages and coordinates of the ICR .........cccccoveveuniniencinirncecnennee 62
Table 5.3. Summary of mechanisms with comparative SCOTINg .........cceuevreurerrerrerrerrerrerrereeeenee 65
Table 7.1. Data of the people analyzed .........cocvcuveeeeeieeeeneineeneineireirenneeeeeeeeeeseeseeseesessessessesesseeae 87

Table 7.2. Analysis for maximum and local minimum values of the vertical component
of the ground reaction fOrCe ... eseseas 90

Table 7.3. Statistical analysis for the maximum and local minimum
of the vertical component of the ground reaction force for healthy
and ill people with different degrees of disease — left fOOt.......c.cccremevrerereererecrererecninreneeennes 90

Table 7.4. Schefle test — 16t fOOT ..uouiiiiiiicce ettt saenens 91

Table 7.5. Statistical analysis for the maximum and local minimum
of the vertical component of the ground reaction force for healthy

and ill people with different degrees of disease — right fOOt.......c.cuveureureeercincrnernerereinenererenene 91
Table 7.6. Schefle test — TGt fOOT ...t eeaeeaeeaes 91
Table. 7.7. Statistical significance of pressure force values for individual sensors .................... 93
Table 7.8. First sensor — highest VAIUES ........c.ccocveueerereeneenerereerenreneeeeeeeeeneeessesensensenseseeseesenaes 93
Table 7.9. First SENSOI — aVErage VAlUES .....c.oc.eueueueeeeeeeernerrersessessessessesesessessessessessessessessessesessesae 94
Table 7.10. Second sensor — highest Valtes...........c.cccuccnninininininieececenesesesensenseneeeeeseenes 94
Table 7.11. Second Sensor — average Valles .........cc.ceeeeeeeneererrerrerrernemeueeseesersensessessessessessessessssenaee 94
Table 7.12. Fifth sensor — highest Values...........ccccoviiiiiiiniiicccsesiias 94

191



Table 7.13. Sixth sensor — highest Valties ...........coceeeeeveencenerneneinerneineeeeeeeeeeeseeseesessensessessesseseeees 94

Table 8.1. Number of participants and sheets (one sheet consisted
of the results obtained by one participant on one survey day) used for the analysis.............. 102

Table 8.2. Results of the Kruskal-Wallis test for group comparisons...........c.coeeeveereereeeeeerennens 103

Table 8.3. Results of multiple comparisons test for button hold time for the affected hand
(Zdr - healthy person, LBD - person with mild Parkinson’s disease without tremors,
SBD - person with medium Parkinson’s disease without tremors, LD - person with mild
Parkinson’s disease with tremors, CD - person with medium Parkinson’s disease

A E S B L3007 ) ¢) R

Table 9.1. Multifractal analysis parameters between groups — day

Table 9.2. Multifractal analysis parameters between groups — night.........ccccoeccoveuvecncivecncnns 116
Table 9.3. Analysis of day-night signal statistically significant changes — group A ................ 119
Table 9.4. Analysis of day-night signal statistically significant changes — group B................. 119
Table 9.5. Analysis of day-night signal statistically significant changes — group K................. 120
Table 10.1. Attributes and their Values ... 131

Table 10.2. Association rules for minimum support of 70%
and minimum confidence 0f 90%.........cuuwuerereeerirereremermeererereneaesseessessesssasessesssssessessessessces 133

Table 10.3. Association rules for minimum support of 65%

and minimum coNfidence 0f Q0% .........ceveuererererererererererererereeere et b bbb bbb bbb esesebesesene 133
Table 10.4. Comparison of classification results .........cocccuievcunineecirerncenineeciseseeeeeseeneeene 136
Table 10.5. Class association rules (CAR)......cocveeeeeeeereeieeeereeeeereeeeeeeseeesesesese e s seseseens 137

Table 10.6. Classification of breast cancer diagnostic attributes in terms of importance
ID IAGNIOSIS cevvevvrrreererrerretreeeeeeeiae ettt ettt sebsese sttt s ses sttt st s b st eesesaeasae 139

Table 12.1. Comparison of initial and final hardness values of PLA composite samples....... 158

Table 12.2. Summarized averaged tensile properties of the PLA based specimens................ 162
Table 13.1. 3D printing Parameters ............ceeeereeueeerseemsememmeserssssesersssessessesesssssessesssess 172
Table 13.2. DLS QNalYSIs ....c.ovuevuereeeereeeeieriireineieesereeneenseneseaseseasessessesessessessessesssansansssessesssessessens 174
Table 14.1. The density and porosity of the SINters..........ccueuiueeeerrenernimreeeererseneensereneeeene 184
Table 14.2. Grain size of selected materials ..o 185

Table 14.3. Chemical composition of the samples obtained.
The results were obtained from a LECO spectrometer and SEM-EDS analysis ............c........ 185

Table 14.4. Basic parameters of the corrosion process: Ecor - corrosion potential,
Rp - polarization resistance, Icor — corrosion current density.........oceceeeeereveeureerenecnseeseneens 188

192



List of Figures

Figure 1.1. The implant cup (a) and plate (b) by ZIMMER BIOMET [11].....ccecoeueveucrncrreenennee 9
Figure 1.2. OrthoTiN implant cup (a) and plate (b)[12] ......coevererererrerreereereereeeeeneenenenenenens 9
Figure 1.3. The implant cup (a) and plate (b) by Préteses Customizadas De ATM [13] ........... 9
Figure 1.4. Model of (a) the jaw and (b) the SKull .........ccccvemervinereineeeereccrereecreeneennes 10

Figure 1.5. Designing an individual implant of the temporomandibular joint:
(a) determining the boundary of the implant, (b) fitting the implant,
(c) implant with the mapped EOMELIY .......cvceuiueereereeeceerrereeeeeeeeee e

Figure 1.6. Boundary conditions for the implant model of the condylar plate ...

Figure 1.7. Readings of the resulting stresses for the condylar plate

in the test with the force loading the implant at an angle of (a) 5° ......cccovererveerererccenirnennenne 12
Figure 1.7. Readings of the resulting stresses for the condylar plate

in the test with the force loading the implant at an angle of (b) 10°, (¢) 15° ..c.cccocverrererrerrenece 13
Figure 2.1. Flow chart of the conducted scientific research .........oooeceeeereencrnernerrenerncneescenennene 17

Figure 2.2. Boston brace - illustration of left thoracic-lumbar arch
with simplified correction scheme (front view). Forces exerted by the brace:
F, and F, - forces acting on the thorax, F, - force applied to the pelvis..........cccccovuurruviunrinncs 18

Figure 2.3. Brace test stand: 1 - laser, 2 - optical elements/optical set (beam splitter, lenses,
polarizers), 3 - bench, 4 - digital camera (CMOS), 5 - beam splitter with matte element,

6 - tested object, 7 — holder for brace fastening and tightening, 8 — pressure sensor,

9 - additional load application system, 10 - computer with software..........ccoccocrererrerrerrcrnennc. 19

Figure 2.4 Reverse engineering — the process of turning a real object into

a computer model of an orthopedic brace: a) the brace that is ready to be scanned:

1 - stiffening the brace by fastening, 2 — the orthosis’ matted exterior layer,

3 - markers of reference, b) the orthosis as a CAD computer model........ccccocveurerernerncrrcrncnnce. 21

Figure 2.5. Numerical brace model: a) tetrahedral finite element mesh generated,

b) boundary conditions on the imported geometric model (NURBS):

A - preliminary force applied to orthosis, B and C - fixed supports,

E - additional force applied after the brace has been pre-loaded, D - gravitational force.......22

Figure 2.6. Displacement distribution results in the Z direction: a) displacement distribution
yielded by FEM numerical analysis, b) displacement distribution yielded by ESPI measure-
ments: n = 0, 1,..., 6 are the numbers of successive interference orders (C — artifact caused

by an overly intense laser beam reflex), ¢) deformation in the transverse plane A-A,

d) deformation in the sagittal plane B-B.......ccccccoeeuneimeinneneninineneneeeceenenseensensessesseesesseseene 23



Figure 2.7. Brace view with von Mises stress values: a) external view of the front, b) front
VIEW frOM the INSIAE ....cveveviveieiereieteteieteetee et ettt be bbbttt et bbb ettt bebebesesas 24

Figure 2.8. Principal tensile stresses o, (red) and compressive stresses o, (blue) distribu-

tion in the area of front wall of the brace’s marked: a) area of the brace’s front wall, b) stress
distribution on the marked area’s exterior surface, c) stress distribution in a cross-section

of the front wall - after “removal” of a portion of the front wall’s material,

the layer closest to the interior Surface is Visible.........ocuecereerererrererecninnenseciseneessensersecssenens 25

Figure 2.9. Principal tensile stress vector distribution with principal stress trajectories......... 25

Figure 2.10. Stress distribution in the front wall of the brace in cross-section A-A
(the interior side of the brace wall corresponds to the top side of the diagram):
superposition of stresses caused by tension under force F and bending under moment M ...27

Figure 2.11. Boston brace: a) the area of the brace’s structure that is placing the biggest effort
and performing a corrective function (dark color), and the remaining area, playing a suppor-
ting role (light color), b) stiffening by combining thin overlays of composite with a polymer
matrix reinforced by glass or carbon fibers that are oriented along the principal stress trajec-
tories, c) the positions of the brace overlays are shown in a cross-section; dashed lines indica-
te the orientation of reinforcement fiDers..........cocveueeeeeeveencincnenenenenrrece e 28

Figure 3.1. Proposed algorithm to evaluate the secondary healing of a bone fracture............. 33

Figure 3.2. Scheme of the 2D model used for the analyses: 1 - bone shaft; 2 - callus;
3 = DOMNE MATTOW ..ottt st

Figure 3.3. Finite element mesh on the example of the a0d2.5 model

Figure 3.4. Boundary conditions for phase II: a) site of mesenchymal cell concentration;

b) support and axial fOTCE .......c.vwuemrimrieieircirereirereirei sttt 36
Figure 3.5. Change in the percentage of MSC in callus within 7 weeks for a fracture

with an angle of: @) 0% b) 15% €) 30% d) 45°....cmeerrrererrereernenereneinenerisesensesseneseesessesssessenss 38
Figure 3.6. Change in Young’s modulus of the callus during phase II and III

of bone fracture healing for a fracture with an angle: a) 0% b) 15% ...c.cccoeveverereercenerrcrrerrerrenenn. 39
Figure 3.6. Change in Young’s modulus of the callus during phase II and III

of bone fracture healing for a fracture with an angle: ¢) 30°% d) 45° ......cccoeverevereereercrrernerrernenne 40
Figure 3.7. Days to transition from phase II to phase III for each type of fracture................... 40
Figure 4.1. Box and whisker plot for age values and BMI for groups 1 and 2........ccccceeuveureuncen. 48
Figure 5.1. Example of the structural model adapted on the Ossur Cheetah

knee MeChaniSIM [19] .....cceiiieieieeeeiece ettt bbb ae bbb bbb sesas s nsnanens 57
Figure 5.2. Scheme of the analytical model of the articulated

quadrilateral Mechanism [21] ..ottt sese s ses st seaees 60
Figure 5.3. Angular changes chart (a) together with the trajectory

of Cheetah mechanism segments (b) [19] .....ccceeueuneuriniererreeeeenernerernernersessesseseeseesenessesessesenne 61
Figure 5.4. Trajectory of ICR - analytical method ..., 62
Figure 5.5. Trajectory of ICR - graphical method..........ccceceveueecrcrncrncininincreeeceeeeerenenenne 63
Figure 5.6. Comparison of ICR trajectories of all mechanisms — analytical method............... 63

194



Figure 5.7 Comparison of the trajectory of the instantaneous centre of rotation (ICR)

of analysed knee mechanisms, using the analytical method. A - increased support stability;

B - decreased energy consumption when having to keep the knee straight while pla-

cing the foot on the ground, increased stump lever - greater control over the movement

of the prosthesis; C — decreased energy consumption during flexion at the start

OF T GAIL CYCLE vttt e e st eae 64

Figure 5.8. Comparison of stability — energy consumMption ...........c.c.eceeeeeeerermecereerereecuneesensecnnes 65

Figure 6.1. Example of examining the patient’s deviation in directions forward-backward
and medium-lateral without biofeedback before and after the therapy........ccoocovevevercrcnenece. 76

Figure 6.2. Example of examining patient’s deviation in directions forward-backward
and medium-lateral with biofeedback before and after the therapy.......ccccocvevevenenencncncnnce. 77

Figure 6.3. Example of stabilometry test: a) without biofeedback (red color - open eyes,
green color - closed eyes); b) with biofeedback..........ccocviuiviiiniiiics 78

Figure 6.4. Results of exemplary examination collective deviations in directions
forward-backward and medium-lateral, perimeter of the trace and ellipse area achieved
during Centre of Foot Pressure measurement without biofeedback before

and after the therapy ... 79

Figure 6.5. Results of exemplary examination collective deviations in directions
forward-backward and medium-lateral, perimeter of the trace and ellipse
area achieved during Centre of Foot Pressure measurement with biofeedback before

and after the therapy ... e sse s 80
Figure 7.1 LOCAtION Of SENSOLS.......cceueuirreirerieierieereeseneesessensessessessessesesseseesesesesessessesesessessesesss 87
Figure 7.2. Vertical component of the ground reaction force for a healthy person.................. 88

Figure 7.3. The vertical component of the ground reaction force
for an ill person with second-degree Hoehn-Yahr scale.........c.cccovuueeerererccnernerencnereenererecenens 89

Figure 7.4. The vertical component of the ground reaction force
for an ill person with third-degree Hoehn-Yahr scale .........coocveureurerececencrnernernernenenneeneeneenennne 89

Figure 7.5. Course of pressure forces on each sensor for three analyzed people
(green — healthy person, blue - person with second stage of disease,
yellow — person with third stage of disease according to Hoehn-Yahr scale) ........ccocooeuveuevuncee 92

Figure 8.1. Assignment of keys to the hand the key was pressed with [11].......ccccccccveunennncee. 101

Figure 8.2. Time dependencies of parameters describing the way of typing
on a computer KeYDoard [11] ....c.ceceucecereereeeicicieeeieeerersesseaseseeeensessensessessessessessessesssssessenses 101

Figure 8.3. Plots of the mean duration of button hold time for the a) non-affected hand
b) affected hand (in the case of healthy people, the left and the right hand respectively).....103

Figure 8.4. Plots of the mean duration of latency for the a) non-affected hand b) affected
hand (in the case of healthy people, the left and the right hand respectively) ..........ccccccceu.... 104

Figure 8.5. Plots of the mean duration of flight time for the a) non-affected hand
b) affected hand (in the case of healthy people, the left and the right hand respectively)..... 104

Figure 9.1. Log-log F (s) plots as a function of segment size s for 6 exemplary g values....... 111

Figure 9.2. Log-log F,(s) plots as a function of segment size s for 6 exemplary g values...... 112

195



Figure 9.3. Graphs obtained during the MFDFA for a) group A, b) group B, ¢) group K

by day. From the left there are log-log F, (s) plots as a function of the segment size s

for 6 exemplary g values, the middle plot of the scaling exponent /(qg) as a function of g,

and the inset displays the multifractal scaling exponent t(gq), on the right the spectrum

the singularity D(a) over the singularity Strength o........cccocvcueiuneevcenencrnineeneeeseeceseseneeene 114

Figure 9.4. Graphs obtained during the MFDFA for a) group A, b) group B, ¢) group K at
night. From the left there are log-log F (s) plots as a function of the segment size s

for 6 exemplary g values, the middle plot of the scaling exponent h(q) as a function of g,
and the inset displays the multifractal scaling exponent t(g), on the right the spectrum

the singularity D(a) over the singularity strength Q. .....cocoeveereereeeeeereecenenenenereseeeeeenennns 115
Figure 9.5. The h(1) parameter results between groups measured at night

(letters a, b indicate hOMOZENEOUS GLOUPS).....cuurumrurmirmeerirereieirreneeemeeeesenersesssesenssssesenseses 117
Figure 9.6. The h(2) parameter results between groups measured at night

(letters a, b indicate homOgeNeouSs GrOUPS).......ccveuererererrieeeeeeneeeerererrersersessessesesesensensessenne 117
Figure 9.7. Summary of singularity spectra D(a) over the singularity strength o

for individual groups with a distinction for day and night ..........cccccocvenenenenenereveicncncncnns 118
Figure 10.1. Rules significant in their support, confidence and lift values............cccccoveuueuencee. 135

Figure 11.1. Comparison of a traditional approach and technology tree approach
of a simulated semester of @ COLlee COUTSE .......c.ovummmrimrirnirnieerereerenrererretsessese s nsensennes 146

Figure 11.2. Technology tree as an example based on the approach
of making challah Bread........ccocvreincireineiecccrcnereeret ettt sessessesesasesessessesns

Figure 12.1. pH changes of the composites as a function of time

Figure 12.2. Plots of the specimens mass variation with time of conditioning in the 0.9%

NACT SOIULION ...t 159
Figure 12.3. Plots of electrical conductivity vs time of the tested composite samples ........... 160
Figure 12.4. Typical tensile strength curves of three tested composite specimens................. 161
Figure 13.1. Scheme of FDM teChnique.......cceuveueureereereereineeneeeeeeeeieeneeseesessessessesseseesessesesennes 166

Figure 13.2. ROP schemes: a - cationic polymerization, b - cationic polymerization
with activated monomer, ¢ — anionic polymerization ................................................................ 168

Figure 13.3. Scheme Of SilSeSQUIOXANE .......cuvurueucecereirerrerretreeseeeeenseneeseesessensessesseseesesesessessennes
Figure 13.4. Chemical structure of PMDS
Figure 13.5. Chemical formula of (SS-50D-3TMOS) - M1

Figure 13.6. Chemical formula of TMDS-20D — M2.......ccccocoveuorimmunceniuneeneninereesiesesessssesenseens 172
Figure 13.7. Results from the three-point bending test..........cccoeeureenernerrerrererereeeeeerersennenn 174
Figure 13.8. Results of uniaxial static StretChing........cocveveureeeeeeeeeineenenenerereseeeeeeeeeeeseeneens 175
Figure 13.9. Elongation at tensile strength - left, Charpy Impact — right. .......cccccoverveceverrenucce. 176

Figure 14.1. Phase structure of sinters with the composition Fe-18% Cr-12% Mn
obtained from elemental powders or manganese nitride MS in various
protective atmosphere, pressed and sintered at T'= 1200°C, atm. Nitrogen .........cccccceecurennee. 184

196



Figure 14.2. Microstructure of: a) 122Mn-E-N, sample, b) 12Mn-MnN-N, 185
Figure 14.3. Dependence of relative density on hardness HV ; of sintered materials ........... 186
Figure 14.4. Dependence of grain size and microhardness of sintered materials .................. 186

Figure 14.5. a) E,, corrosion potential changes over time, recorded with
an open circuit without external polarization, b) potentiodynamic curves
of the 12Mn-E-N, and 12Mn-Mn,N-N, SAMPLES .......cceeuuriurirnririneiciriiiciniseiesniseisesissieens 187

197



Politechnika
Biatostocka



	Table 3.1. Designations of the analyzed models
	Table 3.2. Initial material properties in phase II [26]
	Table 4.1. Classification of cases of hypermobility spectrum disorders
	Table 4.2. Analysis of individual movements of the Sachse test in group 1
	Table 4.3. Analysis of individual movements of the Sachse test in group 2
	Table 4.4. Analysis of individual movements of the Beighton score in group 1
	Table 4.5. Analysis of the individual movements of the Beighton score in group 2
	Table 4.6. Brighton Criteria
	Table 5.1. A list of analysed knee mechanisms with basic technical data
	Table 5.2. Angular values of linkages and coordinates of the ICR
	Table 5.3. Summary of mechanisms with comparative scoring
	Table 7.1. Data of the people analyzed
	Table 7.2. Analysis for maximum and local minimum values of the vertical component of the ground reaction force 
	Table 7.3. Statistical analysis for the maximum and local minimum of the vertical component of the ground reaction force for healthy and ill people with different degrees of disease – left foot
	Table 7.4. Scheffe test – left foot
	Table 7.5. Statistical analysis for the maximum and local minimum of the vertical component of the ground reaction force for healthy and ill people with different degrees of disease – right foot
	Table 7.6. Scheffe test – right foot
	Table. 7.7. Statistical significance of pressure force values for individual sensors
	Table 7.8. First sensor – highest values
	Table 7.9. First sensor – average values
	Table 7.10. Second sensor – highest values
	Table 7.11. Second sensor – average values
	Table 7.12. Fifth sensor – highest values
	Table 7.13. Sixth sensor – highest values
	Table 8.1. Number of participants and sheets (one sheet consisted of the results obtained by one participant on one survey day) used for the analysis
	Table 8.2. Results of the Kruskal-Wallis test for group comparisons
	Table 8.3. Results of multiple comparisons test for button hold time for the affected hand (Zdr – healthy person, LBD – person with mild Parkinson’s disease without tremors, ŚBD – person with medium Parkinson’s disease without tremors, LD – person with mi
	Table 9.1. Multifractal analysis parameters between groups – day
	Table 9.2. Multifractal analysis parameters between groups – night
	Table 9.3. Analysis of day-night signal statistically significant changes – group A
	Table 9.4. Analysis of day-night signal statistically significant changes – group B
	Table 9.5. Analysis of day-night signal statistically significant changes – group K
	Table 10.1. Attributes and their values
	Table 10.2. Association rules for minimum support of 70% and minimum confidence of 90%
	Table 10.3. Association rules for minimum support of 65% and minimum confidence of 90%
	Table 10.4. Comparison of classification results
	Table 10.5. Class association rules (CAR)
	Table 10.6. Classification of breast cancer diagnostic attributes in terms of importance in diagnosis
	Table 12.1. Comparison of initial and final hardness values of PLA composite samples
	Table 12.2. Summarized averaged tensile properties of the PLA based specimens
	Table 13.1. 3D printing parameters
	Table 13.2. DLS analysis
	Table 14.1. The density and porosity of the sinters
	Table 14.2. Grain size of selected materials
	Table 14.3. Chemical composition of the samples obtained. The results were obtained from a LECO spectrometer and SEM-EDS analysis
	Table 14.4. Basic parameters of the corrosion process: Ecor – corrosion potential, Rp – polarization resistance, Icor – corrosion current density
	Figure 1.1. The implant cup (a) and plate (b) by ZIMMER BIOMET [11]
	Figure 1.2. OrthoTiN implant cup (a) and plate (b)[12]
	Figure 1.3. The implant cup (a) and plate (b) by Próteses Customizadas De ATM [13]
	Figure 1.4. Model of (a) the jaw and (b) the skull 
	Figure 1.5. Designing an individual implant of the temporomandibular joint: (a) determining the boundary of the implant, (b) fitting the implant, (c) implant with the mapped geometry
	Figure 1.6. Boundary conditions for the implant model of the condylar plate 
	Figure 1.7. Readings of the resulting stresses for the condylar plate in the test with the force loading the implant at an angle of (a) 5°
	Figure 1.7. Readings of the resulting stresses for the condylar plate in the test with the force loading the implant at an angle of (b) 10°, (c) 15°
	Figure 2.1. Flow chart of the conducted scientific research
	Figure 2.2. Boston brace – illustration of left thoracic-lumbar arch with simplified correction scheme (front view). Forces exerted by the brace: F1 and F2 – forces acting on the thorax, 
F3 – force applied to the pelvis
	Figure 2.3. Brace test stand: 1 – laser, 2 – optical elements/optical set (beam splitter, lenses, polarizers), 3 – bench, 4 – digital camera (CMOS), 5 – beam splitter with matte element, 6 – tested object, 7 – holder for brace fastening and tightening, 8 
	Figure 2.4 Reverse engineering – the process of turning a real object into a computer model of an orthopedic brace: a) the brace that is ready to be scanned: 1 – stiffening the brace by fastening, 2 – the orthosis’ matted exterior layer, 3 – markers of re
	Figure 2.5. Numerical brace model: a) tetrahedral finite element mesh generated, b) boundary conditions on the imported geometric model (NURBS): A – preliminary force applied to orthosis, B and C – fixed supports, E – additional force applied after the br
	Figure 2.6. Displacement distribution results in the Z direction: a) displacement distribution yielded by FEM numerical analysis, b) displacement distribution yielded by ESPI measurements: n = 0, 1,..., 6 are the numbers of successive interference orders 
	Figure 2.7. Brace view with von Mises stress values: a) external view of the front, b) front view from the inside
	Figure 2.8. Principal tensile stresses σ1 (red) and compressive stresses σ3 (blue) distribution in the area of front wall of the brace’s marked: a) area of the brace’s front wall, b) stress distribution on the marked area’s exterior surface, c) stress dis
	Figure 2.9. Principal tensile stress vector distribution with principal stress trajectories
	Figure 2.10. Stress distribution in the front wall of the brace in cross-section A-A (the interior side of the brace wall corresponds to the top side of the diagram): superposition of stresses caused by tension under force F and bending under moment M
	Figure 2.11. Boston brace: a) the area of the brace’s structure that is placing the biggest effort and performing a corrective function (dark color), and the remaining area, playing a supporting role (light color), b) stiffening by combining thin overlays
	Figure 3.1. Proposed algorithm to evaluate the secondary healing of a bone fracture
	Figure 3.2. Scheme of the 2D model used for the analyses: 1 – bone shaft; 2 – callus; 3 – bone marrow
	Figure 3.3. Finite element mesh on the example of the α0d2.5 model
	Figure 3.4. Boundary conditions for phase II: a) site of mesenchymal cell concentration; b) support and axial force
	Figure 3.5. Change in the percentage of MSC in callus within 7 weeks for a fracture with an angle of: a) 0°; b) 15°; c) 30°; d) 45°
	Figure 3.6. Change in Young’s modulus of the callus during phase II and III of bone fracture healing for a fracture with an angle: a) 0°; b) 15°
	Figure 3.6. Change in Young’s modulus of the callus during phase II and III of bone fracture healing for a fracture with an angle: c) 30°; d) 45°
	Figure 3.7. Days to transition from phase II to phase III for each type of fracture
	Figure 4.1. Box and whisker plot for age values and BMI for groups 1 and 2
	Figure 5.1. Example of the structural model adapted on the Össur Cheetah knee mechanism [19]
	Figure 5.2. Scheme of the analytical model of the articulated quadrilateral mechanism [21]
	Figure 5.3. Angular changes chart (a) together with the trajectory of Cheetah mechanism segments (b) [19]
	Figure 5.4. Trajectory of ICR – analytical method
	Figure 5.5. Trajectory of ICR – graphical method
	Figure 5.6. Comparison of ICR trajectories of all mechanisms – analytical method
	Figure 5.7 Comparison of the trajectory of the instantaneous centre of rotation (ICR) of analysed knee mechanisms, using the analytical method. A – increased support stability; B – decreased energy consumption when having to keep the knee straight while p
	Figure 5.8. Comparison of stability – energy consumption
	Figure 6.1. Example of examining the patient’s deviation in directions forward-backward and medium-lateral without biofeedback before and after the therapy
	Figure 6.2. Example of examining patient’s deviation in directions forward-backward and medium-lateral with biofeedback before and after the therapy
	Figure 6.3. Example of stabilometry test: a) without biofeedback (red color – open eyes, green color – closed eyes); b) with biofeedback
	Figure 6.4. Results of exemplary examination collective deviations in directions forward-backward and medium-lateral, perimeter of the trace and ellipse area achieved during Centre of Foot Pressure measurement without biofeedback before and after the ther
	Figure 6.5. Results of exemplary examination collective deviations in directions forward-backward and medium-lateral, perimeter of the trace and ellipse area achieved during Centre of Foot Pressure measurement with biofeedback before and after the therapy
	Figure 7.1 Location of sensors
	Figure 7.2. Vertical component of the ground reaction force for a healthy person
	Figure 7.3. The vertical component of the ground reaction force for an ill person with second-degree Hoehn-Yahr scale
	Figure 7.4. The vertical component of the ground reaction force for an ill person with third-degree Hoehn-Yahr scale
	Figure 7.5. Course of pressure forces on each sensor for three analyzed people (green – healthy person, blue – person with second stage of disease, yellow – person with third stage of disease according to Hoehn-Yahr scale)
	Figure 8.1. Assignment of keys to the hand the key was pressed with [11]
	Figure 8.2. Time dependencies of parameters describing the way of typing on a computer keyboard [11]
	Figure 8.3. Plots of the mean duration of button hold time for the a) non-affected hand 
b) affected hand (in the case of healthy people, the left and the right hand respectively)
	Figure 8.4. Plots of the mean duration of latency for the a) non-affected hand b) affected hand (in the case of healthy people, the left and the right hand respectively)
	Figure 8.5. Plots of the mean duration of flight time for the a) non-affected hand 
b) affected hand (in the case of healthy people, the left and the right hand respectively)
	Figure 9.1. Log-log Fq(s) plots as a function of segment size s for 6 exemplary q values
	Figure 9.2. Log-log Fq(s) plots as a function of segment size s for 6 exemplary q values
	Figure 9.3. Graphs obtained during the MFDFA for a) group A, b) group B, c) group K by day. From the left there are log-log Fq(s) plots as a function of the segment size s for 6 exemplary q values, the middle plot of the scaling exponent h(q) as a functio
	Figure 9.4. Graphs obtained during the MFDFA for a) group A, b) group B, c) group K at night. From the left there are log-log Fq(s) plots as a function of the segment size s for 6 exemplary q values, the middle plot of the scaling exponent h(q) as a funct
	Figure 9.5. The h(1) parameter results between groups measured at night (letters a, b indicate homogeneous groups)
	Figure 9.6. The h(2) parameter results between groups measured at night (letters a, b indicate homogeneous groups)
	Figure 9.7. Summary of singularity spectra D(α) over the singularity strength α for individual groups with a distinction for day and night
	Figure 10.1. Rules significant in their support, confidence and lift values
	Figure 11.1. Comparison of a traditional approach and technology tree approach of a simulated semester of a college course
	Figure 11.2. Technology tree as an example based on the approach of making challah bread
	Figure 12.1. pH changes of the composites as a function of time
	Figure 12.2. Plots of the specimens mass variation with time of conditioning in the 0.9% NaCl solution
	Figure 12.3. Plots of electrical conductivity vs time of the tested composite samples
	Figure 12.4. Typical tensile strength curves of three tested composite specimens
	Figure 13.1. Scheme of FDM technique
	Figure 13.2. ROP schemes: a – cationic polymerization, b – cationic polymerization with activated monomer, c – anionic polymerization
	Figure 13.3. Scheme of silsesquioxane
	Figure 13.4. Chemical structure of PMDS
	Figure 13.5. Chemical formula of (SS-5OD-3TMOS) – M1
	Figure 13.6. Chemical formula of TMDS-2OD – M2
	Figure 13.7. Results from the three-point bending test
	Figure 13.8. Results of uniaxial static stretching
	Figure 13.9. Elongation at tensile strength – left, Charpy Impact – right.
	Figure 14.1. Phase structure of sinters with the composition Fe-18% Cr-12% Mn obtained from elemental powders or manganese nitride MS in various protective atmosphere, pressed and sintered at T = 1200°C, atm. Nitrogen
	Figure 14.2. Microstructure of: a) 12Mn-E-N2 sample, b) 12Mn-Mn4N-N2
	Figure 14.3. Dependence of relative density on hardness HV10 of sintered materials 
	Figure 14.4. Dependence of grain size and microhardness of sintered materials 
	Figure 14.5. a) EOCP corrosion potential changes over time, recorded with an open circuit without external polarization, b) potentiodynamic curves of the 12Mn-E-N2 and 12Mn-Mn4N-N2 samples

