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Abstract: Modified LCD-based method was used to print three-dimensional (3D) elements. This innovative method combines printing  
the external shell and filling, thus obtaining mould by casting resin. In order to compare the properties of prints obtained with this method 
with the ones fabricated in a standard procedure, we conducted bending tests of vertically/horizontally printed and shell-printed cast 
specimens. The shell-cast samples showed higher flexural strength and larger values of apparent Young’s modulus. The presented results 
also concern the kinetics of curing samples obtained with different fabrication routes. 
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1. INTRODUCTION 

Stereolithography (SLA) is one of the methods of three-
dimensional (3D) printing that is based on a process of 
photopolymerisation (1). This method involves the use of a laser 
beam to cure a photopolymer liquid, layer by layer, into a solid 
object. The dimensional accuracy of elements printed with SLA is 
the main advantage of this method, and it is often used to create 
precise, intricate designs. However, a significant disadvantage of 
SLA is the poor mechanical properties of the product (2), which 
can be a major limitation in certain applications. SLA products 
have properties (3) that depend strongly on several factors such 
as the layer thickness, curing time during and post-curing time, 
printing temperature and fabrication orientation (4, 5). These 
factors can significantly affect the mechanical properties of the 
final product, such as its strength and durability. 3D printed 
elements, by definition, have layered structures and anisotropic 
properties along and across the layers, which means that the 
properties of the material vary in different directions. 

On one hand, cast elements have isotropic properties (6), 
which means that the properties of the material are consistent in 
all directions. In some applications, this makes casting an 
attractive alternative to 3D printing. However, comparing the two 
methods, one should also consider the required processing time. 
Printing with laser technology can take up to several dozen hours. 
In contrast, the use of LCD printers significantly reduces this time, 
but cannot be viewed as a fast fabrication route, especially in 
comparison with casting. On the other hand, casting needs to be 
proceeded by building the moulds, which might be time-
consuming and require additional fabrication capacity. 

Because of the above-given comments, we have put forward 
a hypothesis that an attractive alternative to 3D printing and 
casting can be a method combining these two. More precisely, we 
propose a two-step procedure: (a) printing of external shell of the 
element of interest and (b) casting resin to the thus printed 
shell/mould. This method allows for the creation of complex 
designs with high dimensional accuracy while also providing good 

mechanical properties. The results of experiments described in 
the following sections demonstrate this method’s advantages. 

2. MATERIALS AND EXPERIMENTAL DETAILS 

Elegoo Mars 2 desktop LCD-SLA printer was used as the 
primary equipment to fabricate the printed specimens in this 
study. This particular piece of equipment is quite popular among 
enthusiast-level customers, due to its ease of use and 
accessibility. LCD-SLA printers work by curing the resin layer 
using an LCD light source, illuminating the specimen cross-
section (7). In this specific study, the layers in the prints were set 
at a thickness of 0.05 mm, with a curing time of 2.5 s for each 
layer. 

The models for the specimens were designed using 
SolidWorks 2022® (Dassault Systèmes SolidWorks Corporation, 
USA) and then exported to a .stl file. Additional supports were 
added to the models using Formware 3D (Formware B.V. 
Amsterdam, Netherlands) to ensure the structural integrity of the 
printed specimens. The final step in the printing process involved 
slicing the files into G-code using CHITUBOX Software (CBD-
Tech, China). 

In this study, a transparent resin was used as it allows for the 
complete hardening of the resin. However, in order to conduct a 
thorough investigation, pigmented resins were also considered by 
incorporating black-coloured resin samples fabricated using the 
same printing parameters for comparison. The samples were 
cured for varying amounts of time, including 0 min, 2 min, 4 min, 8 
min and 16 min (8). The resin supplier’s data indicate that the 
tensile strength of the resin should be 23.4 MPa, with a Shore D 
hardness of 79. The recommended wavelength of curing light for 
this type of resin is 405 nm. 

The geometry of the samples used in this study is shown in 
Figs. 1–3. The specimens were also printed in both horizontal and 
vertical orientations in order to further evaluate the impact of the 
printing orientation on the final specimens. 
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Fig. 1. Geometry of samples used in a uniaxial tensile test 

 
Fig. 2. Specimens used for testing flexural strengthz 

In the case of print-cast samples, the resin was introduced 
into shells with a syringe. Special measures were taken to reduce 
the density of trapped air bubbles within the resin to mitigate their 
impact. 

In order to conduct the three-point bend test, the samples 
were fabricated by being cast into an intricately designed mould. 
This mould, constructed out of plexiglass material, was explicitly 
created to expose the resin to the curing machine’s light. In 
addition, the forms were tightly sealed using screw fastenings and 
plexiglass plates that were coated with multi-hydrocarbon sealant, 
ensuring a secure and reliable seal. A visual depiction of the 
casting sample preparation process is shown in Fig. 4. 

During the production of cast samples, we encountered a 
significant obstacle in the form of air bubbles in the resin. We had 
to devise a method to overcome this issue (9), and after much 

experimentation, we discovered that by reducing the pressure, we 
could effectively eliminate any air from the resin. To achieve this, 
we placed the moulds in a vacuum chamber (Fig. 5) during the 
pouring and hardening process, ensuring that the final product 
was free from any defects caused by air bubbles. 

 
Fig. 3. Shells for shell-cast specimens 

 
Fig. 4. Mould used for casting 

 
Fig. 5. Moulds with resin in a vacuum (de-gassed) chamber 
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Final curing was accomplished using Elegoo Mercury Plus 
Curing Station. The machine is equipped with sets of UV emitters. 
The light emitted by the light source is tuned to the wavelength 
required to cure this resin – 405 nm, and in addition, it has a set of 
UV-A emitting LEDs. The power of the light source, measured at 
the centre of the curing plate, was 220 W/m2. Since the light was 
obstructed during our studies by plexiglass and pre-cured resin, 
we measured the power provided to the resin at 180 W/m2 and 23 
W/m2, respectively. Based on the thermal imaging camera 
recordings, we obtained a temperature–time graph during the 
curing process, as shown in Fig. 6. 

 
Fig. 6. Temperature profile of the tested sample 

It can be noted that after 100 s, the sample reaches the 
maximum temperature of 140°C. It is much less than 180°C 
reported in “Mechanical property modelling of photosensitive liquid 
resin in SLA additive manufacturing: Bridging degree of cure with 
tensile strength and hardness. Materials & Design” (10). 
Nevertheless, the curing employed proved to provide sufficient 
strength to all samples. It should be noted that the temperature 
measurements in our case were performed on the surface of the 
specimen. This meant a 1 mm layer of pre-cured resin between 
the “heat source” and the sample’s surface. 

The tensile tests were performed on a Zwick/Roell Z010 (11) 
testing machine, following the procedure described by (12). 
Engineering stress–strain curves were analysed to determine 
maximum engineering stress, elastic limit and apparent Young’s 
modulus based on the trend of linear parts of the curves. Aramis 
3D 4M system was used to determine strain distributions along 
the gauge length of the specimens. The bending tests were 
carried out on the MTS Insight. 

3. RESULTS 

Results of the tensile tests are shown in Figs. 7 and 8 using 
the following description of the specimens: 

 FVS – vertical, 

 FHS – horizontal, 

 FHSS – horizontal supports, 

 FHBS – horizontal black. 
The results of the bending tests are presented in Fig. 9 in the 

form of a bar plot of maximum bending forces. As determined 
from the bending test, apparent Young’s modulus values are 

given in Fig. 10. As a test, we added two more cast samples with 
60 min- and 90-min curing times to see if further curing would 
affect performance. 

Results of the bending tests shown in Figs. 9 and 10 are using 
the following description of the specimens: 

 FVS – vertical, 

 FHS – horizontal, 

 SHELL – printed shell filled with resin, 

 CS – casted specimen. 

 
Fig. 7. Maximum engineering stress of the specimens 

 
Fig. 8. Apparent Young’s modulus 
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Fig. 9. Maximum bending forces of the studied specimens 

 
Fig. 10. Young’s modulus determined based on a bending test 

4. DISCUSSION 

The results obtained in this study provide useful insight into 
the properties of print-outs prepared with SLA LCD technology. 
However, we intend to focus the discussion on the properties of 
print-cast specimens, benchmarking them against the properties 
of the one obtained by printing/casting alone. In this context, 
bending tests have shown that the shell-cast samples have the 
highest flexural strength, 20% higher than the second-best result 
in our sample (vertical printed and cured for 16 min). 

However, tensile tests have shown that horizontally printed 
samples without supports have the highest tensile strength. For 
example, after curing it for 16 min, the FHBS sample increased its 
tensile strength by 53.7%. 

The results of our study indicate that cast specimens 
demonstrate the highest values of apparent Young’s modulus. In 
contrast, shell-cast specimens exhibit a 26.77% lower Young’s 
modulus in comparison to cast specimens. However, shell-cast 
specimens still display a 23.70% higher Young’s modulus than the 
next best result, which is a sample printed vertically and cured for 
8 min. Given that shell samples are easier to obtain than cast 
samples. 

For SLA printers using a laser to print, this shell method can 
significantly reduce the time to receive the print. Comparing the 
time of obtaining the best samples, i.e. cast and shell, for the 
exemplary curing time of 16 min, the shell sample looks much 
better. Obtaining a cast sample consists of the following process: 
cutting the mould from plexiglass, tightening the mould screws, 
pouring, and curing the resin, and removing the sample from the 
mould. The entire process of obtaining one sample takes an 
average of 90 min. When removing the sample, we had to be 
careful not to damage the sample because the resin was sticking 
to the mould. However, making a shell sample involves printing 
the shell, pouring it and curing it. The entire process for one 
sample takes an average of 45 min. 

A study conducted by Son et al. (12) explored a concept 
similar to our own, utilising ABS material for 3D-printed shells 
filled with epoxy resin. However, the study employed a different 
printing technique, FDM, and used a second material as a core 
cast. The scientists provided a detailed explanation of their multi-
step procedure, which encompassed printing, shell treatment to 
enhance optimal casting and specimen curing. Their findings 
revealed that their samples exhibited an increase in mechanical 
properties in comparison to regular prints obtained with FDM 
printers, and at a higher manufacturing rate. In our opinion, their 
findings further indicate the viability of our manufacturing method. 

Based on our observations, we have discovered a notable 
difference in the curing process for resin between moulds at the 
curing station and printed shell-cast samples. The reason for this 
discrepancy is likely due to the amount of energy delivered to the 
resin in each scenario. Specifically, while the energy delivered to 
print-cast samples is comparable to that of printed samples at 23 
W/m2 received from printer during manufacturing, cast samples 
inside a mould receive a significantly higher amount of energy, 
approximately eight times more. This ultimately leads to the 
entrapment of air bubbles within the resin. As part of our visual 
inspection process, we have rejected samples that exhibit 
excessive bubbles. 

It should be noted that samples printed in black resin had 
similar mechanical parameters to those fabricated with 
transparent resin. UV curing time impacts the mechanical 
properties of the samples made of the resin used in this study, in 
agreement with the findings of (2, 13, 14). Furthermore, our 
results show that the curing time should be optimised for various 
fabrication methods and considering the elements’ physical 
dimensions. 

5. CONCLUSIONS 

The findings of the study indicate that the combination 
of printing and casting presents a viable alternative to employing 
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either technique in isolation. The mechanical characteristics of 
shell-printed-core-cast elements are akin to those of conventional 
castings, and in some instances, even surpass those of SLA 
prints. This approach holds the potential to reduce printing 
duration, as well as eliminate the requirement for casting moulds, 
while additionally providing superior polymerisation conditions that 
are congruent with the designated curing parameters. 

However, it is important to note that to fully exploit this 
technology’s potential, the curing conditions need to be optimised, 
depending on the shape and size of the product. This is because 
the size and shape of the product can greatly impact the curing 
process and ultimately affect the mechanical properties of the final 
product. Additionally, it is worth noting that the curing time plays 
an important role in the mechanical properties of the samples and 
should be considered when choosing the appropriate curing 
conditions. 

In this research, we have gained valuable insights into the use 
of SLA LCD technology for printing purposes and the potential 
benefits of combining printing and casting techniques. This 
approach has demonstrated the ability to improve the mechanical 
properties of SLA prints while also reducing printing time, 
rendering it a suitable option for a range of applications. However, 
in order to optimise this approach, specific curing conditions must 
be tailored to the size and shape of the intended product. 
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Abstract: The article presents the results of experimental research and simulation analyses of the influence of slip velocity, normal  
pressures and vibration frequency on the effectiveness of friction force reduction carried out in sliding motion in the presence of forced  
tangential vibrations. In experimental studies, changes in the driving force were measured during the slip of the upper body  
over the vibrating lower body. The direction of these vibrations was parallel both to the contact plane and to the direction of movement  
of the shifted body. The simulation tests were carried out in the Matlab/Simulink environment through the use of numerical procedures  
that were specially created for this purpose. Dynamic friction models considering the tangential compliance of contact  
and the phenomenon of pre-sliding displacement were used for calculations. The paper presents the designated values of the so-called 
coefficient of average friction force reduction in sliding motion for the following friction pairs: steel C45–steel C45,  
steel C45–cast iron GGG40 and steel C45–polytetrafluoroethy-lene PTFE (Teflon). The results of numerical analyses were in good  
agreement with those of experimental tests. A significant dependence of the level of average friction force reduction on the frequency  
of forced vibrations, sliding velocity as well as the kind of sliding pair material, and normal pressures was shown. 

Key words: reduction of friction force, vibrations, experimental verification 

1. INTRODUCTION 

Due to the frequent need to minimise the force necessary to 
introduce a body into sliding motion and maintain this movement, 
the phenomenon of reducing the friction force has been and still is 
the subject of interest among scientists in many research centres 
around the world. The authors’ own studies [1–8] and the works of 
other authors [9–24] indicate that introducing the shifted body or 
the substrate on which the slip takes place into a vibrating motion 
in a direction tangential to the track can significantly reduce the 
driving force, Fd. This phenomenon is identified with the reduction 

of the average friction force, �̅�𝑓 [19]. The level of this reduction 

depends on many factors related to the vibration parameters, 
sliding velocity and magnitude of surface pressures, as well as the 
kind of material and the microgeometry of contact surfaces of 
elements forming the sliding pair. 

The direction of these vibrations in relation to the direction of 
slip is also an important factor, responsible for influencing to a 
large extent the effectiveness of the friction force reduction in the 
presence of forced vibrations. Different mechanisms of friction 
force reduction occur for vibrations normal to the contact plane 
[20, 24–31], and the ones occurring for tangential vibrations are 
different [1–24]. There are also two different friction force reduc-
tion mechanisms within tangential vibrations. Different for longitu-
dinal vibrations – consistent with the direction of slip [2, 4–24], and 
different for transverse vibrations – perpendicular to this direction 
[1–3, 12, 19–24]. 

A condensed review of experimental works and model analy-
ses related to the impact of tangential vibrations on friction pro-
cesses in sliding motion is presented in the work of Shao et al. 
[25], as well as in several previous works of the authors of the 
present study [1–8]. This review shows that the greatest effective-
ness of friction force reduction in tangential vibrations is possible 
when the direction of these vibrations is consistent with the direc-
tion of the macroscopic movement of the body being moved, i.e. 
in the case of longitudinal tangential vibrations. However, for the 
reduction of the friction force during longitudinal vibrations to 
occur, the amplitude of the vibration velocity va must be greater 
than the sliding velocity vd. If this condition is not met, the reduc-
tion of the friction force will not occur during longitudinal vibra-
tions. 

It should be emphasised that, according to the results of the 
analyses presented in the study of Gutowski and Leus [4], reduc-
tion of the driving force in the sliding motion in the presence of 
tangential longitudinal vibrations, identified with the reduction of 
the average friction force, may occur both with temporary changes 
in the sign of the friction force and without such changes. 

The fulfilment of the condition va > vd and the knowledge of 
the ratio va/vd are not, however, tantamount to determining the 
level of friction force reduction under the influence of vibrations. In 
harmonic motion, the amplitude va of vibration velocity is a func-
tion of two independent vibration parameters, which determine the 
level of friction force reduction. It is a function of both the frequen-
cy f of the vibrations and the amplitude uo of their displacements. 
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Thus, the reduction level cannot be unequivocally determined 
only on the basis of the value of vibration velocity amplitude since 
the same value of this parameter can be obtained at different 
values of frequency and amplitude of vibrations. Hence, an im-
portant information in the studies of sliding motion in the presence 
of forced longitudinal tangential vibrations is not only the 
knowledge of the individual influence that each of these vibration 
parameters exert on the level of friction force reduction but also 
the knowledge of their cumulative influence on this reduction. It 
shows that, in all analyses of the impact of vibrations on the fric-
tion force in sliding motion and in particular when using these 
vibrations to control the friction force on the contact surfaces of 
the friction pair, both vibration parameters uo and f must be con-
sidered. Maintaining the amplitude va of vibration velocity at a 
constant level does not mean the maintenance of a constant level 
of friction force reduction. 

The available literature lacks both model and experimental 
analyses illustrating this very important, especially due to the 
possibility of practical use, impact of the simultaneous change of 
both vibration parameters, i.e. their frequency f and displacement 
amplitude uo, on the level of friction force reduction in sliding 
motion. Hence, the purpose of this work was to fill this prevalent 
gap in the existing literature. 

This work considers the experimental and numerical analyses 
of the influence of the sliding velocity, normal pressures and the 
frequency of forced vibrations on the effectiveness of friction force 
reduction in sliding motion performed in the presence of longitudi-
nal tangential vibrations. Simulation studies of the friction force 
reduction as a function of these parameters were carried out in 
the Matlab/Simulink environment, using the computational model 
described in detail in the study of Gutowski and Leus [4]. Two 
relatively simple, dynamic friction models were used there to 
describe the friction force: the Dahl model [32, 33] and the elasto-
plastic model [34, 35]. In the Dahl model, it is assumed that the 
contact deformations in the tangential direction are elastoplastic 
already from the initial load phase. In the second of these adopted 
friction models, there is a pure-elastic phase before the elasto-
plastic deformation phase. In these models, the friction force Ff is 
a function of contact tangential stiffness, the measure of which is 
the coefficient kt, and depends on the magnitude of the elastic 

deformation s of the contact area (𝐹𝑓 = 𝑘𝑡 ∙ 𝑠) [32–35]. It is 

evident that assuming the wrong value of the coefficient kt will 
lead to incorrect determination of the level of friction force reduc-
tion. The values of this coefficient, for a given set of contact joints 
of sliding pairs tested in this paper, were determined experimen-
tally from the compliance characteristics of these joints plotted in 

the tangential direction. The appropriate tests were carried out on 
the tests stand described in the study of Leus and Gutowski [36].  

The experimental tests of the friction force reduction as a 
function of the frequency of forced vibrations, sliding velocity and 
normal pressures presented in this article were carried out, in turn, 
on the test stand described in work [2].  

The present study provides the experimentally and numerical-
ly determined values of the coefficient of average friction force 
reduction at a fixed amplitude uo of vibrations (uo = const) and 
changing values of the frequency f of these vibrations, for different 
drive velocities vd and strictly defined normal pressures p. Experi-
mental and simulation tests were carried out for three sliding 
pairs, namely steel C45–steel C45, steel C45–cast iron GGG40 
and steel C45–polytetrafluoroethylene PTFE (Teflon). 

Introducing vibrations of a set amplitude and frequency into 
the contact area of the shifted body and the ground is not always 
possible due to hardware limitations, such as limited power of the 
vibration exciter, and often, it may even be unacceptable because 
of the resonance phenomenon. Hence, the paper also presents 
the results of model and experimental analyses of changes in the 
level of friction force reduction under the influence of vibrations, 
with simultaneous modification of both the frequency f and the 
amplitude uo of vibrations. These changes in the values of vibra-
tion parameters were made in such a way that the ability to re-
duce the friction force by means of introduced longitudinal vibra-
tions is maintained, resulting from the necessary fulfilment of the 
condition va > vd. These tests were carried out at a fixed value of 
the velocity amplitude va = const, meeting this condition.  

2. EXPERIMENTAL INVESTIGATIONS 

The experimental tests were carried out on the test stand that 
is shown in Fig. 1. A complete description of this test stand is 
included in the study of Gutowski and Leus [2]. Its main part is a 
sliding pair consisting of specially designed specimens: upper A 
and lower B. During tests, the upper specimen is shifted with a set 
velocity over the lower specimen by means of a drive system 
consisting of a stepper motor with a gear, a linear guide and a 
driver. In the initial stage of this shift, the lower specimen is fixed, 
and then, while the upper specimen is moving, it is set into vibra-
tion motion generated by a piezoelectric vibration actuator. At the 
final stage of the test, the vibration generator is turned off, and the 
upper sample is moved again over the stationary lower specimen. 
Each experimental test at each measurement point was repeated 
thrice. 

 

Fig. 1. Test stand: (a) photo of the mechanical part of the stand prepared for testing and (b) block diagram of the measurement and data handling system
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The tests were carried out with harmonic forcing of the lower 
specimen. Its displacement was described by the relationship: 

𝑢 = 𝑢𝑜sin(𝜔𝑡) (1) 

where uo is vibration amplitude,  is angular frequency of vibra-
tions (𝜔 = 2𝜋𝑓) and f is vibration frequency. 

The vibration velocity of the lower specimen was given by the 
following expression: 

�̇� = 𝑣𝑎cos(𝜔𝑡) (2) 

where va is an amplitude of vibration velocity. It is a function of 
both the frequency f and the amplitude uo of the vibrations: 

𝑣𝑎 = 𝑢𝑜𝜔 = 2𝜋𝑓𝑢𝑜 (3) 

During the tests, throughout the shift of the upper specimen, 
the drive force necessary at first to set this specimen into sliding 
motion, and then to maintain this motion, was measured. This 
force was measured with a special ring dynamometer D (Fig. 1) 
placed between the upper specimen and the driver. The values 
set during the measurement were drive velocity vd, frequency f 
and amplitude uo of forced vibrations and surface pressures p. For 
control purposes, during each measurement, the acceleration of 
the lower specimen was also registered with the use of miniature 
acceleration sensors such as M352C65 type ICP (manufactured 
by PCB). 

The contact pressure p, normal to the contact surface, is the 
result of the self-weight of the upper sample with an additional 
load of m1 = 1 kg attached to it and the external force Fz applied to 
this sample centrally in the vertical direction, in concomitance with 

the use of a lever containing sliding weights for string loading [6]. 
Such a system allows us to obtain normal pressures on the con-
tact surface of the friction pair starting from pmin = 0.00544 N/mm2 
up to pmax = 0.120 N/mm2. The contact pressure, during the slid-
ing/vibration interactions, was controlled continuously by means of 
a force gauge placed on the vertical string, connecting the sliding 
sample with the lever with sliding weights. 

The surface roughness of the specimens, forming the tested 
contact joints (Fig. 2a–c), was measured with a profilometer (Mi-
tutoyo Surftest SJ-210) (Fig. 2d). Tab. 1 shows the measured Ra 
values of the upper and lower specimens. Each of the values 
given in this table is an average of six surface roughness mea-
surements carried out in different places of the contact surface. All 
measurements were performed in the direction of the slip.  

Tab. 1. Ra parameters of sliding pair samples 

Sample Material 
Ra [m] 

Mean Stand. dev. 

Upper Steel C45 0.44 0.038 

Lower 

Steel C45 1.35 0.095 

Cast iron GGG40 1.14 0.099 

PTFE 2.05 0.246 

PTFE, polytetrafluoroethylene 
 
Experimental tests were carried out in normal room conditions 

at temperatures ranging from 22° to 26°C. Ambient humidity was 
not measured. 

 
Fig. 2. Photos of specimens prepared for testing and roughness measurement stand: (a) steel–steel, (b) steel–cast iron, (c) steel–PTFE  

and (d) profilometer Mitutoyo Surftest SJ-210  

For each sliding pair, during the measurements, the change in 
the driving force Fd was measured as a function of the vibration 

frequency f at the determined amplitude uo = 0.1 m. The tests 
were carried out at five different frequencies f of forced vibrations, 
namely 1 kHz, 2 kHz, 3 kHz, 4 kHz and 5 kHz, with vibration 
velocity amplitudes of va = 0.628 mm/s, 1.256 mm/s, 1.884 mm/s, 
2.513 mm/s and 3.141 mm/s, respectively; and for four drive 
velocities, vd = 0.2 mm/s, 0.5 mm/s, 1 mm/s and 2 mm/s. These 
measurements were performed for three selected values of nor-
mal pressures: p = 0.022 N/mm2, 0.063 N/mm2 and 0.104 N/mm2. 
Examples of test results in the form of drive force plots for the 
analysed friction pairs at vd = 0.5 mm/s and p = 0.063 N/mm2 are 
shown in Fig. 3. 

The comparison of the driving force runs shown in Figure 3 
indicates that, in all the presented cases, the introduction of longi-
tudinal vibrations into the contact area of the friction pair resulted 
in a decrease in the driving force necessary to maintain the sliding 
movement of the upper sample. The higher the frequency f of the 
forced vibrations, the greater was the magnitude of this reduction, 
which means that it increased with the increase of the amplitude 
of the vibration velocity va, because with a fixed displacement 
amplitude uo, the increase in the frequency of vibrations causes a 
corresponding increase in the amplitude of the vibration velocity. 
From the runs shown in Fig. 3, it can also be seen that the level of 
this reduction depends on the type of friction pair, and it was the 
lowest in the case of the steel C45–PTFE pair. 

https://www.e-darmet.pl/profilomierz-przenosny-miernik-chropowatosci-mitutoyo-sj-210-id-57537.html
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It should be emphasised that in any tests carried out with 
forced vibrations of the ground with amplitudes of velocity va lower 
than the drive velocity vd, there was no reduction of the driving 
force. 

 
Fig. 3. Variability of the driving force Fd in relation to frequency f at fixed 

amplitude uo of vibration: (a) steel–steel, (b) steel–cast iron and 

(c) steel–PTFE; p = 0.063 N/mm2, vd = 0.5 mm/s, uo = 0.1 m 

3. SIMULATION ANALYSES AND THEIR EXPERIMENTAL 
VERIFICATION 

Numerical studies were carried out using the model developed 
to analyse the effect of longitudinal tangential vibrations on the 
friction force in sliding motion, as described in detail in the study of 
Gutowski and Leus [4]. This model is based on the dynamic equa-
tion of motion of a body sliding over the ground, which is intro-
duced into vibrations in a strictly defined direction, i.e. a direction 
parallel to both the contact plane and the direction of the sliding 
body motion. To describe the friction force, dynamic friction mo-

dels such as the Dahl model [32, 33] and the elastoplastic [34, 35] 
model were adopted. The simulation tests were carried out in the 
Matlab/Simulink environment in accordance with the calculation 
algorithm presented in Fig. 4. 

The main purpose of the model simulation analyses was, as in 
the experimental studies, to examine the impact of the frequency 
of tangential longitudinal vibrations, as well as the sliding speed 
and surface pressures, on the level of friction force reduction in 
sliding motion. The comparison of the obtained results of model 
analyses with the results of experimental tests also allowed us to 
assess the correctness of the developed calculation procedures. 

The analyses were carried out at the forced vibration frequen-
cies f of the lower specimen ranging from 0 kHz to 6 kHz. The 
drive velocity vd and normal pressures p in the contact area of the 
upper and lower specimens were identical to those in the experi-
mental tests. The value of the contact stiffness coefficient kt of the 
analysed sliding pair contact, at given pressure p, was determined 
based on curves kt = f(p) described by equations given in Tab. 2. 
These relationships were determined experimentally for the tested 
sliding pairs in the range of normal pressures from p = 0.014 
N/mm2 to p = 0.112 N/mm2, in accordance with the procedures 
presented in the study of Leus and Gutowski [36]. 

Tab. 2. Regression equations and the values of curves kt = f(p)  
correlation coefficient R2 for given sliding pairs 

Sliding pair 
Regression equation, 

kt = f(p) 

Correlation 
coefficient 

R2 

C45–C45 kt = 917.36p2 + 289.22p + 55.663 0.9899 

C45–GGG40 kt = 4089.9p2 + 186.42p + 44.116 0.9955 

C45–PTFE kt = 57.381p2 + 46.7p + 2.1792 0.9891 

 
Values of contact stiffness coefficients kt of tested sliding pairs 

at normal pressures at which the simulation analyses have been 
performed are given in Table 3. 

Tab. 3. Values of contact stiffness coefficients kt of sliding pair contact  
at normal pressures p assumed in performed tests  

Sliding pair 

kt [N/m] 

p = 0.022 
[N/mm2] 

p = 0.063 
[N/mm2] 

p = 0.112 
[N/mm2] 

C45–C45 62.47 77.52 95.66 

C45–GGG40 50.20 72.15 107.74 

C45–PTFE 3.18 4.89 6.42 

 

 
 

Fig. 4. Algorithm for calculating the friction force in sliding motion at longitudinal vibrations 
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In the simulation analyses, it was assumed that the stiffness of 

the drive system was kd = 0.92 N/m. This value was determined 
experimentally on the test stand as described in the study of Leus 
[5]. Moreover, it was assumed that the damping of the drive was 
negligible. Such an assumption was made because there were no 
sliding joints between the driver and the movable upper sample, in 
which the vibration energy could be dissipated, and all drive ele-
ments between the driver and this sample were steel elements 
with very low material damping. It was therefore assumed that the 
drive damping coefficient was hd = 0.  

It was also assumed that the mass of the sliding upper steel 
sample together with the additional weight attached to it was 
m = 1.665 kg and that the coefficients of friction of the tested 

sliding pairs were 1 = 0.193, 2 = 0.176 and 3 = 0.071, for the 
steel–steel pair, steel–cast iron pair and steel–PTFE pair, respec-
tively. These values were determined on the same test stand on 
which the experimental tests of friction force reduction under the 
influence of vibrations, described in this paper, were carried out. 

In the conducted simulation analyses, at each measurement 
point, the calculations were started with the upper sample immo-
bile and the ground immobilised. Therefore, it was assumed that 
at the initial moment for the sliding sample, xo = 0 and �̇� = 0, and 
the amplitude of the ground vibrations at the initial moment was 
uo = 0. The vibrations of the ground were excited for some time 
after the start of the sliding movement of the upper sample. In the 
simulation analyses described in the paper, this time was t = 0.04 
s. The friction pair materials used in the experimental tests and 
adopted in the numerical analyses, such as C45 steel, GGG40 
cast iron and PTFE, can be classified as ductile materials. There-

fore, the shape factor  in the Dahl model and in the elastoplastic 
model for these materials, according to the data contained in the 

study of Dahl [33], must meet the condition  ≥ 1. In this paper, in 

simulation analyses, the value  = 1 was assumed. 
To evaluate the effectiveness of the friction force reduction, 

the dimensionless value of parameter  was adopted and de-
scribed by the following relationship: 

𝜌 =
𝐹𝑓

𝐹𝐶
 (4) 

where �̅�𝑓 is an average friction force in the contact of a given 

friction pair during one period of vibrations, corresponding to the 
value of drive force Fd necessary to introduce the body into sliding 
motion and maintain this motion, with set vibration parameters f 
and uo, drive velocity vd and normal pressures p, while FC is the 
Coulomb friction force, i.e. the friction force without vibrations. 

The average value �̅�𝑓 of the friction force during one vibra-

tions period T can be determined in numerical analyses from the 
following relationship: 

�̅�𝑓 =
1

𝑛
∑ 𝐹𝑓(𝑡 + 𝑖∆𝑡)𝑛

𝑖=1  (5) 

where n is the number of time steps t into which one period T of 
vibrations was divided. 

The value  = 1 means no reduction of friction force, while 

when  < 1, the reduction takes place. The smaller the value of 

parameter , the greater the reduction of friction force. 
Figs. 5 and 6 summarise the results of simulation studies and 

the corresponding results of experimental tests in the form of 
collective diagrams. These figures present plots of variations of 

the parameter as a function of forced vibrations frequency f for 
four fixed drive velocities, namely 0.2 mm/s, 0.5 mm/s, 1 mm/s 

and 2 mm/s. Numerical waveforms are marked with lines, while 
the results of experimental tests are marked with points. Fig. 5 
presents the results obtained for the sliding steel–steel pair for 
three values of normal pressures, namely p = 0.022 N/mm2, 0.063 
N/mm2 and 0.104 N/mm2, while the results presented in Fig. 6 
pertain to the analyses carried out for the sliding steel–cast iron 
pair (Fig. 6a) and the steel–PTFE pair (Fig. 6b). These analyses 
were performed at normal pressures, p = 0.063 N/mm2. 

The graphs presented in Figs. 5 and 6 show the average va-
lues of three measurement results together with marked standard 
deviations. It should be emphasised that very good repeatability of 
the results was obtained in subsequent repetitions. This is evi-
denced by the value of standard deviations, which for the most 
part did not exceed the level of 4% of the average value deter-
mined at a given measurement point. The very good repeatability 
of the results proves that the number of repetitions has no signifi-
cant effect on the quality of conclusions regarding the nature of 
the studied phenomenon. 

 

 

 
Fig. 5. Effectiveness of friction force reduction for joint steel–steel as a 

function of vibrations frequency f at their fixed amplitude uo = 0.1 

m and different normal pressures: (a) p = 0.022 N/mm2,  
(b) p = 0.063 N/mm2 and (c) p = 0.104 N/mm2 
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The results of experimental tests and numerical analyses pre-
sented in Figs. 5 and 6 clearly indicate that, when the condition 
va > vd was not fulfilled, introducing longitudinal tangential vibra-
tions into the contact area of the sliding body and the ground did 
not change the friction force. For the drive velocities adopted in 
the tests vd = 2 mm/s, 1 mm/s, 0.5 mm/s and 0.2 mm/s, the 
boundary frequencies at the beginning of the friction force reduc-

tion at longitudinal vibrations with the amplitude uo = 0.1 m, 
according to Eq. (3), are 3183 Hz, 1591.5 Hz, 795.75 Hz and 
318.3 Hz, respectively. The reduction occurred only in the case 
where va > vd and it was the higher, the higher was the frequency 
of forced vibrations f and the lower was the drive velocity vd. 

The comparison of the plots in Fig. 5 for the friction steel–steel 
pair indicates that the level of friction force reduction depends on 
the normal pressures p. These plots clearly show that with the 
increase in normal pressures on the contact surface, the value of 

the parameter  visibly increased, which means that the increase 
in normal pressures caused a lowering of the level of friction force 
reduction. 

 

 
Fig. 6. Effectiveness of friction force reduction as a function of vibrations 

frequency f at their fixed amplitude uo = 0.1 m for joints:  
(a) steel–cast iron and (b) steel–PTFE; p = 0.063 N/mm2  

In turn, when comparing the friction force reduction curves for 
different materials of friction pairs as presented in Figs. 5b, 6a and 
6b, determined with the same vibration parameters uo and f, the 
same pressures p and the same drive velocities vd, it can be 
noticed that definitely the smallest of friction force reduction under 
the influence of longitudinal tangential vibrations occurs in the joint 
steel–PTFE pair. However, in the case of the two remaining fric-
tion pairs, i.e. steel–steel and steel–cast iron, the level of friction 
force reduction was definitely higher – the highest was for the 
steel–steel contact, while that for the steel–cast iron contact was 
only slightly less. In all three presented cases, the vibrations 
parameters, such as amplitude uo and frequency f as well as drive 
velocity vd and surface pressures p, were the same in tests. The 

frictional pairs differed in the kind of material of the lower speci-
men and the roughness of this sample’s surface. Therefore, the 
tangential compliance of contact of these pairs was also different. 
At the pressure p = 0.063 N/mm2, the stiffness coefficients kt of 
the tested contacts, in accordance with the equations given in 

Tab. 3, were derived as kt = 77.5 N/m, kt = 72.09 N/m and 

kt = 4.89 N/m for steel–steel pair, steel–cast iron pair and steel–
PTFE pair, respectively. It can be noticed that the tangential stiff-
ness of the steel–PTFE contact was definitely lower than that of 
the other two contacts. Hence, a significantly lower level of friction 
force reduction was obtained in this contact as compared with the 
other two friction pairs. This result is consistent with the results of 
the study of Gutowski and Leus [4]. 

The results of friction force reduction obtained at low frequen-
cies of 0.5–1.5 kHz and higher pressures p = 0.063 N/mm2 (Fig. 
5b and Fig. 6a) and p = 0.104 N/mm2 (Fig. 5c) for steel – steel 
and steel – cast iron pairs that deviate from the clear trend require 
a separate comment. The reason for this happening was probably 
the fact that at these frequencies and these surface pressures, the 
phenomenon of resonance occurs for the shifted specimen. 

To prove the appearance of this resonance from the numerical 
model developed in Matlab/Simulink, for the analysis of the impact 
of vibrations on the friction force, displacement diagrams of the 
upper sample being moved during the ground vibrations were 
generated. They were generated at various normal pressures p. 
These diagrams are shown in Fig. 7. They clearly indicate that at 
the assumed normal pressures, in the excitation frequency range 
of f = 500–1500 Hz, the system is subject to the phenomenon of 
resonance. 

 
Fig. 7. Diagrams of the displacement of the upper sample on a vibrating 

ground, illustrating the occurrence of resonance in the frequency 
range f = 500–1500 Hz 

4. REDUCTION OF FRICTION FORCE  
AT A FIXED AMPLITUDE OF VIBRATIONS VELOCITY 

When analysing the influence of longitudinal tangential vibra-
tions on the friction force in sliding motion, the most important 
parameter is the amplitude of the vibration velocity va, because its 
value determines the upper limit of the sliding velocity – the drive 
velocity – above which the reduction of the friction force does not 
occur. In harmonic motion, the value of this amplitude is deter-
mined based on dependence (3), which means that in real sys-
tems, it can be controlled by two vibration parameters: amplitude 
uo and frequency f, which are changed simultaneously; or, one of 
them is at a fixed value with respect to the other parameter. 

In this paper, this problem is illustrated by presenting the re-
sults of experimental and numerical tests of changes in the level 
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of friction force reduction at the amplitude of vibration velocity va 
fixed at the level that guarantees the occurrence of the friction 
force reduction, i.e. va > vd, but with a different set of the vibration 
parameters uo and f, while maintaining a constant value of vibra-
tion velocity amplitude, va = const. Here, va = 1.256 mm/s was 
assumed. 

The tests were carried out for the same friction pairs as in the 
previous case, with five frequencies of forced vibrations f, namely 
1 kHz, 2 kHz, 3 kHz, 4 kHz and 5 kHz, and for four drive veloci-
ties: vd = 0.2 mm/s, 0.5 mm/s, 1 mm/s and 2 mm/s. In order to 
maintain a constant value of the vibration velocity amplitude, 
va = const, with each change of frequency f, the value of the am-
plitude uo was changed suitably in accordance with the depend-
ence (3). As before, these measurements were made at three 
selected values of normal pressure: p = 0.022 N/mm2, 0.063 
N/mm2 and 0.104 N/mm2. Examples of test results in the form of 
drive velocity plots for the analysed friction pairs at vd = 0.5 mm/s 
and p = 0.063 N/mm2 are presented in Fig. 8. 

 
Fig. 8. Variability of the driving force Fd in relation to frequency f  

and amplitude uo at fixed amplitude of vibration velocity va = const: 
(a) steel–steel, (b) steel–cast iron and (c) steel–PTFE; p = 0.063 
N/mm2, vd = 0.5 mm/s, va = 1.256 mm/s 

Figs. 9 and 10 present the results of simulation studies and 
the corresponding results of experimental tests in the form of 
collective plots. These figures show plots of changes of the pa-

rameter  as a function of increasing frequency f and correspon-
dingly decreasing vibrations amplitude uo at a fixed value of vibra-
tion velocity amplitude va = const for four drive velocities vd, name-
ly 0.2 mm/s, 0.5 mm/s, 1 mm/s and 2 mm/s. Numerical results are 
marked with lines, while the results of experimental tests are 

marked with points. Fig. 8 presents the results obtained for the 
sliding steel–steel pair for three values of normal pressures: 
p = 0.022 N/mm2, 0.063 N/mm2 and 0.104 N/mm2. The results 
presented in Fig. 10 pertain to the analyses carried out for the 
sliding steel–cast iron pair (Fig. 10a) and for the steel–PTFE pair 
(Fig. 10b). 

 

 

 

Fig. 9. Change of the reduction coefficient  at different pressures p and 
fixed vibrations velocity amplitude va = const caused by increasing 
the frequency f with a simultaneous reduction of vibrations ampli-
tude uo for the pair steel–steel: (a) p = 0.022 N/mm2, (b) p = 0.063 
N/mm2, (c) p = 0.104 N/mm2; va = 1.256 mm/s 

From the obtained results of the experimental tests and nu-
merical analyses presented in Figs. 9 and 10, it can be noticed 
that when vd = 2 mm/s, i.e. when the condition that va > vd was not 
fulfilled, the reduction of friction force did not occur in any of the 

considered cases. For the three remaining values of vd  1 mm/s, 

vd  0.5 mm/s and vd  0.2 mm/s, the excitation of vibrations 
caused a reduction of the friction force, which resulted in the 
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reduction of the parameter  to a value lower than 1. The effec-
tiveness of this reduction is significantly influenced by the ratio of 
drive velocity vd to vibration velocity amplitude va and excitation 
frequency f, the kind of material of the sliding pair and the value of 
normal pressures p in the plane of contact between the shifted 
body and the ground. The lower the drive velocity vd relative to the 
amplitude va, the higher the reduction level. 

 

 

Fig. 10.  Change of the reduction coefficient  at fixed vibration velocity 
amplitude va = const, caused by increasing the frequency f  
with a simultaneous reduction of vibrations amplitude uo  
for the pair: (a) steel–cast iron and (b) steel–PTFE;  
p = 0.104 N/mm2; va = 1.256 mm/s 

Increasing the frequency of vibrations with a simultaneous re-
duction of their amplitude, in order to maintain a constant value of 
the vibrations velocity amplitude, resulted in an increase in the 

value of the parameter  in each of the analysed cases. This 
means that such a treatment reduces the level of friction force 
reduction under the influence of longitudinal vibrations introduced 
into the contact area. As in the previous test variant, the test 
results from this variant, presented in Figs. 9 and 10, clearly indi-
cate that both the increase in normal pressures on the contact 
surface of friction pair and the increase in sliding velocity reduce 
the effectiveness of the friction force reduction. 

 
5. CONCLUSIONS 

The conducted simulation analyses and experimental tests 
demonstrate that the influence of the forced longitudinal tangential 
vibrations on the friction force in sliding motion is highly complex. 
These vibrations can cause an explicit reduction of the drive force 
necessary to start and maintain the slip of one body over another, 

but the necessary condition for this reduction to occur is that the 
vibration velocity amplitude va be higher than the drive velocity vd. 
However, the value of the parameter va cannot be treated as a 
determinant of the reduction level, because, as shown by the 
conducted tests, with a constant vibration velocity amplitude va, 
different values of the frequency f and the amplitude uo of these 
vibrations, as well as different reduction effectiveness values of 
the average friction force, can be obtained. The reason is that the 
amplitude of the vibration velocity is a function of both of the 
above-mentioned vibration parameters, i.e. their frequency and 
amplitude of displacement. 

The conducted research clearly indicates that the increase in 
the vibrations frequency with their constant amplitude increases 
the effectiveness of the friction force reduction under the influence 
of longitudinal tangential vibrations, while the increase in surface 
pressure and the increase in drive velocity cause the opposite 
effect – lowering the level of reduction of this force. In an extreme 
case, a slip at a velocity higher than the vibration velocity ampli-
tude eliminates the possibility of using longitudinal vibrations to 
achieve a reduction in friction force. 

An important conclusion resulting from the conducted re-
search is that with low contact stiffness, related to the kind of 
material of the elements forming the friction pair and higher 
roughness of the contact surfaces, the effect of friction force 
reduction under the influence of vibrations is visible lower than 
that obtained in case of contact with high stiffness, and further-
more, the level of this reduction depends to a much lesser extent 
on the frequency of the vibrations.  

There is a very good agreement between the results of nu-
merical calculations and experimental tests, even at resonant 
frequencies of the sliding pair, which proves the correctness of the 
developed procedures for the analyses of the effect of longitudinal 
tangential vibrations on the friction force in sliding motion and 
proves the possibility of using these procedures to control the 
friction force in the sliding motion of real objects by means of 
vibrations. 
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Abstract: The widespread use of battery-powered electronic devices creates the need to develop methods to extend their maximum  
operating time. This can be achieved by using ambient energy, which would otherwise be dissipated. The conversion of energy, usually 
mechanical energy, into electric energy takes place in energy harvesters. Energy harvester systems based on a dielectric elastomer (DE) 
are a relatively new field that is being constantly developed. Due to their features, dielectric elastomer generators (DEGs) may complement 
the currently dominant piezoelectric harvesters. The major feature of employing a hyperelastic material is that it allows relatively large  
displacements to be utilised for generating energy, which is impossible in the case of piezoceramics. This article presents a DEG designed 
to operate under uniaxial tensile loads and which has a multilayer structure, describes the general operating principles of a DEG, explains 
the construction and assembly process of the investigated design and shows the electric circuit necessary to properly direct current flow 
during the DEG operation. The experimental part consists of two series of tests based on a central composite design (CCD). The objective 
of the first part was to map a capacitance response surface of the DEG in the selected range of the cyclic mechanical load. The second 
part concerned the amount of generated energy for the specific load case as a function of operating voltages. The result of the work  
is the formulation of regression models that allow the characteristics of the presented DEG design to be identified. 

Key words: dielectric elastomer, energy harvester, DEG, uniaxial tension 

1. INTRODUCTION 

The utilisation of ambient energy, by harvesting it using dedi-
cated devices and converting it into electric energy, allows the 
extension of the operating time of small electronics or even the 
design of self-powered systems. The use of the energy that would 
otherwise be dissipated also corresponds to the trend of sustaina-
bility and ensures that available resources are used in the best 
way currently possible. 

The most common harvester systems are based on piezoelec-
tricity [1,2] or electromagnetics [3,4]. Another group are dielectric 
elastomer generators (DEGs), which utilise changing capacitance 
to convert mechanical energy into electric energy. As piezoelectric 
devices are a well-known and popular solution for harvesting 
ambient energy, it is convenient to consider dielectric elastomer 
(DE) features compared with them. The major characteristic of DE 
devices is the utilisation of a hyperelastic material with stiffness 
several orders lower than that of piezoelectric materials (especial-
ly ceramics). In combination with the fact that DEGs, for proper 
operation, usually require quite large deformations, it can be 
concluded that piezoelectric generators cannot be directly re-
placed by DEGs, and vice versa. Piezoceramics undergo small 
strains and are highly vulnerable to tensile loads. Thus, DEGs can 
fulfil the role of a complementary solution to piezoceramics in the 
field of energy harvesting. 

Similarly to piezoelectric devices, systems utilising DEs can 
function not only as generators but also as actuators (DEA, dielec-
tric elastomer generator). Design challenges are common for both 
types of devices, especially regarding assembly, electric break-
down or mechanical stability. DE actuators are an important seg-

ment of soft robotics, where they are used in biomimetic robots 
and manipulators [5,6]. 

The majority of studies concerning DEGs describe the labora-
tory tests of various prototypes, with generated energy in the 
range of micro- or milliwatts [7,8]. Nonetheless, there are a few 
examples of large-scale projects that provide more power and are 
mainly designed for the conversion of kinetic energy of sea waves 
[9,10]. 

 
Fig. 1. DEG common types: (a) uniaxial, (b) equibiaxial, (c) diamond,  

(d) conical, (e) diaphragm 

From the mechanical standpoint and based on how they are 
physically loaded during operation, DEGs can be divided into the 
following major types [11], as shown in Fig. 1: 

https://orcid.org/0000-0002-2953-5653
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 uniaxial, 

 equibiaxial, 

 diamond, 

 conical, 

 circular diaphragm. 
Each of these designs has benefits and drawbacks, but cone 

and diaphragm types are most commonly used due to their rela-
tively easy assembly and application. To ensure mechanical 
stability and avoid buckling during the DEG operation, it is neces-
sary for the elastomer layer to be pretensioned. For a single layer, 
this is easily achieved in the designs from Fig. 1c–e; it is not 
required in the equibiaxial variant (Fig. 1b) and is problematic in 
the case of uniaxial designs (Fig. 1a). For a uniaxial DEG, there is 
no axial symmetry, especially in a boundary fixture, like in circular 
designs. Nonetheless, the pretension has to be applied in both 
axial and transverse directions to maintain the mechanical stability 
of the layer during cyclic operation. 

This article presents an experimental investigation of a DEG 
operating in a uniaxial mode. It has a multilayer structure with 
compliant electrodes enclosed between external, elastomer lay-
ers. The performed analysis considers a capacitance change and 
the amount of generated energy of the given DEG design. The 
observations are further presented in the form of linear regression 
models, enabling interpolation and, to an extent, extrapolation of 
the registered data. 

2. PRINCIPLE OF OPERATION 

The most important trait of a DEG is the requirement to con-
nect it to a DC voltage supply. Initially, this seems counter-intuitive 
as a DEG aim is to generate electric energy. However, its function 
does not depend on directly generating potential difference as a 
response to a physical deformation. A typical elastomer material 
does not have any inherent piezoelectric properties that would 
allow such behaviour. Instead, a DEG’s actual task is to boost the 
electric potential of the fixed amount of electric charge. 

In general, elastomers are dielectric materials and, therefore, 
can function as a core material in a plate capacitor. By covering 
opposite sides of an elastomeric sheet with a conductive layer that 
performs the role of a compliant electrode, such a capacitor can 
be created. It is, in fact, a non-polarised variable capacitor as, by 
applying physical deformation to it, its capacitance will change. 
This is crucial to the operating principle of DEGs. 

 
Fig. 2. Operating principle of a uniaxial DEG 

Fig. 2 presents the working principle diagram of a DEG based 
on an elastomer membrane undergoing a uniaxial load. The left 
side shows a stretched (physically loaded) membrane with a 
conductive (black) area, which performs the role of an electrode. It 

also has to be mirrored on the underside of the membrane to 
obtain the opposite electrode of the same shape and area. At this 
stage, the DEG has to be connected, through terminals, to a DC 
supply which provides a constant voltage (𝑈𝑙𝑜𝑤). This may be a 
battery or a laboratory supply. Charge flows to the electrodes till 

the voltage reaches 𝑈𝑙𝑜𝑤 . The final amount of accumulated 
charge is adequate to 𝑈𝑙𝑜𝑤 and the actual capacitance of the 
system. Capacitance is maximum at this stage as the elastomer is 
deformed and has an increased area. During the transition to the 
relaxed state (on the right), system capacitance decreases due to 
membrane area reduction. To ensure that the charge remains 
constant, the connection with the voltage source 𝑈𝑙𝑜𝑤  has to be 
separated to prevent the charge flowing out. For the separated 
system to maintain equilibrium, voltage between the electrodes 
has to increase with decreasing capacitance. This phenomenon 
occurs due to the conversion of mechanical energy (elastic return 
of the elastomer) into electric energy (increased potential of the 
charge), which is caused by mechanical forces overcoming elec-
trostatic forces between elastomeric capacitor electrodes. At that 
point, to receive the uplifted charge, another circuit has to be 
connected to the system. This is usually some storage capacitor 
which has to be already initially charged up to the high voltage 
𝑈ℎ𝑖𝑔ℎ . It is assumed that the system's voltage after membrane 

relaxation is 𝑈 > 𝑈ℎ𝑖𝑔ℎ > 𝑈𝑙𝑜𝑤 . Therefore, the excess charge 

flows from the system to the storage capacitor, which corresponds 
to the amount of generated electric energy. After stretching the 
membrane again, the whole cycle repeats. The DEG function can 
be best described as similar to that of a ''charge pump'' that 
moves the electric charge from 𝑈𝑙𝑜𝑤 to 𝑈ℎ𝑖𝑔ℎ . 

It is important to note that, in an actual system, the periods of 
charging and discharging the elastomeric capacitor take place not 
at specific points but during fragments of, appropriately, loading 
and relaxing half cycles. This will be shown later in Fig. 13 on the 
registered voltage and charge signals. 

3. PREPARATION OF SAMPLES 

A thin membrane stretched between two bars subject to a 
uniaxial load, as a general concept, is often referenced in the 
literature. However, practical tests of such a DEG are seldom 
presented. More often DE systems of similar construction, but 
operating as actuators, can be found [12].  

Fig. 3 shows consecutive assembly steps of a DEG. It starts 

with preparation of a small strip (50 mm  30 mm  1 mm) of 
VHB4910 acrylic foam, which is next stretched ca. 3.6 times in 
both, perpendicular, directions. As the stretch is applied only 
along two opposite edges, the silhouette of the expanded layer 
resembles an hourglass. The first practical problem arises with the 
practical realisation of a simultaneous expanding layer in two 
directions. This was performed with the help of a scissor mecha-
nism that can be used for this purpose [13]. The prepared layer 
was next transferred to the surface of two, parallelly aligned, bars 
fixed in place at a constant distance of 36 mm from each other. In 
the physical sample, this constant distance was ensured by two 
extra L-shaped profiles screwed to the sides of bars, which were 
removed after the DEG was mounted in the test rig. Excessive 
parts of the layer were cut (red hatching in Fig. 3). Next, a thin 
layer of conductive grease (MG Chemicals 846-80G) was applied 
in the middle and strips of metallic tape that serve as connection 
terminals were placed. It is crucial that metallic paths have to be 
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located in the part of the layer that does not deform during opera-
tion, otherwise it would lead to an imminent rupture of the layer 
during operation. The exact same procedure was carried out for 
the second and the third layers, but in the case of the third one, no 
conductive grease nor metallic paths were placed. Fig. 3 shows a 
DEG section of a fully assembled sample. 

 
Fig. 3. Assembly stages of the DEG 

 
Fig. 4. Mounted DEG sample on the test rig 

The conductive layer has significant internal resistance. For a 
given area of ca. 115  30, resistance measured diagonally is 

around 20 ÷ 30 kΩ. To minimise the distance along the conduc-
tive layer that the electric charge has to travel, four, instead of one 
(in Fig. 3), connections between the metallic paths and the active 
area were placed for both electrodes. This can be seen in Fig. 4 
and it allowed the effective resistance of the conductive layer to 
be reduced to ca. 5 kΩ. 

 
 (a)  (b) 

Fig. 5. Possible mechanical instabilities (buckling) appearing  
in an elastomeric membrane during unloading due  
to insufficient pretension in the (a) transverse, (b) axial direction 

The importance of a preliminary stretch of elastic layers can 
be illustrated through Fig. 5. Due to the viscoelastic properties of 
the utilised elastomeric material, during cyclic loading of a sample, 
in an unloading half-cycle when the displacement speed is too 
great, the layer can temporarily lose its tension causing mechani-
cal instability. When the relaxation is too fast in the transverse 
direction, it generates wrinkles similar to those in Fig. 5a; when it 
happens in the axial direction, the layer forms a bulge (Fig. 5b). 
While the second case can be easily dealt with by applying higher 
mean displacement during cyclic loading, the first one can only be 
diminished through applying the proper transverse pretension of a 
layer during sample assembly. 

The multilayer structure in the presented construction is dic-
tated by improved handling of the sample. Such a DEG could be 
assembled using only one elastic layer, however, active conduc-
tive areas would be exposed and more prone to accidental dam-
age. Moreover, using three layers makes connection of the under-
side electrode easier. The current design is more durable and 
simpler to handle. It can also be a foundation for future designs 
utilising additional electrode layers. 

4. ELECTRIC CIRCUIT 

The generation of electric energy by a DE undergoing cyclic 
deformation can be conducted only while properly directing the 
electric current in the whole system. This can be realised with a 
dedicated circuit (Fig. 6). In general, the most important elements 
of the circuit are two diodes (2, 3) that function as check valves 
and prevent reverse current flow. Operational voltage levels are 
dictated by the lower voltage source (1) and initially charged 
storage capacitor (4). The DEG itself is, in fact, a non-polarised 
variable capacitor (5). Voltage Ulow (1) can be provided by a labor-
atory power supply with a step-up converter. 

Unlike in a laboratory, in field applications of DEGs, providing 
a constant supply of voltage in the range of hundreds or thou-
sands of volts as Ulow, can be a practical obstacle. Therefore, a 
different solution can be found in the literature, for instance, in Ref 
[14], a classic circuit is expanded by adding a self-priming circuit. 
When supplied with a 6 V battery, such circuit can prime up the 
Ulow voltage level to a given value before transferring the accumu-
lated electric charge further. 

The described circuit (Fig. 6) is well known in the field, yet 
there are some variations of it. The role of a high voltage source is 
performed by the capacitor (4). However, it is often replaced by a 
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series of Zener diodes [15], through which current starts to flow 
after the DEG voltage reaches its equivalent breakdown voltage. 

Characteristics of such a design are the fixed value of 𝑈ℎ𝑖𝑔ℎ  and 

smoother transition between the stages, as described in Fig. 2. 

 
Fig. 6. Electric circuit used for converting energy using a DEG. 1 - low 

voltage source, 2,3 - diodes, 4 – high-voltage storage capacitor,  
5 - variable capacitor (DEG), 6 - capacitor for measuring charge 

Another version of the circuit differs by the method of measur-
ing charge flowing in and out of the DEG (5). Here, the measure-
ment is made using an additional capacitor (6) [7] connected in 
series with the DEG (5). Its capacity (ca. 2.2 μF in this work) 

should be a few orders higher than that of the DEG (ca. 3.5 nF) 
so that the voltage drop on it does not significantly affect voltage 
directly on the DEG. An alternative is to replace the capacitor (6) 
with a resistor and estimate charge flow through integration of the 
registered current [15]. 

As diodes (2, 3) manage the electric current flow, and while 
charging the DEG, only the left part (violet) of the circuit functions, 
as shown in Fig. 6,. When the DEG discharges at minimum ca-
pacitance, the right part (orange) is active. In between, when the 
DEG is stretched or relaxed, theoretically, the circuit is inactive as 
diodes block any current flow. Actually, none of the electronic 
components are ideal, and leakage currents appear during each 
of these phases. 

5. DESIGN OF EXPERIMENT 

The experiment was divided into two parts. One of the major 
traits influencing the amount of converted energy by the DEG is its 
capacitance change under a physical load. For the given voltage 
levels, it determines how much charge can be boosted. Therefore, 
the first part of the experiment concentrates on the peak-to-peak 

amplitude 𝛥𝐶 of capacitance during cyclic loading of the sample. 
Capacitance of the sample was continuously measured using a 
circuit based on the design described in Ref [16]. The sample was 
axially loaded with sinusoidally (similar to that in Fig. 7) changing 

displacement 𝑠(𝑡) and at constant frequency 𝑓. The remaining 
parameters, amplitude A and mean displacement m, were 
changed between test runs. The experiment was performed on an 
MTS Acumen 3 electrodynamic testing machine. 

𝑠(𝑡) = 𝑚 + 𝐴 ⋅ sin(2𝜋𝑓 ⋅ 𝑡)  (1) 

where 𝑠 is the displacement [mm], 𝑚 is the mean displacement 
[mm], 𝐴 is the amplitude [mm] and 𝑓 = 1 Hz is the frequency. 

𝛥𝐶 = 𝑔(𝑚, 𝐴)  (2) 

 
Fig. 7. Sample mounted in the test rig connected with an electric circuit 

during energy generation measurements 

For the sample design and dimensions from Fig. 3, in the 
course of initial runs, limits of selected factors were determined as 
follows: amplitude 𝐴 = 2 ÷ 8 mm and mean displacement 

𝑚 = −2 ÷ 2 mm. Too small amplitude can reduce DEG per-
formance to immeasurable levels, while too high amplitude can 
cause membrane buckling during unloading (as in Fig. 5b). Mean 
amplitude influences average tension in a membrane as it can 
encourage buckling if it is too low or, in combination with the 
amplitude, negatively affects the DEG durability if is too high. 

 

 
 (a)  (b) 

Fig. 8. Design of experiments for investigating (a) capacitance change 
ΔC (b) generated energy ΔE 

These limit values constitute factor points that were next used 
to plan an experiment based on a central composite design (CCD) 
[17]. To obtain more general information on the system behaviour, 
additional points, called central and axial points, were also select-
ed and are presented in Fig. 8a. With three identical samples, 
three measurements were performed for each of these nine 
points, giving three replications. Afterwards, the registered data 
were utilised to fit a linear regression model. 

The second part of the experiment was an investigation of the 

amount of generated energy for the selected point (𝐴 = 8 mm 

and 𝑚 = 2 mm) from the first part, as a function of 𝑈low and 
𝛥𝑈: 

𝛥𝑈 = 𝑈high − 𝑈low  (3) 

𝛥𝐸 = 𝑔(𝑈low, 𝛥𝑈)  (4) 

Apart from the capacitance change, the most important pa-
rameters for energy generation in a DEG are voltage levels 𝑈low 

and 𝑈high. Lower voltage 𝑈low decides on the minimum charge 

density that is observed in a stretched state (maximum capaci-
tance) of the DEG and, therefore, on the amount of charge that 
will be later boosted. Instead of directly taking 𝑈high into account, 
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it is more convenient to use the difference 𝛥𝑈, which determines 

the level of boost. Extreme values of both 𝑈low and 𝑈high are 

limited in theory, from below, by the feasibility of observing phe-
nomena occurring in the DEG, and from the top, by an electric 
breakdown of the elastomeric layer. Lower voltage levels were 
assumed as 𝑈low = 100 ÷ 300 V and the difference as 

𝛥𝑈 = 10 ÷ 30 V, and these values are presented in Fig. 8b. 
Similarly to the previous part, a total of 27 test runs were per-
formed, and the results were used to fit a linear regression model. 

6. RESULTS AND DISCUSSION 

The empirical results acquired during the experiments are 
grouped in Tabs. 1 and 2. The values are sorted in the following 
order: rows 1–4 correspond to the factor points, row 5 correspond 
to the central point, and rows 6–9 correspond to the axial points. 
Before commencing experiments, there was a doubt concerning 
whether the manufactured multilayer samples would be identical 
in terms of their electric properties. Presentation of the data in the 
form of bar plots shows that in both cases, measured capacitance 

𝛥𝐶 (Fig. 9) and generated energy 𝛥𝐸 (Fig. 10) differences be-
tween samples are very small. Therefore, measurements per-
formed for each sample can be treated as a replication of the 
same experimental case. Amplitude and mean value of displace-
ment were converted to strains in Tab. 1, using initial DEG length 
equal to 36 mm (Fig. 3). 

Tab. 1. Capacitance ΔC [nF] measurement results 

No. m 
[mm] 

A 
[mm] 

εm 
[-] 

εA 
[-] 

Sample 
1 

Sample 
2 

Sample 
3 

1 2 2 0.056 0.056 0.56 0.53 0.58 

2 2 8 0.056 0.222 2.17 2.09 2.14 

3 2 2 0.056 0.056 0.62 0.6 0.62 

4 2 8 0.056 0.222 2.5 2.32 2.44 

5 0 5 0 0.139 1.48 1.4 1.48 

6 2.5 5 0.07 0.139 1.4 1.31 1.38 

7 0 1.2 0 0.033 0.35 0.34 0.35 

8 0 8.8 0 0.244 2.55 2.43 2.49 

9 2.5 5 0.07 0.139 1.58 1.47 1.38 

Tab. 2. Energy ΔE [μJ] measurement results 

No. Ulow [V] ΔU [V] 
Sample 

1 
Sample 

2 
Sample 

3 

1 100 10 2.39 2.22 2.44 

2 100 30 5.46 4.75 5.44 

3 300 10 7.65 7.33 7.74 

4 300 30 21.25 19.5 21.61 

5 200 20 9.48 8.94 9.37 

6 73.5 20 2.73 2.51 2.82 

7 200 7.4 3.24 3.74 3.93 

8 200 32.6 14.55 12.42 14.35 

9 326.5 20 16.39 15.68 16.16 

The first set of data concerns capacity change as a function of 
displacement mean and amplitude value. From time series, similar 

to Fig. 13a, a peak-to-peak amplitude of capacitance 𝛥𝐶 was 
read. Based on these data and with the help of the Python Stats-

Models package [18], a regression model was fitted in the follow-
ing form (capacitance in [nF]): 

𝛥𝐶(𝑚, 𝐴) = 0.0339 𝑚 + 0.2848 𝐴  (5) 

 
Fig. 9. Comparison of capacitance ∆C experimental results between 

samples 

 
Fig. 10. Comparison of energy ∆E experimental results between samples 

 
Fig. 11. Comparison of experimental and model results for capacitance 

change estimation. The surface represents the fitted model  
within the area designated by the factor points 

The obtained coefficient of determination 𝑅2 = 0.998 and 
root mean square error RMSE = 0.065 show that the proposed 
model very well approximates the ΔC parameter in the investigat-
ed range. Visualisation of the data in Fig. 11 contains a compari-
son between mean experimental values and approximations 
through the model. Additionally, the response surface correspond-
ing to Eq. (5) for the area designated by four factor points is 
shown there. The surface is practically flat and inclined only in a 
single dimension. This implies that mean displacement does not 
have a significant influence on capacitance change. This is be-
cause within the investigated range of m, a significant change in 
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the transverse dimension of the elastomer layer did not occur. 
When mean displacement, also in conjunction with amplitude 
(which would also further imply an interaction effect between 
these two factors), is large enough, an increase in the DEG area 
caused by a uniaxial load would be, in part, diminished by a con-
traction, due to Poisson's effect, in a transverse direction. This can 
be observed in the so-called strips [19], which are of a slender 
shape along the load axis. However, this did not occur in the 
investigated range of load parameters and should be avoided in 
practice as it lowers DEG performance. 

 
Fig. 12. Comparison between a single-variable regression model  

and experimental results for capacitance change 

Removal of the mean displacement component from Eq. (5) 
results in a simpler model: 

𝛥𝐶(𝐴) = 0.2848 𝐴  (6) 

with a similar value of 𝑅2 = 0.997 and comparable RMSE =
0.089. Fig. 12 presents a trend of increasing disparity between 
the model and experiment with increasing amplitude. This is 
probably caused by an increasing effect of, omitted here, mean 
displacement, which, if it has a positive value, can improve mini-
mum tension of the DEG membrane at higher amplitudes. Without 
the aid of the m part at larger amplitudes (>5 mm), the membrane 
starts to slightly buckle in the relaxation half-cycle, which only 
slightly affects the effective capacitance change. 

The second part of the experiment consists of the measure-
ment of energy generated by the DEG. This was performed for the 
sinusoidal displacement of 𝐴 = 8 mm and 𝑚 = 2 mm. An 
example of signals registered during measurements, for the cen-

tral point (Fig. 8b), where 𝑈low = 200 V and 𝛥𝑈 = 20 V, is 
presented in Fig. 13. The first plot (Fig. 13a) shows capacitance 
variability that follows the external physical load in the form of 
displacement. The second plot (Fig. 13b) is the voltage between 
positive and negative electrodes of the DEG, which follows stages 
described in Fig. 2. Fragments where voltage rises or drops are 
related to relaxation and stretching of the membrane. Boundaries 
are determined by low and high voltage, and the signal takes a 
constant value when the DEG is charged or discharged. Fig. 13c, 
which presents the amount of electric charge accumulated in the 
DEG, is a kind of negative of Fig. 13b. When voltage is constant, 
the charge changes, and vice versa. These two signals, voltage 
and charge in the DEG, are used to estimate energy generated by 
the DEG.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 13. Signals registered during DEG energy measurement  
for Ulow = 200 V and ΔU = 20 V: (a) capacitance,  
(b) DEG voltage, (c) charge accumulated on the electrodes,  
(d) U(Q) curve used to estimate energy converted during  
one full cycle 

Fig. 13d sums up the DEG operation and presents voltage as 
a function of charge. For an ideal system (e.g., in the case of 
simulation [20]), it should take a rectangular shape. Its area 
should be equivalent to the amount of energy generated in a 
single cycle. In the presented case, where curves come from the 
actual DEG, there are some small leakages, due to which the right 
side of the rectangle in Fig. 13d is slightly inclined. This can also 
be seen in Fig. 13c, where charge does not stay perfectly con-
stant at the maximum value. However, in the presented work, it 
does not significantly influence the amount of generated energy. 
An example of a similar, but more significant in scale, case can be 
found in Ref [7], where the mentioned curve has a trapezoidal 
shape, instead of a rectangular one. Among the sources of such 
observed behaviour are the diodes (Fig. 6) used in a circuit, 
through which a very small current flows even when they are in a 
non-conducting state. 

Similarly to the case of measured capacitance, the obtained 
results of generated energy for the given combinations of 𝑈low 

and 𝛥𝑈 are presented in Fig. 14. The range of generated electric 
energy is between ca. 2 μJ and 21 μJ, which further equals 2 μW 
and 21 μW of power as the load frequency was 1 Hz. The rela-
tionship between the accounted factors and output energy is more 
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complex. The regression model based on the experimental data is 
as follows (energy in [μJ]): 

𝛥𝐸(𝑈low, 𝛥𝑈) = 0.0045 𝑈low + 0.0024 𝑈low𝛥𝑈 −
0.0774𝛥𝑈             (7) 

 
Fig. 14. Comparison of experimental and model results for generated 

energy estimation. The surface represents the fitted model  
within the area designated by the factor points 

It includes the effects of both factors 𝑈low and 𝛥𝑈 and their 
interaction. The model (Eq. [7]) fits the experimental data very well 

as it is described by 𝑅2 = 0.997 and RMSE = 0.597, as 
shown in Fig. 14 as a surface plot. Low voltage 𝑈low is responsi-
ble for the amount of charge accumulated in the DEG at the high-
est stretch (the highest capacitance); therefore, its significance is 
clear. The increase in voltage 𝛥𝑈 during DEG relaxation defines 
how much energy is necessary to boost the deposited charge. An 

excessively high value of 𝛥𝑈 can result in an interruption of the 
energy conversion process as the DEG will not be able to boost 
voltage sufficiently. Thus, no charge flow from the DEG to a stor-
age capacitor will take place. The more the initial charge is depos-

ited as a result of 𝑈low, the more energy will be converted at a 

given level of 𝛥𝑈, and for that reason, an interaction part was 
added to Eq. (7). 

7. CONCLUSIONS 

In the scope of this work, three identical DEG samples were 
designed and assembled to operate under a uniaxial tensile load. 
Next, the samples were investigated for capacitance alteration in 
a given range of physical load parameters. For a selected point 
from the capacitance experiment, another analysis was performed 
for the estimation of generated energy. For both cases, linear 
regression models were fitted to generalise the observations 
made. 

The multilayer structure of the presented DEG allows active 
layers made of conductive grease to be enclosed between elas-
tomeric layers, improving the handling and durability of the sys-
tem. The presented design is the final one of several designs 
considered initially in the course of this work. During the conduct-
ed tests, each of the three samples underwent more than 10,000 
load cycles without any significant change in their parameters and 
without any damage to membranes. The high similarity of the 
obtained results observed between all three samples also shows 
that using the described design, it is possible to manufacture 
repeatable samples. 

DEGs intended to work in a uniaxial tensile mode are often 
mentioned in the literature, but examples of working prototypes 
are sparse. They are often referenced as pure-shear generators 
[21,22] due to the fact that plane tension can also be interpreted 
just as pure shear. This is correct, however, under the condition 
that the membrane width-to-length ratio is >10 and occurring 
strains are small [23]. In the presented design, this ratio is ca. 3.5; 
therefore, it should be classified as a uniaxial DEG. The main 
reason behind utilising wide membranes is to minimise transverse 
shrinkage during axial extension (Poisson’s effect) as it can dimin-
ish the capacitance change during loading. 

Systems based on DEs can be influenced by a viscoelastic 
creep [24]. However, in the presented case, registered signals 
were stable and did not exhibit any long time trends that could be 
associated with a creep. Most probably it is due to the fact that 
physical loads during tests were applied with a relatively large 
rate, that is, a frequency of 1 Hz. 

One of the limiting factors in the operation of DEGs is an elec-
trical breakdown of the elastomer membrane. According to Ref 
[24], a minimum value of electric field that can cause a VHB4910 
membrane failure is E≈20 MV/m. This suggests that presented 
uniaxial DEG was not at risk of breakdown as, in any of tested 
cases, electric field did not exceed c.a. 2.4 MV/m. DE membrane 
parameters such as dielectric breakdown strength or electric 
permittivity can depend on material stretch or temperature [25]. 
However, working stretches in the performed experiments were 
relatively small and did not exceed 1.3; therefore, aforementioned 
effects were not included in the analysis. 

Investigation of the capacitance change of the DEG in the se-
lected range of load parameters showed that it is stable and, 

practically, a linear relation. Mean displacement in 𝑠(𝑡) sinusoidal 
loading has a huge impact on the mechanical stability of the 
membrane but can be omitted when considering capacitance 
alone. Initially, there were some doubts whether interaction be-
tween layers during cyclic loading can affect DEG parameters as 
the presence of a conductive grease allows relative slip. However, 
no such effect was observed in relation to both mean displace-
ment and amplitude. This opens a way to further investigate multi-
layer structures with additional electrodes. 

The amount of energy generated in the researched scope of 
voltage was between ca. 2 μJ and 21 μJ. Regarding absolute 
values, it is a small quantity but comparable to those being report-
ed in other works. However, it is worth noting that voltage levels 
used in the presented DEG are below 350 V, while typical values 
found in the literature are of a few kilovolts. This is possible due to 

the quite large capacitance change 𝛥𝐶 that reached almost 2.5 
nF. 

In the case of both parts of the experiment, linear regression 
models fitted the empirical data well. Using the further model of 
Eq. (7) to extrapolate, the presented DEG design has the potential 
to generate even up to ca. 0.12 𝑚𝐽 if 𝑈low = 1000 V and 

𝛥𝑈 = 50 V. Increasing frequency over 1 Hz can also increase 
the amount of generated power. 
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Abstract: The current study is a semi-analytical analysis of the vibratory behaviour of a rigid vertical rotor, supported by a new hydrostatic 
squeeze film damper (HSFD), consisting of four hydrostatic pads fed through four single-action membrane-type variable-flow restrictors. 
The Reynolds equation based on the Newtonian theory of lubrication is used and then adapted to our work, which is solved  
semi-analytically. In this paper, we study the effect of different parameters, the eccentricity, membrane geometry coefficient, pressure ratio 
and rotational speed, on the main characteristics of a four-pad HSFD. From the simulation results, we observed that at the critical speed, 
the rigid rotor fed by membrane restrictor shows a decrease in transmitted forces, a decrease in vibration response and good system  
stability as compared with a similar rotor fed by capillary restrictor. From the results reported in this work, we observed good agreement 
between our study and other works. 

Key words: linear vibration, unbalance, hydrostatic squeeze film damper, Reynolds equation, Newtonian fluids, membrane restrictor,  
                     squeeze film lubrication 

1. INTRODUCTION 

The main and most common problem in the industry is the 
phenomenon of harmful vibrations resulting from imbalances in 
rotating machines, such as industrial turbo machinery, aircraft gas 
turbine engines and machining spindles. This has prompted many 
researchers to study the use of hydrostatic squeeze film dampers 
(HSFDs) as one of the effective solutions to control these vibra-
tions. The latter has received increasing attention recently, due to 
its very low cost, durability and simplicity, with high efficiency in 
reducing the transmitted forces and increasing system stability. 

Bouzidane et al. [1] investigated the effects of geometry, re-
cess pressure and film thickness on the equivalent stiffness and 
damping of a four-pad hydrostatic journal bearing. In another 
work, Bouzidane et al. [2] studied the effect of rotational speed, 
supply pressure, pressure ratio, and viscosity on the transmitted 
force and unbalance response of a rigid rotor supported by a four-
pad HSFD. In their work, a non-linear model was developed and 
the results obtained were compared with the simulation data of a 
linear model of HSFDs. 

Many researchers have worked on the same topic. Abed et al. 
[3] analyzed three-pad HSFDs compensated with new electrorhe-
ological valve restrictors. Nemchi et al. [4] present a theoretical 
study of the effects of eccentricity ratio and Poiseuille Reynolds 
number on the performance of four-pad HSFDs. The results ob-
tained indicate that the flow systems have a very significant im-
pact on the performance of an HSFD loaded between pads. 
Benariba et al. [5] indicate that the micropolar effect is also mostly 
influenced by the stress ratio, on bearing performance. In another 
work [6], they deal with an analytical resolution of the modified 
Reynolds equation in order to study the effects of the coupling 

number and the characteristic length of the micro-fluidic fluid on 
the transmitted forces, the vibratory response, the pressure profile 
and the flow. 

Generally, there are two types of compensation: passive com-
pensation, such as orifice and capillary restrictors, and active 
compensation [7–10]. In passively compensated bearings, the 
geometry of the compensating element never changes. However, 
in actively compensated bearings, the internal geometry is adjust-
ed automatically by a pressure sensor.  

In several works, contributions to the study of the behaviour of 
these externally pressed bearings with variable flow constraints 
have been made by Digast et al. [7], Mayer and Shaw [8], 
O'Donoghue and Rowe [9] and Cusano et al. [10]. The double 
diaphragm valve (membrane) was developed for grinding machine 
slide ways and spindle supports. It is a form of pressure sensing 
valve designed to control equal area opposed pad bearings. For 
high-performance practical purposes, this type of valve can be 
used to obtain infinite hardness as well as negative stiffness. The 
main advantage of the double diaphragm valve over the other 
systems is its manufacturing simplicity. Mohsin et al. [11] showed 
that the use of a membrane restrictor to compensate for the hy-
drostatic bearings enhances the static and dynamic stiffness of a 
bearing and reduces the power requirement. Morsi [12] discussed 
the performance of a hydrostatic thrust bearings compensated by 
passive and active restrictors from the point of view of fluid film 
stiffness and power requirement. Mohsin and Morsi [13] conduct-
ed both theoretical and experimental studies on the dynamic 
performance of a hydrostatic thrust pad bearing system compen-
sated by variable resistance restrictors. Other important investiga-
tions which advocated the use of membrane restrictors as com-
pensating elements in hydrostatic bearing systems to obtain better 
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performance characteristics are the studies of Degast [14] and 
Wang et al. [15], with diaphragm variable flow compensation, who 
studied the dynamic properties of externally pressurized, doubled 
pad, circular thrust bearings; they used Reynolds equation in 
cylindrical coordinates to simulate the pressure distribution and 
flow continuity. Sharma et al. and Singh et al. [16, 17] studied the 
influences of bearing flexibility and recess shape on the perfor-
mance characteristics of multi-recess journal bearings, to deter-
mine the flow rate of membrane-type restrictor; they used the 
third-order polynomial of pressure difference. 

Kang et al. [18, 19] used the coupled field to determine the 
flow rate between a rigid sill and elastic membrane. However, 
their simulation results do not provide a simple relationship be-
tween the flow rates or restriction coefficients and the pressure 
differences, which they used by using both analytical and experi-
mental methods to study the membrane-type restrictor. Kang et al. 
[20, 21] used the identification method of restriction parameter, 
and deformation parameter for membrane-type restrictors ob-
tained directly from the experimental results. 

 
Fig.1. Schematic of a membrane-compensated four-pad hydrostatic squeeze film damper 

As shown in Fig. 1, the fluid enters the membrane flow valve 
restrictor at a supply pressure (Ps), then escapes through the 
membrane clearance (x0) and is then conducted through a line 
into a recess (Pr0). From the recess or pocket, the fluid escapes 
out of the bearing through the bearing clearances (Pa). If an 
external load (W) is applied, the pressure difference between the 
two opposite recess forces the membrane to move in such a way 
that the external resistance increases. If all the dimensions are 
properly chosen, the bearing may yield a much larger value of 
fluid film stiffness than that of fixed external restrictors. The mem-
brane flow valve restrictor uses the gap height (x0) as the variable. 
Because the flow resistance varies with the gap height, the dia-
phragm flow valve restrictor is a load sensing resistance that 
varies with the load; that is to say, the required change in re-
sistance can be obtained through a precise diaphragm deflection. 

In order to reach special results, we chose in the present work 
a semi-analytical analysis of the modified Reynolds equation to 
study the effects of pressure ratio, eccentricity, membrane geome-
try coefficient and rotational speed on the vibration response, 
transmitted forces and flow rate. For the selected operating condi-
tions, quantitative changes in the performance characteristics of a 
four-pad, membrane-compensated HSFD are compared with the 
previous results obtained for capillary compensation. 

Certainly, the presented results obtained in this study are very 
useful for designers’ tolerance. 

2. PROBLEM FORMULATION 

In this analysis, we adopt the assumptions given below: 

 The bearing system is modelled as a two degree of freedom 
system. 

 The pressure in the annular region is governed by the 
Reynolds equation, while that in the recess region it is 
assumed to be constant. 

 The lubricant has a constant density and viscosity and is 
definitely incompressible. 

 The flow is laminar in the membrane and in the bearing 
compensator. 

 The relative ambient pressure is taken as zero. 

 The inertia force of the lubricant is neglected. 

3. FOUR-PAD HSFD DESCRIPTION 

Fig. 2(a) shows a rigid rotor supported by an HSFD in the ec-
centric case composed of four identical plane pads fed through 
four single-action membrane restrictor-type hydraulic resistances. 
All pad geometries are equally spaced around the journal and are 
identical. The indices 1, 2, 3 and 4 refer to the characteristics of 
the lower, left and right hydrostatic flat pad, respectively. Each 
pad is fed by a membrane restrictor through a recess, which is 
supplied with an external pressure (Ps). Fig. 2(b) shows a longitu-
dinal section of an HSFD with four identical pads, and Fig. 2(c) 
shows the geometrical details of one of the four identical hydro-
static pads.  

In our study, we will use the commonly used semi-analytical 
method. On one hand, it allows to reduce the size of the calcula-
tion programmes, while on the other hand, it requires the 
knowledge of the pressure in the cavity and the pressure at the 
free ends at each pad. The calculation of the characteristics of the 
HSFD can be obtained through the juxtaposition of four hydrostat-
ic flat pads. 
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Fig. 2. (a) Four-pad HSFD; (b) longitudinal section of a four-pad HSFD; (c) geometric details of the hydrostatic pad 

3.1  Reynolds equation 

The Reynolds equation governs the pressure 

tionPi(xi, zi). In some cases, the equation can be solved semi-
analytically by applying the infinitely short or long pad. If we as-
sume that between the sheaths and the fluid there is no slip, the 
boundary conditions (Fig. 3.) associated with the field speed will 
be as follows: 

 On pad (y=0)  : U1i = 0;  V1i = 0  et W1i = 0 

 On journal (y=hi) : U2i = 0;  V2i = hi

⋅

 et W2i = 0 

 

Fig. 3. Conditions for hydrostatic pad limits  

The  ith hydrostatic pad:U2i , V2i and W2iare the speeds sur-

face of the runner and hi is the squeeze velocity of the ith hydro-

static pad (i = 1,2,3 and 4). 
It is assumed that the recess is sufficiently deep to justify the 

assumption of the constant pressure. The housing of the rolling 
ball bearing is driven by a linear velocity (squeeze velocity) noted 
as Vpi.  

We bind the centre of the Bering of the fixed 

ence(O1, X⃗⃗ , Y⃗⃗ , Z⃗ ), whereO1: represents the centre of the bearing 
(Fig. 2a). The position and velocity of the housing relative to the 
centre are, respectively, defined in the Cartesian coordinates, 

whereO2 is the centre of the housing as: 

 𝑂1𝑂2
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = 𝑥1𝑋 = 𝑦1�⃗� and �⃗� (𝑂2) = 𝑉𝑎𝑋 = 𝑉𝑏�⃗� . 

The geometric characteristics of four-pad HSFDs are defined 
as follows: 

 The number of pads n (n = 4) 

 The size of the pad (Fig. 2c) 

 Outside dimension of the pad: A, B 

 The size of the races: a, b 

 The dimension of the housing (Fig. 2b) 
The knowledge of the film thickness and housing speed in 

each pad are given, respectively, in Fig. 2(a): 

 Pad n°1:    
ℎ1 = ℎ0 + 𝑥1

𝑉𝑝1 =
∂ℎ1

∂𝑡
= 𝑉𝑎

                            (1)                                                                         

 Pad n°2:     
ℎ2 = ℎ0

𝑉𝑝2 =
∂ℎ2

∂𝑡
= 0

                              (2)                                                                 

 Pad n°3:     
ℎ3 = ℎ0 − 𝑥1

𝑉𝑝3 =
∂ℎ3

∂𝑡
= −𝑉𝑎

                            (3)                                  

 Pad n°4:     
ℎ4 = ℎ0

𝑉𝑝4 =
∂ℎ4

∂𝑡
= 0

                                    (4)                                                                          

Note that 

{
B′ + h1 + h3 = Cte ⇒ h1 + h3 = Cte              

A′ + h2 + h4 = Cte ⟹ 2h0 = h2 + h4 = Cte
           (5)  

where ℎ0 represents the film thickness with the housing in a 

centered position and 𝑥1,𝑉𝑎 respectively, represent the linear 

displacement and squeezing velocity of the housing along the X-
axis (Fig. 2a). 

3.1.1  Calculations 

    In this study, we choose the semi-analytical method as it allows 
reduction in the programmes size. However, it requires knowledge 
of the pressure in the recess and the pressure at the free ends of 
each pad. Calculating the characteristics of four-pad HSFDs 
therefore, it returns to calculate the characteristics of the four 
hydrostatic pads separately. 
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3.1.2  Infinitely long hydrostatic flat pad 

    The semi-analytical method is used to calculate the four-pad 
HSFD characteristics, under the assumption of the infinitely long 
pad. 

3.1.3  Calculation of pressure field 

When𝐴 𝐵⁄  ratio (the length  𝐴(𝐴 = 𝐿) to the width B) is big, 
the outflow in the Z direction is negligible compared with that in 
the X direction (Fig. 4b). 

𝑄𝑥𝑖 <<< 𝑄𝑧𝑖 ⇒
𝜕 𝑃𝑖

𝜕 𝑥
= 0                             (6) 

with 

{
𝑄𝑥𝑖 = 𝑄𝑥𝑖

+ + 𝑄𝑥𝑖
−

𝑄𝑧𝑖 = 𝑄𝑧𝑖
+ + 𝑄𝑧𝑖

−                                   (7) 

where 𝑄𝑥𝑖  is the flow rate along the 𝑋 axis relative to the single-

acting pad𝑛°1 and 𝑄𝑧𝑖  flow rate along the𝑍axis relative to the 
same pad. 

 

Fig. 4. Hydrostatic pad with infinite length. (a) Geometric details  
            and longitudinal section and of hydrostatic pad with infinite length;  
            (b) hydrostatic pad with infinite length 

From Eq. (6), the pressure does not vary along the𝑋axis, 
therefore the Reynolds equation for a single pad in direction n°1 is 
given as: 

𝜕

𝜕 𝑋
[
ℎ𝑖

3

𝜇
(
𝜕 𝑃𝑖

𝜕 𝑋
)] +

𝜕

𝜕 𝑍
[
ℎ𝑖

3

𝜇
(
𝜕 𝑃𝑖

𝜕 𝑍
)] = 12 𝑉𝑃𝑖

                  (8) 

which simplifies to: 

∂

∂ Z
(ℎ𝑖

3 ∂ Pi

∂ Z
)    = 12  μℎ𝑖

⋅

                                      (9a) 

with 

ℎ𝑖

⋅

= Vpi
=

∂ h𝑖

∂ t
                                            (9b) 

The integration of Eq. (9) and the application of the boundary 
conditions in terms of pressure are: 

𝑃𝑖 = 𝑃𝑎𝑖   for  𝑍 = 0 

𝑃𝑖 = 0  for  𝑍 = 𝑏1 

The atmospheric pressure is taken as the reference pressure 
which allows us to have: 

𝑃𝑖 =
6 𝜇  ℎ

⋅

𝑖

ℎ𝑖
3 𝑍2 − (

𝑃𝑎𝑖

𝑏1
+

6 𝜇  ℎ𝑖

⋅

ℎ𝑖
3 𝑏1) 𝑍 + 𝑃𝑎𝑖               (10) 

This is valid for: (b1 + b) ≤ Z ≤ −b
 

Particular case: for  ℎ
⋅

𝑖 = 0  (static case) 

P𝑖 = Pai  (1 −  
Z

b1
)                                   (11)

 

0 ≤ 𝑍 ≤ 𝑏1 

P𝑖 = (
Pai

b1
) (Z + b + b1)                                (12)

 

– (𝑏 + 𝑏1) ≤ 𝑍 ≤– 𝑏 

3.2. Recess pressure 

By resolving the following flow continuity equation, the recess 
pressure is determined for each hydrostatic pad as: 

𝑄𝑟𝑖 = 𝑄𝑜𝑖                                               (13) 

where 

𝑄𝑜𝑖 = 𝑄𝑣𝑖 + 𝑄𝑠𝑖                                            (14) 

Here 𝑄
𝑣𝑖

 represents the squeeze flow of the 𝑖𝑡ℎ hydrostatic 

pad where: 

𝑄𝑣𝑖 = 𝑆𝑖ℎ𝑖

⋅

                                              (15) 

𝑄
𝑟𝑖

 is the flow through the hydraulic resistance and 𝑄
𝑠𝑖

 the 

flow rate requirement of the 𝑖𝑡ℎ hydrostatic pad. 

𝑄𝑠𝑖 = 𝑄𝑠𝑥𝑖 + 𝑄𝑠𝑧𝑖                                         (16) 

QSxi = ∫ 𝑑𝑧 ∫ uxidy
hi

0

𝐴

0
                                       (17) 

QSzi = ∫ 𝑑𝑥 ∫ uzidy
hi

0

𝐵

0
                                      (18) 

uxi =
1

2 μ

 dPi

 dZ
   y(y − hi)                                  (19) 

uzi =
1

2 μ

 dPi

 dZ
   y(y − hi)                                  (20) 

where 𝑢𝑥𝑖 and 𝑢𝑧𝑖 are the flow velocities in directions 𝑥 and 𝑧, 

respectively, of the 𝑖𝑡ℎ hydrostatics pads. 

3.2.1. The total volumetric flow rate 

The equation of the total volumetric flow rate is as follows: 

QT = ∑ Qoi =4
i=1 Qo1 + Qo2 + Qo3 + Qo4                      (21) 

3.2.2. Flow equilibrium 

3.2.2.1. Constant restriction of capillary 

The equation of flow through the capillary to a recess can be 
determined as: 

𝑄𝑐𝑖 =
𝜋𝑑𝑐

4

128𝜇𝑙𝑐
(𝑃𝑠 − 𝑃𝑟𝑖)                                                (22) 

3.2.2.2 Single-action membrane-type variable restrictor 

The external fluid is supplied by a hydraulic pump, which 
passes through the membrane restrictor and is fed into the 
recesses on the inner surface of the pad to form a fluid film, for 
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separating between the solid sliding surfaces in order to avoid 
contact of both solids.  

 

Fig. 5. Single action membrane-type restrictor [20] 

In the membrane restrictor, as shown in of four-pad (Fig. 5), 
we find membrane thickness (t), Poisson’s ratio (m), elastic 
modulus (E), membrane radius (r3), radius of cylindrical sill (r2) 
and radius of outlet from sill to recess (r1); (x0) is the initial opening 

when the membrane is subjected to only (Ps), and (𝑝𝑟𝑖 = 0), and 

(𝑥) is the equivalent opening as both pressures (Ps) and (𝑝𝑟𝑖 ≠
0) act on the membrane.The flow rate through a single-acting 
membrane-type restrictor, to be obtained from the equation 
governing the viscous laminar flow between two parallel circular 
plates [20], can be determined by: 

Q𝑚𝑖 = 
𝑥𝑚𝑖

3 𝜋

6μln(𝑟2 𝑟1⁄ )
  (Ps − Pri) =

P𝑠−Pri

𝑅𝑚𝑖
                  (23) 

where (μ) is fluid viscosity, 𝑥𝑚𝑖 = 𝛿 + 𝑥0is the gap between the 

sill and the membrane, (𝛿) is the membrane deflection, (x0) is the 
initial gap after assembling and (Rmi) is defined as the flow 
resistance of this membrane-type restrictor as:  

R𝑚𝑖 = 6μln(𝑟2 𝑟1⁄ ) 𝜋𝑥𝑚𝑖
3⁄                              (24) 

The membrane deflections vary with the radial position. In 
order to simplify the calculation of membrane deflection, the 
membrane deflections are assumed to be constant and equal to 
the membrane deflection at location (r1), and so the membrane 
deflection can be expressed as: 

𝛿 = K(P𝑠 − P𝑟𝑖)                                           (25) 

where 𝐾 is the deformation coefficient 13 of the membrane: 

𝐾 = 12(𝑟3
2 − 𝑟1

2)2(1 − 𝑚2) 64𝐸𝑡3⁄                       (26) 

3.3. Flow rate requirement  

    The total volumetric flow rate that must be supplied to the 
hydrostatic pad according to the x and y axes are given by the 
following equation: 

{
𝑄𝑡𝑥 = 𝑄𝑆2 + 𝑄𝑆4

𝑄𝑡𝑦 = 𝑄𝑆1 + 𝑄𝑆3
                                      (27) 

3.4. Carrying load capacity 

The pad load for a lengthL relative to the pad n°1 is: 

𝑊𝑃𝑖 = ∫ 𝑃𝑖𝑑𝑠  = ∫ 𝑃𝑎𝑖  𝑑𝑠  + 2 ∫ 𝑃𝑖  𝑑𝑠
𝑆2𝑆1𝑆

                    (28) 

where 𝑆 are the contact surface, ds is an element of the surface, 

𝑆1 is the surface of the recess and 𝑆2 is the surface pad sill. 

After integration, we obtain: 

𝑊𝑃𝑖 = 𝑃𝑎𝑖  𝐿 (𝑏1 + 𝑏) −
2 𝜇  ℎ

⋅

𝑖

ℎ𝑖
3 𝑏

1

3  𝐿             (29) 

We can write this relationship in a more general form as: 

𝑊𝑃𝑖 = 𝑃𝑎𝑖  𝑆 𝐾𝑤 −
2 𝜇  ℎ

⋅

𝑖

ℎ𝑖
3 𝑏

1

3  𝐿                           (30) 

where 𝐾𝑤 is the coefficient of load, ranging from 0 to 1, as 

𝐾𝑤 = 1 − (𝑏1 𝐵⁄ )
.
 The relation (27) may also be written as: 

 𝑊𝑃𝑖 = 𝛽𝑖   𝑃𝑆   𝑆   𝐾𝑤 −
2 𝜇  ℎ

⋅

𝑖

ℎ𝑖
3 𝑏

1

3  𝐿                        (31) 

where  𝛽𝑖 = 𝑃𝑎𝑖 𝑃𝑆⁄  is the ratio of the recess over the supply 
pressures. 

The forces of the liquid film on the journal can be written as: 

{
𝑊𝑋 = 𝑊𝑃2 − 𝑊𝑃4

𝑊𝑌 = 𝑊𝑃1 − 𝑊𝑃3
                                          (32) 

where 𝑊𝑋 and 𝑊𝑌 are the load capacities in directions 𝑋 and 𝑌, 

respectively. 

4. ROTOR DYNAMICS BEHAVIOUR 

The rotor motion equation is given as: 

{
𝑀X

⋅⋅

= (F𝑥 + 𝑀휀𝑏𝜔
2h0cos(𝜔t))

𝑀Y
⋅⋅

= (F𝑦 + 𝑀휀𝑏𝜔
2h0sin(𝜔t))

                     (33)
 

The fluid film forces on the four-pad HSFD are 

{
𝐹𝑥 = 𝐹𝑝3 − 𝐹𝑝1

𝐹𝑦 = 𝐹𝑝4 − 𝐹𝑝2
                                               (34) 

where (𝑒) is eccentricity, (휀 = 𝑒 ℎ0⁄ ) is eccentricity ratio and (ℎ0) 

is film thickness, (𝑚) is mass of the rotor,  is the excitation 

frequency, Fx and Fy are hydrostatic forces in the𝑥and 
𝑦directions, respectively, and Fpi (i = 1,2,3 and 4)

 
is hydrostatic 

force of the ith hydrostatic ad. 

5. SOLUTION PROCEDURE 

In order to study the non-linear dynamic behaviour  
of assembling a vertically rigid rotor, supported by HSFD fed by a 
membrane restrictor and using a Newtonian lubricant, we adopted 
the Newmark method, which is briefly discussed as follows. 

Assuming that the assembly is rigid, the hydrostatic forces, 
which vary according to the change in velocity and eccentricity, 
are determined by applying the boundary and pressure field 
integral conditions, which is determined by solving Reynolds Eq. 
(8) in a semi-analytical method. 

By solving the rotor motion Eq. (33) using non-linear methods, 
the flow rates, dimensionless vibration amplitude and transmitted 
force amplitudes are calculated. 

The computed amplitudes are determined from direct 
numerical integration of the equations of motion by using a step-
by-step method. For each frequency of excitation, the temporal 
responses are determined through the Newmark method. 
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The amplitude calculations for the first five periods yielded 
very adequate results. The negative pressure is set to zero during 
the interactive process of caring for the oil film cavities, and at 
each step the hydrostatic forces are determined. Film thickness 
and pressure are determined by solving the continuity of flow Eq. 
(13) of a given pressure ratio. 

6. RESULTS AND DISCUSSION 

6.1.  Effects of pressure ratio 

Fig. 6 shows the effects of the pressure ratio (β) and the 
speed of rotation on the dimensionless amplitude،transmitted 
force and flow; for supply pressure 10 [bar], a viscosity of 0.0025 
[Pa.s] and 0.2 of dynamic eccentricity unbalance. 

 

 
Fig. 6. Effects of pressure ratio on (a) variation of dimensionless vibratory 

amplitude, (b) variation of transmitted force amplitude and (c)  
variation of flow rate amplitude as a function of rotational speed 

Panel (a) shows that, when the pressure ratio increases, the 
dimensionless vibration amplitude decreases due to the increase 
in film stiffness. We also record from panel (c) a decrease in the 
flow and in the transmitted forces (see (b)) as well. 

6.2. Effects of the imbalance eccentricity 

 

 
Fig. 7. Effects of imbalance eccentricity on (a) variation of dimensionless 

vibratory amplitude, (b) variation of transmitted force amplitude 
and (c) variation of flow rate amplitude as a function of rotational 
speed 

Fig. 7 shows the effect of unbalance eccentricity (ζb) and the 
rotational speed on the dimensionless amplitude of vibration, the 
transmitted force and the flow rate for a supply pressure of 10 
[bar], a pressure ratio β = 0.5 and a viscosity μ = 0.0025 [Pa.s]. 

We can notice that in panel (a), when the eccentricity 
increases the vibration amplitudes also increase. The same can 
be noticed for transmitted force in panel (b), which can be 
explained by the increase in dynamic load. Panel (c) shows that 
the increase in flow is directly proportional to the speed of rotation 
and eccentricity. 

6.3. Effects of membrane geometry coefficient 

Fig. 8 shows the effect of the membrane geometry coefficient 
(α) and the rotational speed on the dimensionless amplitude of 
vibration, the transmitted force and the flow rate for a supply 
pressure of 10 [bar], a pressure ratio β = 0.5 with a viscosity 
μ=0.0025 [Pa.s] and r2=αr1 , r3=αr2. It can be seen from panels (b) 
and (c) that the membrane geometry modulus is directly 
proportional to the flow rate and inversely proportional to the 
change in the transmitted force with very slightly reduced vibration 
amplitudes (a). 

 

 
Fig. 8. Effects of membrane geometry coefficient on (a) variation  

of dimensionless vibratory amplitude, (b) variation of transmitted 
force amplitude and (c) variation of flow rate amplitude  
as a function of rotational speed 

7. COMPARISON BETWEEN THE CAPILLARY MEMBRANE 
AND FLOW RESISTANCES 

Let us represent, on the same graph, the analytical variance 
of dimensional vibration amplitude, transmission force and flow 
rate as a function of rotational speed, as shown in Fig. 9. It is clear 
from panels (a) and (b) that we obtained greater amplitude of 
vibrations and transmitted force thanks to the results presented in 
the curve obtained by the analytical code for capillary-type 
resistance as compared with the results of the semi-analytical 
code for a set with membrane-type resistance, and vice versa for 
flow (c). This leads us to state that the system supported by a 
membrane resistance is more stable. 
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Fig. 9. (a) Dimensional vibration amplitude, (b) amplitude of the transmis-
sion force and (c) flow amplitude as a function of rotational speed for both 
capillary flow and membrane resistances 

8. CONCLUSIONS 

The aim of this research is to assess semi-analytically the per-
formance of four-pad HSFDs with membrane-type variable flow 
restrictors as compensating elements.  

The study focuses on the effects of the pressure ratio, mem-
brane geometry coefficient, unbalance eccentricity and rotational 
speed on key parameters of the rotor dynamic behaviour. The role 
of HSFD is to control the vibration amplitudes, and to reduce the 
forces transmitted to the base, caused by the rotor imbalance. 
The conclusions can be summarized as follows: 

 Effect of pressure ratio: due to the increase in compression 
ratio, we record a decrease in response amplitude, transmit-
ted force and flow. When the rotational speed moves away 
from the critical speeds, changes in the compression ratio do 
not affect the amplitude of the response and stability is 
achieved. 

 Effect of unbalance eccentricity: as expected, the amplitude of 
the response, transmitted forces and flux increase with in-
creasing the unbalance eccentricity. 

 Effect of membrane geometry coefficient: a lower membrane 
geometry modulus increases the transmitted forces with a 
lower flow rate, whatever the velocity. On the contrary, it leads 
to a very slight decrease in response amplitude when working 
near critical speed, due to increased damping. 
From the analysis of the results and comparison of the two re-

sistance properties of four-pad HSFD membranes and capillaries, 
we conclude that the membrane flow value is greater than capil-
lary flow with a lower load and lower response amplitude, which 
allow good stability of the system. 

Notation: 

𝐴 pad length [𝑚] 
𝑎 recess length [𝑚] 
𝐵 pad width [𝑚] 
𝑏 recess pad width [𝑚] 

𝐹𝑋; 𝐹𝑌 
represent the hydrostatic forces, in the X 
and Y directions 

[𝑁]
 

ℎ0 
film thickness at the center position of the 
hydrostatic squeeze film damper 

[ m]
 

ℎ𝑖 
film thickness of the ith hydrostatic pad [𝑚]

 M
 

mass of the rotor [𝐾𝑔]
 

𝑁
 

The speed of rotation [tr/min]
 

𝑂1
 

Center of the bearing [   ]
 

𝑂2
 

shaft center [   ]
 

𝑃𝑟𝑖
 

recess pressure of the ith hydrostatic pad [𝑃𝑎]
 

𝑃𝑟0 
recess pressure at the center position of 
the hydrostatic squeeze film damper 

[𝑃𝑎]
 

𝑃𝑆 
supply pressure [𝑃𝑎]

 

𝑄𝑥𝑖; 𝑄𝑧𝑖 
flow in the x ,y and z direction 
respectively of the ith hydrostatic pad 

[m3/S]
 

𝑄𝑆𝑖 
lubricant outlet flow rate of the pad [m3/S]

 

𝑄𝑚𝑖 
lubricant inlet flow rate of the membrane [m3/S]

 
𝑄𝑇 

total flow rate  [m3/S]
 Sb

 
area of hydrostatic pad  [𝑚2] 

 Sr
 

area of hydrostatic recess  [𝑚2] 
 S

 
cross-section area  [𝑚2] 

 
ℎ
⋅

𝑖
 

squeeze velocity of the ith hydrostatic pad [m/S]
 

(𝑢𝑥𝑖; 𝑢𝑧𝑖) flow velocities in the x and y directions, 
respectively of the ith hydrostatic pad 

[m/S]
 

(𝑥𝑖 , 𝑧𝑖 , 𝑦𝑖) coordinate system used in the Reynolds 
equation 

[m/S]
 

(𝑥, 𝑦) coordinate system used to describe the 
rotor motion 

 

𝛽0 ratio of recess pressure over supply 
pressure at the center position of 
hydrostatic squeeze film damper 

[   ]
 

𝛽𝑖  
pressure ratio of the ith hydrostatic pad [   ]

 
휀

 
Unbalance eccentricity.(e𝑏/h0)   [   ]

 
𝑒𝑏 Eccentricity [𝑚] 
𝜇

 
Viscosity [𝑃𝑎. 𝑠]

 
𝜔

 
excitation frequency  [𝑟𝑎𝑑/𝑠] 

 
𝐸 elastic modulus (N/mm)

 𝑥,  𝑥0 gap and initial gap between sill and 
membrane 

[𝑚]
 

K𝑚 deformation coefficient of the membrane (N/mm)
 R𝑚 flow resistance of membrane restrictor  

r1 exit radius [𝑚]
 r2 radius of restriction ring [𝑚]
 r3 Radius of the membrane  [𝑚]
 𝑡 Thickness of the membrane [𝑚]
 𝛿 membrane deflection [𝑚]
 m Poisson’s ratio [   ]
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Abstract: Vibration analysis of industrial robots is one of the key issues in the context of robotisation of machining processes.  
Low-frequency vibrations result from flexibility in manipulator joints. Within the scope of the article, a model of a two-link robot manipulator 
was built. Dynamic equations of motion were formulated to study the influence of the robot arm configuration on vibration effects. Based  
on numerical simulations, the frequency spectrum of vibrations of the robot’s links was determined, and tests were carried out in a number 
of configurations, obtaining a map of resonant frequencies depending on the configuration of the manipulator. Experimental studies  
were then carried out, which confirmed the conclusions from the simulation studies. The results obtained confirm that the positioning  
of the manipulator’s links has a significant effect on vibration effects. Tests conducted using a vision system with a motion amplification 
application made it easier to interpret the results. The formulated mathematical model of the manipulator generates results that coincide 
with the results of experimental studies. 

Key words: industrial manipulator, manipulator model, robot vibration

1. INTRODUCTION  

Nowadays, industrial robots are increasingly used in many 
sectors of industry, such as machining, assembly and welding 
processes. For machining operations, industrial robots provide an 
economical and flexible alternative to standard CNC machine 
tools [1]. Machining operations performed by CNC machine tools 
provide greater accuracy and process stability. However, their 
maintenance costs are higher, and their movement capabilities 
are lower than those of robots. Therefore, CNC machines are 
often replaced by industrial robots [2]. The studies in Ref [2, 3] 
present general technical limitations of robots that occur during 
robotic machining processes, that is, accuracy, flexibility and 
possibility of excitation of robot resonant frequencies. The stability 
of operation during robotic machining is related to the stiffness of 
the robot and the vibrations that occur during machining. There-
fore, research is being conducted to reduce the impact of negative 
effects occurring during robotic machining processes, among 
others vibrations. The most common applications of robots in 
machining processes include grinding, deburring and milling in 
soft materials [4, 5]. Proper planning of these processes requires 
the knowledge of the dynamic properties of the robot, so as not to 
excite, for example, its resonant vibrations. Identification of a 
mathematical model of the robot’s mechanical structure is possi-
ble in the following experiments: modal analysis, measurement of 
the stiffness of the robot’s structural elements and measurement 
of the stiffness in the manipulator’s workspace [1]. Based on a 
review of existing solutions, examples of the application of the 
modal analysis of ABB and KUKA robots were found. In the stud-
ies in Ref [1, 6, 7, 8], modal analysis of KUKA manipulators was 
carried out to determine the frequencies of resonant vibrations. 

Impulse excitation generated using an impact hammer was used 
to excite the vibration, and the frequency response function was 
determined. The presented studies showed the dependence of 
the effect of the position of the robot arm on the excited natural 
frequencies. The studies in Ref [2, 8] presented an experimental 
modal analysis for an ABB manipulator. The study in Ref [9] ex-
tends the frequency determination problem to include an uncer-
tainty analysis of the determination of resonance zones. The study 
in Ref [10] allows the determination of modal parameters of robots 
under static conditions. The study in Ref [8] presents a position-
dependent control methodology to actively damp end effector 
vibration during robotic machining processes. The study in Ref 
[11] presents a hybrid vibration control of an industrial composite 
robotic manipulator based on a reduced order model. In the study 
in Ref [12], a method using machine intelligence was used to 
control the open-loop vibration of manipulators. 

There are three main approaches to modelling the dynamics 
of industrial robots: modelling the robot as a system of rigid bodies 
with no flexibility and no joint backlash [13, 14], modelling with 
flexibility and backlash in joints [15, 16, 17, 18] and modelling with 
link flexibility [19, 20, 21]. The study in Ref [22] presents a modi-
fied method of modelling flexible robotic manipulators for use in 
dynamic analysis. 

Models of manipulators, taking into account the flexibility of 
the joints [23], created for control purposes include a model of the 
drives, and then an underactuated system is obtained. The study 
of such a model is complex because, in addition to the movement 
of the arm, there are vibration phenomena and a complex problem 
of motion control. Modal models are also built based on the re-
sults of the experiments [24]. The aim of this study is to create the 
simplest possible analytical model of a robot that takes into ac-
count the vibration phenomena at selected positions of the robot 
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arm, without taking into account the influence of the arm move-
ment on the vibration. 

The article presents a model of a two-link robot manipulator, 
taking into account the flexibility of joints. The dynamic equations 
of motion of the manipulator were formulated using the Lagrangi-
an approach. The purpose of the modelling was to determine the 
effect of the robot arm configuration on vibration effects. Due to 
the complexity of the equations of motion, properties were studied 
using numerical methods. The frequency spectrum of vibrations of 
the robot’s links was determined. The study was carried out in 
many configurations, obtaining a map of resonant frequencies 
depending on the configuration of the robot. The results of theo-
retical analysis were confirmed by the results of a number of 
experimental tests. The main contribution of the research is the 
determination of the frequencies and modes of resonant vibrations 
using the experimental method and the formulation of a mathe-
matical model of the dynamics of the robot arm, taking into ac-
count the flexibility of the joints. 

The purpose of the modal analysis presented in this article is 
to determine the value of the resonant frequency and its depend-
ence on the current position of the robot. The variability of the 
values of the resonant frequencies can lead to their activation in 
certain configurations, although the parameters of the processes 
to be carried out remain constant. The knowledge of the dynamic 
properties of the robot, which are of a vibrational nature, makes it 
possible to avoid resonances by correctly designing the robotic 
processes. This applies, for example, to robotic machining. 

In the case of a typical industrial robot with six degrees of 
freedom, there will be no new phenomena, but there will be an 
accumulation of those that are present in a two-part robot. Hence, 
the model will be qualitatively the same. This article, however, 
draws attention to the occurring phenomena and presents the 
possibilities of their analysis. The simplification of modelling only 
two degrees of freedom of the robot makes it easier to present the 
results and understand the analysed phenomena. 

2. MODEL OF MANIPULATOR 

To analyse the influence of the manipulator configuration on 
vibration effects, a model of a two-link planar manipulator was 
adopted, the schematic diagram of which is shown in Fig. 1. It 
consists of two articulated links that have the ability to move in the 
xy plane. The model takes into account the flexibility in joints A 
and B, which is the cause of low-frequency vibration of the manip-
ulator. Point C is the end point of the arm, while points S1 and S2 
are the centres of mass of links 1 and 2, respectively. 

Low-frequency vibrations of robots result from flexibility in the 
joints, that is, at points A and B. They involve the rotational oscilla-
tory motion of the links relative to the joints. To account for them, 

it can be assumed that each configuration coordinate, that is, q1 
and q2, can be expressed as the sum of two angular values: 

{
𝑞1 = 𝛽1 + 𝛼1

𝑞2 = 𝛽2 + 𝛼2
             (1) 

where 𝛽1 and 𝛽2 are the values describing the positions of the 
manipulator’s links, relative to which the oscillations of these links 

occur, expressed by the variables 𝛼1 and 𝛼2. In the ideal case, 
when no oscillations occur, 𝛽1 and 𝛽2 are simply the same as the 

configuration coordinates 𝑞1 and 𝑞2. When the flexibility in the 

joints is taken into account, the angles 𝛼1 and 𝛼2 are fast-variable 

values related to the vibration effects of the robotic arm, while 𝛽1 

and 𝛽2 are slow-variable values whose changes result from the 
realisation of the motion trajectory, or alternatively, they are con-
stant values if the robotic arm is in a fixed position. 

 
Fig. 1. A two-link planar manipulator with flexible joints 

The equations of motion of the manipulator were formulated 
using the Lagrangian approach. For this purpose, the potential 
energy was determined first, followed by the kinetic energy of the 
manipulator. 

The potential energy of the system is the sum of the potential 
energies of the masses in the earth’s gravitational field and the 
potential energies of the elastic elements at the joints: 

𝑉 = 𝑉𝑘1 + 𝑉𝑘2 + 𝑉𝑔1 + 𝑉𝑔2           (2) 

where 𝑉𝑘1 and 𝑉𝑘2 are the potential energies of the elastic joints 

of links 1 and 2, and 𝑉𝑔1 and 𝑉𝑔2 are the potential energies of the 

masses of links 1 and 2 in the gravitational field. They are de-
scribed by the following equations: 

𝑉𝑘1 =
1

2
𝑘1(𝛼1 + 𝛼1𝑠𝑡)2            (3) 

𝑉𝑘2 =
1

2
𝑘2(𝛼2 + 𝛼2𝑠𝑡)2            (4) 

𝑉𝑔1 = 𝑚1𝑔𝑙𝑐1𝑠𝑖𝑛(𝛽1 + 𝛼1)                         (5) 

𝑉𝑔2 = 𝑚2𝑔[𝑙1𝑠𝑖𝑛(𝛽1 + 𝛼1) + 𝑙𝑐2𝑠𝑖𝑛(𝛽1 + 𝛽2 + 𝛼1 + 𝛼2)]

              (6) 

in which 𝑘1 and 𝑘2 are the elastic coefficients of the joints 1 and 2 

(at points A and B), respectively; 𝛼1𝑠𝑡 and 𝛼2𝑠𝑡 are the static 
deformations of the joints under the influence of moments from 

the gravity forces of the links, 𝑚1 and 𝑚2 are the masses of links 

1 and 2, respectively; 𝑙1 is the length of link 1; and 𝑙𝑐1 and 𝑙𝑐2 are 
the distances of the centres of mass of the links from the joints 
(distances AS1 and BS2). The trigonometric functions appearing 
in Eqs. (5) and (6) can be decomposed as follows: 

𝑠𝑖𝑛(𝛽1 + 𝛼1) = 𝑠𝑖𝑛 𝛽1 𝑐𝑜𝑠 𝛼1 + 𝑐𝑜𝑠 𝛽1 𝑠𝑖𝑛 𝛼1 = 𝑠𝑖𝑛 𝛽1 +
𝛼1 𝑐𝑜𝑠 𝛽1             (7) 

𝑠𝑖𝑛(𝛽1 + 𝛽2 + 𝛼1 + 𝛼2) = 𝑠𝑖𝑛(𝛽1 + 𝛽2) 𝑐𝑜𝑠(𝛼1 + 𝛼2) +
𝑐𝑜𝑠(𝛽1 + 𝛽2) 𝑠𝑖𝑛(𝛼1 + 𝛼2) = 𝑠𝑖𝑛(𝛽1 + 𝛽2) +
(𝛼1 + 𝛼2) 𝑐𝑜𝑠(𝛽1 + 𝛽2)                          (8) 
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where the following approximations are considered in the second 

step of the transformation: sin 𝛼1 = 𝛼1, cos 𝛼1 = 1, sin(𝛼1 +
𝛼2) = 𝛼1 + 𝛼2, cos(𝛼1 + 𝛼2) = 1. These are due to the fact 

that the angular coordinates 𝛼1 and 𝛼2 describing the vibration 
have small values. The total potential energy, taking into account 
the linearisation performed, is given as follows: 

𝑉 =
1

2
𝑘1(𝛼1

2 + 2𝛼1𝛼1𝑠𝑡 + 𝛼1𝑠𝑡
2 ) +

1

2
𝑘2(𝛼2

2 + 2𝛼2𝛼2𝑠𝑡 +

𝛼2𝑠𝑡
2 ) + 𝑚1𝑔𝑙𝑐1(𝑠𝑖𝑛 𝛽1 + 𝛼1 𝑐𝑜𝑠 𝛽1) + 𝑚2𝑔𝑙1(𝑠𝑖𝑛 𝛽1 +

𝛼1 𝑐𝑜𝑠 𝛽1) + 𝑚2𝑔𝑙𝑐2 𝑠𝑖𝑛(𝛽1 + 𝛽2) + 𝑚2𝑔𝑙𝑐2(𝛼1 +
𝛼2) 𝑐𝑜𝑠(𝛽1 + 𝛽2)            (9) 

The static deformations of the joints were determined using 
the Dirichlet criterion. For this purpose, the derivatives of the 

potential energy (9) were determined after the coordinates 𝛼1 and 

𝛼1, which are equal to zero at the static equilibrium position de-
fined by the values 𝛼1 = 𝛼2 = 0, that is, they satisfy the follow-
ing conditions: 

𝜕𝑉

𝜕𝛼1
|

𝛼1=0,𝛼2=0
=

𝑘1(𝛼1 + 𝛼1𝑠𝑡) + (𝑚1𝑔𝑙𝑐1 + 𝑚2𝑔𝑙1) 𝑐𝑜𝑠 𝛽1 +
𝑚2𝑔𝑙𝑐2 𝑐𝑜𝑠(𝛽1 + 𝛽2) = 0          (10) 

𝜕𝑉

𝜕𝛼2
|

𝛼1=0,𝛼2=0
= 𝑘2(𝛼2 + 𝛼2𝑠𝑡) + 𝑚2𝑔𝑙𝑐2 𝑐𝑜𝑠(𝛽1 + 𝛽2) =

0                 (11) 

From Eqs. (10) and (11), static deformations were calculated 
as follows: 

𝛼1𝑠𝑡 = −
(𝑚1𝑔𝑙𝑐1+𝑚2𝑔𝑙1)

𝑘1
𝑐𝑜𝑠 𝛽1 −

𝑚2𝑔𝑙𝑐2

𝑘1
𝑐𝑜𝑠(𝛽1 + 𝛽2)    (12) 

𝛼2𝑠𝑡 = −
𝑚2𝑔𝑙𝑐2

𝑘2
𝑐𝑜𝑠(𝛽1 + 𝛽2)         (13) 

Taking into account the static deformations (12) and (13) in 

Eq. (9), and omitting 𝛼1𝑠𝑡
2  and 𝛼2𝑠𝑡

2  as small values of higher 

order than 𝛼1𝑠𝑡 and 𝛼2𝑠𝑡, the potential energy can be written in 
the following form: 

𝑉 =
1

2
𝑘1𝛼1

2 +
1

2
𝑘2𝛼2

2 + 𝑚1𝑔𝑙𝑐1 𝑠𝑖𝑛 𝛽1 + 𝑚2𝑔𝑙1 𝑠𝑖𝑛 𝛽1 +

𝑚2𝑔𝑙𝑐2 𝑠𝑖𝑛(𝛽1 + 𝛽2)          (14) 

The kinetic energy of the system is the sum of the kinetic en-
ergies of all links: 

𝐸 = 𝐸1 + 𝐸2           (15) 

where the kinetic energy of link 1 is the energy of the solid in 
rotation relative to point A: 

𝐸1 =
1

2
𝐼𝐴

(1)
�̇�1

2           (16) 

and the kinetic energy of link 2 is the energy of plane motion 
understood as the sum of the progressive motion of the link’s 
centre of mass (point S2) and rotational motion relative to the 
link’s centre of mass: 

𝐸2 =
1

2
𝑚2𝑣𝑆2

2 +
1

2
𝐼𝑆2

(2)(�̇�1 + �̇�2)2         (17) 

Thus, the kinetic energy is as follows: 

𝐸 =
1

2
𝐼𝐴

(1)
�̇�1

2 +
1

2
𝑚2𝑣𝑆2

2 +
1

2
𝐼𝑆2

(2)(�̇�1 + �̇�2)2        (18) 

where 𝐼𝐴
(1)

 is the mass moment of inertia of link 1 defined relative 

to point A and 𝐼𝑆2
(2)

 is the mass moment of inertia of link 2 defined 

relative to the centre of mass of link 2. 

A quasi-static case was further considered, in which the mo-

tions of the links described by the variables 𝛼1 and 𝛼2 were 
considered relative to the position of the links described by the 

coordinates 𝛽1 and 𝛽2. The coordinates 𝛽1 and 𝛽2 are treated as 
constants because their changes during movement are many 
times slower than those of 𝛼1 and 𝛼2. Therefore, based on these 
assumptions and Eq. (1), the angular velocities of the links are 
expressed as follows: 

{
�̇�1 = �̇�1 + �̇�1 = �̇�1

𝑞2 = �̇�2 + �̇�2 = �̇�2

          (19) 

where it is assumed that 𝛽1and 𝛽2 are constants. This assump-
tion leads to the analysis of the vibration of the manipulator at the 
positions defined by the angles 𝛽1 and 𝛽2. 

The coordinates of the centre of mass of link 2 are defined by 
the following formula: 

{
𝑥𝑆2 = 𝑙1 cos(𝑞1) + 𝑙𝑐2 cos(𝑞1 + 𝑞2)

𝑦𝑆2 = 𝑙1 sin(𝑞1) + 𝑙𝑐2 sin(𝑞1 + 𝑞2)
        (20) 

which, after taking into account Eq. (1), is written in the following 
form: 

{
𝑥𝑆2 = 𝑙1 𝑐𝑜𝑠(𝛽1 + 𝛼1) + 𝑙𝑐2 𝑐𝑜𝑠(𝛽1 + 𝛽2 + 𝛼1 + 𝛼2)

𝑦𝑆2 = 𝑙1 𝑠𝑖𝑛(𝛽1 + 𝛼1) + 𝑙𝑐2 𝑠𝑖𝑛(𝛽1 + 𝛽2 + 𝛼1 + 𝛼2)
   (21) 

After differentiating these equations with respect to time, the 
components of the velocity of the centre of mass of link 2 can be 
obtained: 

{
�̇�𝑆2 = −𝑙1�̇�1 𝑠𝑖𝑛(𝛽1 + 𝛼1) − 𝑙𝑐2(�̇�1 + �̇�2) 𝑠𝑖𝑛(𝛽1 + 𝛽2 + 𝛼1 + 𝛼2)

�̇�𝑆2 = 𝑙1�̇�1 𝑐𝑜𝑠(𝛽1 + 𝛼1) + 𝑙𝑐2(�̇�1 + �̇�2) 𝑐𝑜𝑠(𝛽1 + 𝛽2 + 𝛼1 + 𝛼2)

            (22) 

while the square of the velocity value of point S2 is as follows: 

𝑣𝑆2
2 = �̇�𝑆2

2 + �̇�𝑆2
2 = 𝑙1

2�̇�1
2 + 𝑙𝑐2

2 (�̇�1 + �̇�2)2 + 2𝑙1𝑙𝑐2�̇�1(�̇�1 +
�̇�2) 𝑐𝑜𝑠(𝛽2 + 𝛼2)          (23) 

Taking into account the kinematic relations, the kinetic energy 
can be written in the following form: 

𝐸 =
1

2
[𝐼𝐴

(1)
+ 𝐼𝑆2

(2)
+ 𝑚2𝑙1

2 + 𝑚2𝑙𝑐2
2 + 𝑚2𝑙1𝑙𝑐2 𝑐𝑜𝑠(𝛽2 +

𝛼2)]�̇�1
2 + [𝑚2𝑙𝑐2

2 + 𝑚2𝑙1𝑙𝑐2 𝑐𝑜𝑠(𝛽2 + 𝛼2) + 𝐼𝑆2
(2)

]�̇�1�̇�2 +
1

2
(𝑚2𝑙𝑐2

2 + 𝐼𝑆2
(2)

)�̇�2
2          (24) 

The Lagrange function is introduced as follows: 

𝐿 = 𝐸 − 𝑉 =
1

2
[𝐼𝐴

(1)
+ 𝐼𝑆2

(2)
+ 𝑚2𝑙1

2 + 𝑚2𝑙𝑐2
2 +

𝑚2𝑙1𝑙𝑐2 𝑐𝑜𝑠(𝛽2 + 𝛼2)]�̇�1
2 +

1

2
(𝑚2𝑙𝑐2

2 + 𝐼𝑆2
(2)

)�̇�2
2 +

[𝐼𝑆2
(2)

+ 𝑚2𝑙𝑐2
2 + 𝑚2𝑙1𝑙𝑐2 𝑐𝑜𝑠(𝛽2 + 𝛼2)]�̇�1�̇�2 −

1

2
𝑘1𝛼1

2 −
1

2
𝑘2𝛼2

2 − 𝑚1𝑔𝑙𝑐1 𝑠𝑖𝑛 𝛽1 − 𝑚2𝑔𝑙1 𝑠𝑖𝑛 𝛽1 −

𝑚2𝑔𝑙𝑐2 𝑠𝑖𝑛(𝛽1 + 𝛽2)               (25) 

and then the Lagrange equations are formulated: 

{

𝑑

𝑑𝑡
(

𝜕𝐿

𝜕�̇�1
) −

𝜕𝐿

𝜕𝛼1
= 0

𝑑

𝑑𝑡
(

𝜕𝐿

𝜕�̇�2
) −

𝜕𝐿

𝜕𝛼2
= 0

          (26) 

which describe the free vibration of the robot arm. Their detailed 
form is as follows:  

[𝐼𝐴
(1)

+ 𝐼𝑆2
(2)

+ 𝑚2𝑙1
2 + 𝑚2𝑙𝑐2

2 + 2𝑚2𝑙1𝑙𝑐2 𝑐𝑜𝑠(𝛽2 +

𝛼2)]�̈�1 + [𝐼𝑆2
(2)

+ 𝑚2𝑙𝑐2
2 + 𝑚2𝑙1𝑙𝑐2 𝑐𝑜𝑠(𝛽2 + 𝛼2)]�̈�2 −
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2𝑚2𝑙1𝑙𝑐2 𝑠𝑖𝑛(𝛽2 + 𝛼2)�̇�2 �̇�1 − 𝑚2𝑙1𝑙𝑐2 𝑠𝑖𝑛(𝛽2 + 𝛼2) �̇�2
2 +

𝑘1𝛼1 = 0  

(𝐼𝑆2
(2)

+ 𝑚2𝑙𝑐2
2 )�̈�2 + [𝐼𝑆2

(2)
+ 𝑚2𝑙𝑐2

2 + 𝑚2𝑙1𝑙𝑐2 𝑐𝑜𝑠(𝛽2 +

𝛼2)]�̈�1 + 𝑚2𝑙1𝑙𝑐2 𝑠𝑖𝑛(𝛽2 + 𝛼2) �̇�1
2 + 𝑘2𝛼2 = 0               (27) 

By grouping the individual expressions into matrices, the 
equation of motion was obtained in the general form given by the 
following equation: 

𝑴�̈� + 𝑪�̇� + 𝑲𝜶 = 𝟎          (28) 

in which matrices have the following form: 

𝜶 = [
𝜶𝟏

𝜶𝟐
]           (29) 

𝑴 = [
𝑎1 + 2𝑎2 𝑐𝑜𝑠(𝛽2 + 𝛼2) 𝑎3 + 𝑎2 𝑐𝑜𝑠(𝛽2 + 𝛼2)

𝑎3 + 𝑎2 𝑐𝑜𝑠(𝛽2 + 𝛼2) 𝑎3
]          (30) 

𝑪 = [
−𝑎2 𝑠𝑖𝑛(𝛽2 + 𝛼2)�̇�2 −𝑎2 𝑠𝑖𝑛(𝛽2 + 𝛼2) (�̇�1 + �̇�2)

𝑎2 𝑠𝑖𝑛(𝛽2 + 𝛼2) �̇�1 0
]     (31) 

𝑲 = [
𝑘1 0
0 𝑘2

]           (32) 

while parameters 𝑎𝑖 result from the following grouping of coeffi-
cients: 

{

𝑎1 = 𝐼𝐴
(1)

+ 𝐼𝑆2
(2)

+ 𝑚2𝑙1
2 + 𝑚2𝑙𝑐2

2

𝑎2 = 𝑚2𝑙1𝑙𝑐2

𝑎3 = 𝐼𝑆2
(2)

+ 𝑚2𝑙𝑐2
2

         (33) 

The trigonometric functions occurring in the model can be de-
composed as follows: 

𝑐𝑜𝑠(𝛽2 + 𝛼2) = 𝑐𝑜𝑠 𝛽2 𝑐𝑜𝑠 𝛼2 − 𝑠𝑖𝑛 𝛽2 𝑠𝑖𝑛 𝛼2       (34) 

𝑠𝑖𝑛(𝛽2 + 𝛼2) = 𝑠𝑖𝑛 𝛽2 𝑐𝑜𝑠 𝛼2 + 𝑐𝑜𝑠 𝛽2 𝑠𝑖𝑛 𝛼2       (35) 

For the purpose of research involving vibration analysis in se-
lected robot configurations defined by angular coordinates β1 and 

β2, it can be assumed that the values of sin β2 and cos β2 are 
constant in each analysed configuration. Thus, the designations 
b1 = sin β2, b2 = cos β2 were introduced. From the fact that 

the angular coordinates α1 and α2 describing the oscillations are 
small angles, it follows that the following approximations can be 
used: sin α2 = α2, cos α2 = 1. Then the expressions described 
by Eqs. (34) and (35) can be written in the linearised form: 

𝑐𝑜𝑠(𝛽2 + 𝛼2) = 𝑏2 − 𝑏1𝛼2         (36) 

𝑠𝑖𝑛(𝛽2 + 𝛼2) = 𝑏1 + 𝑏2𝛼2         (37) 

Introducing these designations into the dynamic equations of 

motion, the M and C matrices are written as follows: 

𝑴 = [
𝑎1 + 2𝑎2𝑏2 − 2𝑎2𝑏1𝛼2 𝑎3 + 𝑎2𝑏2 − 𝑎2𝑏1𝛼2

𝑎3 + 𝑎2𝑏2 − 𝑎2𝑏1𝛼2 𝑎3
]    (38) 

𝑪 =

[
−(𝑎2𝑏1 + 𝑎2𝑏2𝛼2)�̇�2 −(𝑎2𝑏1 + 𝑎2𝑏2𝛼2)(�̇�1 + �̇�2)

(𝑎2𝑏1 + 𝑎2𝑏2𝛼2)�̇�1 0
] (39) 

An important fact is that the angular coordinate β1 does not 
appear in the obtained equations of motion, from which it follows 
that the angular position of link 1 does not affect the vibrations of 
the robot arm. However, they depend on the angular coordinate 
β2. 

 

Since the authors had a second manipulator, identical to the 
one studied in this article, and used it for detailed analyses of its 
structure, the masses and mass moments of inertia were deter-
mined experimentally. The lengths of the links were obtained from 

geometric measurements. The joint stiffness coefficients k1 and 

k2 were determined experimentally. The manipulator arm was 
loaded with known, successively increasing loads (from the 
weights suspended at the end of the arm), and the displacements 
of each manipulator joint were measured using a Leica AT 960 
Laser Tracker (Fig. 2). This was used to determine the character-
istics of the moments as a function of the angular displacements 
of the links. The characteristics were approximated by linear 
functions, which allowed the assumption of constant values for the 
stiffness coefficients given in Tab. 1. 

  
Fig. 2. Measurement of displacements of links under the loads 

Tab. 1. Coefficient values used in robot model 

Coefficient Unit Value 

𝐼𝐴
(1)

 kgm2 0.55 

𝐼𝑆2
(2)

 kgm2 0.0009 

𝑚2 kg 50.58 

𝑙1 m 0.63 

𝑙𝑐2 m 0.1 

𝑘1 Nm/rad 555,000 

𝑘2 Nm/rad 138.000 

𝛽1 rad 2π/3 

3. ANALYTICAL SOLUTION 

To analytically determine the resonant frequencies of the ro-
bot, simplifications were introduced into the equations of motion 
(28) to obtain linear equations. Firstly, the terms of the equations 
containing the angular velocities α̇i were omitted to eliminate the 
quadratic forms of the velocities. This is equivalent to omitting the 

C matrix. Furthermore, the influence of the angles αi on the matrix 
M was omitted, justified by the relatively small influence of the 

angles αi on the phenomena related to the inertia of the links 
compared to the influence of these angles on the phenomena 
related to the elasticity expressed by the Kα term. The equation of 
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motion was thus obtained in the following form: 

𝑴0�̈� + 𝑲𝜶 = 𝟎           (40) 

where 𝑴0 = 𝑴(𝜶 = 𝟎, 𝜷) was adopted. The matrix 𝑴0 is 
constant in a given configuration defined by the coordinate vector 

𝜷. The solution to the equation of motion (40) has the following 
form: 

𝛼𝑖 = 𝐴𝑖𝑐𝑜𝑠(𝜔𝑡 + 𝜑)          (41) 

Substituting this solution and its second derivative into the 
equation of motion (40) gives the following algebraic equation: 

(−𝜔0
2𝑴0 + 𝑲)𝑨 = 𝟎          (42) 

where 𝑨 is the displacement amplitude vector of the form 

𝑨 = [𝐴1 … 𝐴𝑛]𝑇. Eq. (42) is satisfied if 

𝑑𝑒𝑡(−𝜔0
2𝑴0 + 𝑲) = 0          (43) 

This is the equation for the natural frequencies of the system, 
which, in the case of the considered manipulator, has the follow-
ing form: 

(𝑎1𝑎3 − 𝑎3
2 − 𝑎2

2 cos2 𝛽2)𝜔0
4 − (𝑎1𝑘2 + 2𝑎2𝑘2 cos 𝛽2 +

𝑎3𝑘1)𝜔0
2 + 𝑘1𝑘2 = 0          (44) 

The positive solutions of Eq. (44) are follows: 

𝜔0 {1,2} = √
𝑑1

2𝑑2
∓ √

𝑑1
2

4𝑑2
2 −

𝑘1𝑘2

𝑑2
         (45) 

where 𝑑1 = 𝑎1𝑘2 + 2𝑎2𝑘2 cos 𝛽2 + 𝑎3𝑘1 and 𝑑2 = 𝑎1𝑎3 −
𝑎3

2 − 𝑎2
2 cos2 𝛽2 were adopted. Taking into account the values of 

the parameters 𝑎1, 𝑎2 and 𝑎3 and the elasticity coefficients 𝑘1 

and 𝑘2 (Tab. 1), the values of the natural frequencies 𝑓1 =
𝜔0 1 (2𝜋)⁄  and 𝑓2 = 𝜔0 2 (2𝜋)⁄  have been calculated as a 

function of the configuration determined by the 𝛽2 coordinate for 

𝛽2 ∈ 〈−2,269 ÷ 2,619〉 rad. The results of the calculations are 
shown in Fig. 3. 

  
Fig. 3. Robot natural frequencies as a function of theβ2 angle,  

obtained from the analytical solution 

Fig. 3 shows that the natural frequencies of the robot arm de-
pend significantly on its positioning. As the absolute value of the 

angle β2 increases, the value of the first natural frequency in-
creases, while the value of the second natural frequency decreas-
es. Changes in the frequencies of the natural vibrations in differ-

ent positions of the robot result from changes in the inertia of the 

system since the M and C matrices depend on the position of link 
2 with respect to link 1. The stiffness matrix, on the other hand, is 
constant regardless of the configuration. The first frequency in-
creases and the second frequency decreases as the absolute 

value of the angle β2 increases because the term 
d1

2

4d2
2 −

k1k2

d2
 in 

Eq. (45) decreases as the angle β2 increases. 

 
Fig. 4. Vibration mode shapes 

The mode shapes of the robot arm vibrations are shown in 
Fig. 4. The first mode of vibration consists of the links rotating in 
the same direction, whereas the second mode consists of the 
links rotating in opposite directions. 

4. NUMERICAL ANALYSIS 

Due to the complexity of the equations of motion, it is not pos-
sible to obtain analytical forms of solutions without simplification. 
Therefore, the study of properties of Equ. (28) was carried out 
using numerical methods. Eq. (28) was transformed to the follow-
ing form: 

�̈� = −𝑴−1[𝑪�̇� + 𝑲𝜶]          (46) 

Eq. (46) was solved numerically, assuming non-zero initial 
conditions causing vibrations with resonant frequencies. Then, the 
frequency spectrum of the vibrations of the robot’s links, that is, 
the solutions of Eq. (46), was determined. Tests were carried out 
in many configurations obtaining a map of resonant frequencies 
depending on the robot’s configuration. In the simulation studies 
(Tab. 1), the data corresponding to a section of the ABB IRB 1600 
robot arm were adopted. The first link in the model corresponds to 
the second link of the IRB 1600 robot arm, and the second link in 
the model corresponds to the third link of the IRB 1600 robot. 

Fig. 5 shows resonant frequency maps showing the vibration 
spectra of the robot’s links as a function of the arm configuration 

defined by the angular coordinate 𝛽2. This coordinate describes 
the angular position of link 2 relative to link 1. The characteristics 
show two resonant frequencies as the model takes into account 
the two degrees of freedom of the manipulator associated with 
vibration movements. The characteristics further show that the 
resonant frequencies of the robotic arm’s vibration significantly 

depend on its positioning. As the absolute value of the angle 𝛽2 
increases, the value of the first resonant frequency increases, 
while the value of the second resonant frequency decreases, and 
significantly so. 
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 (a) 

 
(b) 

 
Fig. 5. Resonant frequency maps of the manipulator depending  

on the configuration: (a) vibration spectrum of link 1,  
(b) vibration spectrum of link 2 

4. EXPERIMENTAL STUDIES 

An ABB IRB 1600 robot (Fig. 6) was used in the experimental 
studies to verify the analytical modelling and simulation results.  
A PCB 086C03 soft-tipped impact hammer was used to excite the 
vibrations since the subject of the analysis was low-frequency 
vibrations of the manipulator related to flexibility in the joints. The 
point of application of the forcing was the robot’s flange. The Iris 
M system, which includes a high-resolution camera and a com-
puter with RDI Motion Amplification software, was used to record 
and analyse the robot’s vibrations. The functionality of the system 
allows image acquisition and further processing, including amplifi-
cation of the recorded motion and vibration analysis of selected 
regions (points) in the time and frequency domains. 

The motion amplification function allows observation of dis-
placements with amplitudes of several micrometres at multiple 
magnifications. On the other hand, vibration analysis of selected 
regions marked on the recorded image allows determining the 
motion parameters (displacement, velocity) at a given point and 
performing Fourier transformation of the motion parameters. In 
addition, the available filters allow separating each vibration fre-
quency present and filtering the image in such a way as to ob-
serve each form of vibration of the robot separately. This function-
ality is particularly useful in the context of robot vibration analysis 
as it makes it possible to determine the direction of vibration at a 
given frequency and the form of deformation of the robot arm. In 
addition, the advantage of this technique is the ability to select any 
number of points for analysis after image acquisition, even without 

prior use of markers. Disadvantages include the sensitivity of the 
method to lighting, as is the case with most vision techniques. 

 
Fig. 6. Schematic diagram of the test stand: 1 – IRB 1600 robot, 2 – IRC5 

controller, 3 – Impact hammer, 4 – camera, 5 – computer with RDI 
Motion Amplification software 

The duration of a single image acquisition was 5 s at 140 
frames per second and 1920 x 1200 resolution. Accordingly, the 
spectral analysis of vibrations was conducted in the frequency 
range of 0–70 Hz, and the frequency resolution of the spectral 
analysis was 0.2 Hz. 

Fig. 7 shows selected configurations of the robot. The tests 
were carried out in configurations falling within the range of angle 

β2 ∈  −2,269 ÷ 2,619 rad for β1 = 2π/3. 

 
Fig. 7. Tested robot configurations 

Based on the conducted tests, the characteristics of the excit-
ed vibration frequencies on the real object were obtained. The 
results of simulation and experimental studies are presented in 
Tab. 2. Fig. 8 presents a comparison of the results obtained from 
simulation studies (Fig. 5) and experimental studies. Since the 
vibration amplitudes of the links during the experiments and simu-
lations have different values, and they are not significant in the 
presented studies, the results are presented in a two-dimensional 
graph. The values of the resonant frequencies obtained from the 
simulation (corresponding to the graphs in Fig. 5) are marked with 
the symbols “•” and “*”, while the data from experimental studies 
are marked with the symbols “○” and “□”. 
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The graphs shown in Fig. 8 confirm that the obtained results 
of simulation studies were confirmed by experimental studies. The 
obtained characteristics of the resonant frequencies in the studied 
range differ slightly from each other. 

Tab. 2. Values of resonance frequencies obtained in simulation  
and experimental studies 

An additional advantage of using a vision system with image 
filtering software is that it can generate movies containing extract-
ed modes of resonance vibrations. There are two modes of reso-
nance vibrations in the tested system. Fig. 9 presents one video 
frame, which shows the robot arm in a selected position defined 

by the angles 𝛽1 = 2𝜋/3 i 𝛽2 = −5𝜋/9. In addition, displace-
ments of selected points are marked, which are proportional to the 

length of the arrows. Fig. 9a shows the total vibrations of the arm 
in a selected position, Fig. 9b shows the first mode of vibrations 
and Fig. 9c shows the second mode of vibrations. For better 
visibility, for the purposes of motion analysis, the displacements in 
Figs. 9b and 9c are shown on a larger scale than shown in Fig. 
9a. 

For the first and second modes of vibration, a plan of dis-
placements was made. The displacement vector of point A for the 

i-th mode of vibration is �̅�𝐴𝑖 = 0. The displacement �̅�𝐵𝑖  of point B 
is determined based on image analysis and is different from zero 
for each mode of vibration. From the displacement distribution of 

link 1, the angle 𝛼1𝑖 was determined, describing the angular 
vibrations of link 1 relative to point A. The displacement of point C 
in the i-th mode of vibration is equal to �̅�𝐶𝑖 = �̅�𝐵𝑖 + �̅�𝐶𝐵𝑖 , where 

�̅�𝐶𝐵𝑖  is the relative displacement of point C relative to point B. The 
introduction of the relative displacement made it possible to de-
termine the angle of rotation 𝛼2𝑖, describing the angular vibrations 
of link 2 relative to point B. The performed analysis of the dis-
placement distribution shows that the first mode of vibration con-
sists in the rotation of the links in the same directions, while the 
second mode of vibration consists in the rotation of the links in 
opposite directions. 

 
Fig. 8. Frequencies of resonant vibration in simulation and experimental 

studies

 
   (a)          (b)           (c) 

       
Fig. 9. Robot arm vibrations: (a) total vibrations, (b) first vibration mode, (c) second vibration mode 

 Simulation Experiment 

𝜷𝟐 

[rad] 

Frequency 
f1 

[Hz] 

Frequency 
f2 

[Hz] 

Frequency 
f1 

[Hz] 

Frequency 
f2 

[Hz] 

2.618 26.58 41.14 25.31 39.30 

2.443 26.39 40.84 24.99 39.11 

2.269 26.39 40.21 24.51 37.78 

2.094 25.63 40.00 24.22 39.25 

1.920 25.07 40.12 23.53 38.94 

1.745 24.16 40.27 23.58 39.97 

1.571 23.33 41.60 23.195 39.40 

1.396 23.05 42.89 22.67 41.51 

1.222 22.73 43.45 22.40 45.46 

1.047 21.62 45.93 22.12 48.41 

0.873 20.72 47.66 21.47 48.90 

0.698 20.54 50.28 20.20 49.72 

0.523 20.36 52.36 20.97 49.74 

0.174 19.84 58.77 20.79 58.81 

0.174 20.23 60.67 19.26 60.02 

0.524 19.87 58.84 21.83 58.22 

0.873 20.40 52.44 20.11 52.15 

1.222 20.83 47.90 20.51 47.78 

1.571 22.10 44.22 22.14 44.06 

1.920 23.33 41.60 21.79 41.20 

2.269 25.07 40.12 - - 
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5. CONCLUSIONS 

The article presents the results of a study of the dependence 
of the resonant frequencies of a manipulator on its configuration, 
understood as the angular position of the links. The dynamic 
equations of motion were formulated, in which only the motion of 
the arms related to the flexibility in the joints, that is, the motion of 
a vibrational nature, was taken into account, and the other effects 
related to the slow-moving motion of the links were omitted. From 
the obtained results of simulation studies, it is clear that the mutu-
al positioning of the manipulator’s links significantly affects vibra-
tion effects, including the values of resonant vibration frequencies. 
The results of simulation studies based on the mathematical 
model were confirmed by experimental studies. In addition, it 
should be noted that the values of resonant frequencies deter-
mined in simulation and experimental studies differ by only a few 
percent, with a maximum of 6.43% for the first frequency of 7.66% 
for the second frequency and in the configuration β2 = 2.269 
[rad]. 

The next stages of the research will be related to the inclusion 
of the arm’s interaction with the environment in the mathematical 
model, taking into account damping and increasing the number of 
degrees of freedom of the manipulator model. 

The equations obtained in the proposed approach, although 
simpler than those found in the literature, are characterised by 
high complexity. Their analytical solution requires the use of sim-
plifications leading to linearisation or the use of an approximation 
by expanding the non-linearity into series, which will be one of the 
next stages of the work. 
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Abstract: The present experimental research work aims to elaborate a new composite material (CM) composed of plasters reinforced  
with mats of long unidirectional luffa sponge fibres, treated chemically by 1% NaOH solution during 90 min at a temperature of 50°C,  
in orderto improve its thermomechanical and physical properties. The influence of fibre mat and fibre napping numbers of luffa sponge  
on density, porosity, flexural strength, thermal conductivity, thermal diffusivity, thermal effusivity and specific heat capacity properties  
was investigatedto lower building energy consumption. As far as our case is concerned, we processed a composite using single, double 
and triple-layer luffa sponge fibre mats. In our study, we are basically confined our experiments to three-layer mats. The experimental  
results revealed that the networking structure of fibres increases the flexural strength and decreases the thermal conductivity  
for a two-layer fibre wire mesh imbedded in the plaster matrix as compared with the neat plaster. However, there is a decrease in strength 
for a triple-layer composite, which referred to poor wetting of the fiber with the matrix material. 

Key words: Luffa sponge fibre, reinforced plaster, mechanical characteristics, thermo-physical properties 

1. INTRODUCTION 

Gypsum materials were used for various applications 
hundreds of years ago and are still used to date. They are very 
cheap and suitable for multiple uses. However, nowadays, most of 
the surfaces inside building are either composed of synthetic or 
natural fibres or lined with gypsum products selected by architects 
for their high performance and outstanding qualities [1]. 

Gypsum (calcium sulphate dehydrate, CaSO4, 2H2O) is 
frequently used as a finishing material in the construction and 
building industry owing to its feasibility, simplicity of application, 
fire resistance and environmental friendliness [2]. A gypsum 
network is formed when these crystals are implicated. Despite its 
numerous advantages, gypsum as a building material displays 
several disadvantages as well, including brittleness, weight and 
low water resistance [3, 4]. A composite material (CM) is a 
compound that is made up of two or more unique materials with 
diverse qualities on a macro scale to generate a new material with 
attributes that are completely different from those of the individual 
elements. A matrix is the basic phase of a CM with a continuous 
nature. In other words, the matrix corresponds to a substance that 
works as a binder, holding the fibres in place and transferring the 
external load to reinforcement. These matrices are considered as 
softer and more malleable. Notably, the main weakness of 
gypsum resides in its brittleness and poor mechanical properties, 
mainly under tension. Therefore, it is interesting to investigate 
different additives that can improve the mechanical properties of 
gypsum, focussing on the use of reinforcing fibres or additives in 
the gypsum matrix. Additionally, vegetable fibres also exhibit great 
tensile strength, toughness, extreme lightness and good thermal 

insulation properties with regard to their composition and structure 
[5]. These properties seem to favour construction material 
reinforcement. Most research works undertaken on vegetable 
fibres have been particularly oriented towards the improvement of 
mechanical properties of building materials. 

Acda [6] performed a study on the mechanical resistance of 
CMs based on cement and natural additives. The inclusion of 
vegetable fibres in the concrete matrix can improve its mechanical 
strength [7]. Synthetic or natural fibres can be used as 
reinforcements. Several natural fibre-reinforced polymer 
composites (NFPCs) were introduced into the competitive market 
to meet the demand for growing environmental security. Basically, 
NFPCs outperform synthetic fibre-based composites in several 
ways. Since natural fibre composites have superior 
characteristics, these have grown in popularity and appeal [8].In 
2021, Djoudi et al. [9] examined the physico-mechanical 
properties of CMs based on date palm tree fibres. Amelioration 
within the mechanical properties was reported corresponding to 
the fiber mass proportion up to 10%. In 2014, Djoudi et al. [10] 
investigated date palm fibers as a reinforcement in plasters. In 
consistency with the test findings obtained by these researchers, 
the consolidation of various concentrations of date palm fibres 
within the plaster increments the modulus of flexibility and water 
absorption. These outstanding properties indicating the low 
density of these fibres prompted many researchers to use these 
fibres for the development of bioderived composites [11–14]. 

Alcaraz et al. [15] explored the mechanical behaviour of 
materials composed of plaster and jute fabric, as well as the grip 
of jute fabric with plasters. The impact of jute fabric on the flexural, 
compressive and flexibility of the composite wasequally studied. 
They emphasised that the jute fabric reinforcement improves the 
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mechanical properties of the composite. They focussed on the 
improvement the mechanical properties of gypsum through the 
use of polymeric or metallic fibres. Eve et al. [16] mixed different 
concentrations of polyamide fibres with plasters. They asserted 
that all mechanical characteristics of the composite decrease with 
increasing fibre concentrations, except for fracture toughness. 
Gencel et al. [17] created a gypsum composite containing 
diatomite and polypropylene fibres. It is inferred that the addition 
of diatomite porosity contributes to reducing thermal conductivity 
and the addition of polypropylene fibres enhances mechanical 
properties. Loculano et al. [18] used treated hemp fibres as a 
reinforcement in gypsum boards. Results revealed increased 
toughness and reduced damage in low-impact tests. Basaran et 
al. [19, 20] investigated the behaviour of masonry walls with 
gypsum fortified in different ratios of polypropylene and steel 
fibres, which reinforced significantly the rigidity of walls. Khali et 
al. [21] reported gypsum plaster composites synthesised into 
plasters with different waste materials such as furnace slag, 
calcium carbonate and commercial alcohol polymer.The results 
demonstrated an increase in the compressive strength for lower 
concentrations of waste. The impact of chicken feather waste on 
thermal features of mortar composites was investigated by 
Ouakarrouch et al. [22]. They unveiled that chicken feathers 
enhance the thermal features of reinforced mortar. Sakthieswaran 
and Sophia [23] examined the mechanical characteristics of the P. 
Juliflora fibre reinforced gypsum composites and indicated that the 
flexural strength of the composites increases with the 
incorporation of 2% weight of P. Juliflora fibre, referring to the 
ability of the fibre to fill voids of the composites. Maaloufa et al. 
[24] opted forthe best percentage of cork and fibre in a gypsum 
matrix to optimise thermal insulation and mechanical properties. 
The thermal conductivity considerably improved. The alpha fibre 
enhanced the resistance to bending, but the cork makes the 
composite more vulnerable. Miraoui et al. [25] explored the effect 
of alpha fibres on the mechanical properties of mortar. They 
argued that alpha fibres improve the flexural strength of reinforced 
mortar. In 2019, Salim et al. [26] specified the mechanical 
characteristics of plaster-based composites with plastic fibres and 
glass powder. Furthermore, the fibre additions at various rates 
results in improvement in terms of mechanical properties. The 
thermal and mechanical performance of a gypsum composite 
reinforced with rice husk and oil palm trunk fibres was tackled by 
Selamat et al. [27]. According to the test results, the gypsum 
composite manufactured with 20% fibre loading has good thermal 
and mechanical stability. In this respect, Touil et al. [28] assessed 
the influence of alpha fibres on thermal-mechanical characteristics 
of the plaster. The results suggested that by increasing the fibre 
concentration, the thermal features can be significantly enhanced. 
The mechanical assays, on the other side, indicated that adding 
fibres to the plaster permits a reduction in its resistance to 
bending, but an enhancement in the failure mechanismleads to a 
nonlinear and ductile behaviour. 

In this research paper, our central focus is on the physico-
thermo-mechanical properties of bio-CMs made up of plasters and 
luffa sponge fibres. Fibres wire meshes are formed into mats of 
various layers that are embedded in a matrix of plasters such that 
they act together to resist forces. The major purpose of 
reinforcement is to provide additional strength for plasters where it 
is needed, as well as toexplore the physical and thermal 
properties of CMs. 

2. MATEIALS AND METHODS 

2.1. Materials 

2.1.1.  Plaster  

The plaster used for the study was KNAUF maknessy plaster 
(staff plaster), which is noted for its simplicity of application and 
exceptional degree of finishing that can be put manually on all 
supports [En fait, ce matériau est connu par sa facilité 
d’application et aussi par son degré exceptionnel de finition, s'ap-
pliquant ainsi manuellement sur tous les supports]. The plaster is 
derived from gypsum through the heating process, as described in 
the following Eq. (1): 

 CaSO4.2H2O + Heat                     CaSO4.1/2H2O                       (1) 
X-ray diffraction allowed us to better investigate the 

mineralogical composition of plasters. Fig. 1 illustrates the 
diffractogram that characterises the different mineralogical 
components of anhydrous plasters. It reveals that the plaster in 
our study is composed of some elements, which are indicated in 
Tab.1. The percentages of the elements making up the plaster are 
provided using TOPAS software, which is based on Rietveld 
analysis. 

Tab. 1. Mineralogical composition of plaster 

Mineralspecies Formula Content (%) 

Bassanite CaSO4.0, 5H2O 92.43 

Calcium sulphate Ca(SO4) 4.14 

Dolomite CaMg(CO3)2 3.43 

Crystallinity rate  78.6 

2.1.2. Luffa sponge 

Luffa is a climbing plant in the Cucurbitaceae family, and its 
dry fruit (luffa sponge) has a fibrous net-like vascular system (see 
Fig. 2). 

Relying on previous studies [29, 30], the percentages of 
alkaline solution rates, such as, 0.5%, 1%, 2%, 3% and 5%,were 
selected to better enhance fibre characteristics. The alkaline 
treatment targeted the changes in chemical compositions of luffa 
sponge fibres [41]. The cellulose content in treated luffa sponge 
fibre increased while hemicellulose and lignin contents decreased 
as compared with untreated luffa sponge fibres. It corresponds to 
one of the treatment methods commonly applied to adjust the 
surfaces of natural fibres in order to enhance the interface 
compatibility among fibre and plaster matrixes. It induces a better 
contact and bonding mechanism between fibre and plaster 
matrixes. 

The treatment was carried out through performing a series of 
chronological steps under laboratory conditions. These steps are 
described as follows.  

First, the dry luffa sponge (see Fig. 2 (a)) was anatomised 
longitudinallyto transform it into a parallelepiped shape instead of 
a cylindrical one (see Fig. 2 (b)). Then, it was cut into rectangular 
webs of predefined dimensions (see Fig. 2 (c)). Subsequently, 
these luffa sponge webs were chemically treated under different 
conditions. Then, they were dried. In this way, the luffa sponge 
fibres could be easily extracted from the web. Finally, these fibres 
were cut according to the required dimensions (see Fig. 2 (d)).
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Fig. 1. X-ray diffraction analysis of anhydrous plaster (Meknassy) 

Fig. 2. (a) Luffa sponge, (b) The portion of the luffa open as mat, (c) luffa mat and (d) luffa fibres

The fibers must, first of all, be washed with hot distilled water 
at a temperature T= 40°C so as to remove any natural hazards 
(dust, dirt, etc.). They were next dried in an electric oven. Subse-
quently, the specimens were soaked in different concentrations  
of NaOH solutions: 0.5%, 1%, 2%, 4% and 5%, at different tem-
peratures (25°C, 50°C and 75°C) and different time intervals (1/2 
h, 1h, 3/2h, 2h and 3h), as demonstrated in Fig. 3. After finishing 
the treatment operation with the NaOH solution, some contamina-

tions related to this operation may appear on the luffa sponge 
fibre surfaces. These contaminations may equally have a negative 
impact on the quality of these fibres. To shun this risk, we resorted 
to wash the fibres well several times (3–4 times) using hot distilled 
water T= 40°C in order to remove all remaining NaOH residues to 
reach a neutral pH. Afterwards, the fibres were dried at a tem-
perature of 50°C, for 7 h. 

platreanhydreFLPL

01-080-0787 (D) - Calcium Sulfate - Ca(SO4) - Y: 7.71 % - d x by: 1. - WL: 1.78897 - Orthorhombic - a 6.99200 - b 6.99900 - c 6.24000 - alpha 90.000 - beta 90.000 - gamma 90.000 - Base-centered - Bmmb (63) - 4 - 

01-084-1208 (D) - Dolomite - CaMg(CO3)2 - Y: 5.24 % - d x by: 1. - WL: 1.78897 - Rhombo.H.axes - a 4.81100 - b 4.81100 - c 16.04700 - alpha 90.000 - beta 90.000 - gamma 120.000 - Primitive - R-3 (148) - 3 - 321.6

00-033-0310 (D) - Bassanite, syn - CaSO4·0.5H2O - Y: 69.72 % - d x by: 1. - WL: 1.78897 - Orthorhombic - a 12.03100 - b 12.69500 - c 6.93400 - alpha 90.000 - beta 90.000 - gamma 90.000 - Body-centered - I*** (0) 

Operations: Background 1.000,1.000 | Import

platreanhydreFLPL - File: platreanhydreFLPL.raw - Type: Locked Coupled - Start: 3.000 ° - End: 80.003 ° - Step: 0.009 ° - Step time: 154. s - Temp.: 25 °C (Room) - Time Started: 23 s - 2-Theta: 3.000 ° - Theta: 1.500 
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Fig. 3. Step of laboratory treatment: (a) NaOH solid, (b) NaOH solution 

and (c) fiber soaking in NaOH solution in oven 

The tensile strength of treated fibres under various conditions, 
such as concentration of alkaline solution, time of soaking and 
temperature, was assessed. It has been found that the fibres 
drenched in an alkaline solution of 1% NaOH concentration for 90 
min at 50°C temperature, which are regarded as an optimum 
condition, bring about an increase in the rate of tensile strength of 
around 61% as compared with the untreated fibre. Fig. 4 outlines 
the obtained results. 

 
Fig. 4. The effect of NaOH on the tensile strength of luffa sponge’s fibers treated with different concentrations and duration  

(a) for 25°C, (b) for 50°C and (c) for 75°C [31] 

2.2. Experimental methods 

2.2.1. Fibres preparation 

Mathematical formulas should be type written in mathematical 
style, aligned to left and numbered irrespective of chapter num-
bering. 

After cutting fibres manually from luffa sponge into rectangular 
mats, they are soaked in an alkaline solution of 1% NaOH con-
centration for 90 min at 50°C. After being dried, the outer core 
and a micro channel section of the sponge guard were opened 
without regard to the end portion so as to maintain the same 
thickness of the mat, as portrayed in Fig. 5 (a) (luffa sponge fibre 
mats were invested to manufacture the layered composite;  
see Fig. 6). 

 
Fig. 5. (a) The luffa part in the form of a rectangular shape  

with dimensions (150mm- 30mm- 5mm) and mass (1.85g),  
(b) Hand scraping the surface of the filled mold  
and (c) three identical specimens preparation 

 
Fig. 6. Graphic views of the composites : (a) Single layer composite (SL), 

(b) Double layer composite (DL) and (c) Triple layer composite 
(TL) 

2.2.2.  Plaster matrix preparation 

The preparation of a blend of mortar was carried out through 
blending plasters with water, utilising a water-to-plaster proportion 
(w/g) of 0.6 in the blending method. Afterwards, the specimens 
were put away and dried for 28 days at laboratory ambient tem-
perature.  

In our case, we did this through selecting a composite using 
single-layer (SL), double-layer (DL) and triple-layer (TL) luffa 
sponge fibre mats, as shown in Fig. 6. We cannot opt for more 
than three-mat layers, as the thickness does not match the total 
height of the specimens. Four different specimens for various 
layers (neat plaster, SL, DL and TL) produced in three examples 
were tested, as shown in Fig. 5 (c). In total, 12 specimens were 
tested 
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2.2.3. Flexural strength 

Flexural tests were conducted with a three-point bending 
device.The specimens were manufactured with a dimension 

(40 mm   40 mm   160 mm, see Fig. 7) in accordance with the 
requirements of NF EN 196-1, which is the standard determined 
for mechanical tests (three-point bending, Fig. 8). The machine 
was computer controlled, with a constant speed loading of 2 
mm/min until the material broke down. 
The flexural strength is denoted by the following Eq. (2): 

𝑅𝑓 =
3 × 𝐹𝔣× 𝐿

2×𝑏×ℎ2                                                                                 (2) 

where: Rf  is flexural strength (MPa), Ff  is force applied (N), b is 
the width of specimen (mm), h is the thickness of the specimen 
(mm) and L is the length of the specimen (mm). 

When the specimen gives up bending, this corresponds to a 
yield point. 

 
Fig. 7. Three points bending test machine 

 
Fig. 8. Sketch of Device for the three-point bending strength test 

2.2.4. Porosity calculation 

The experimental method invested in this work to determine 
the porosity of specimens was identified in the following steps. 
First, we weighed each specimen in the dry state with an 
electronic balance. Second, each specimen was dipped in distilled 
water for 48 h. Third, each specimen was weighed in the wet 
state; then, the void volume of each specimen was specified by 
computing the difference between the wet mass and the dry solid 
mass. Finally, the void volume of each specimen was estimated 
through computing the difference between the wet mass and the 
solid mass and then dividing by the density of water. The porosity 

was obtained according to the following Eq. (3): 

𝑃 =
𝑣𝑜𝑖𝑑 𝑣𝑜𝑙𝑢𝑚𝑒

𝑇𝑜𝑡𝑎𝑙 𝑣𝑜𝑙𝑢𝑚𝑒
× 100                                                              (3) 

where: P expresses porosity (%). 

2.2.5. Density 

The density (ρ) of the materials was evaluated after they had 
dried. It stands for the mass unit volume of the material that 
makes up the aggregate, considering the voids that may exist 
within or between the grains. The density (ρ) is computed using 
the following Eq. (4): 

𝜌 =
𝑀

𝑉
                                                                                             (4) 

where: M is the total mass of specimen (g) and V is the volume  
of the specimen (cm3). 

2.2.6. Thermal apparatus 

The “blue box” LEI700 measurement cell was used to 
determine this procedure. The measurement instrument was 
made up of a well-insulated box called “A” that was kept cool by 
glycol water flowing from a cryostat. Two identical and 
independent measurement boxes, namely “B1” and “B2,” were 
insulated with polystyrene inside and invested to measure steady-
state thermal conductivity and transient thermal diffusivity, 
respectively (see Fig. 9). 

 
Fig. 9. Photo of EI700 measuring Apparatus 

2.2.6.1. Thermal conductivity 

Measuring thermal conductivity using the box method in the 
steady state rests on creating two atmospheres: hot and cold, on 
both sides of the material to be tested (a low temperature and 
highly insulated enclosure), and a box is equipped with a heating 
film controlled by a rheostat in order to maintain a temperature 
close to ambient temperature. The surface temperatures of the 
specimen of lathhot and cold face as well as the ambient 
temperature were controlled and measured, as displayed in Fig. 
10. When the temperatures stabilise with variation of the order of 

0.1 in 1 h, we suppose that the steady state is achieved. This lies 
basically between 4 h and 7 h after mounting the specimen. 

The thermal conductivity is provided by the following Eq. (5): 

λ =
𝑒

𝑆(𝑇𝐶−𝑇𝐹)
[

𝑈2

𝑅
− 𝐶(𝑇𝐵 − 𝑇𝐴)]                                               (5) 
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where: e is the thickness of the sample (m), S is the area of the 
sample (m2), A is the value of the heating resistor (Ω), C is the 
heat loss coefficient (W/K), U is the voltage across the resistor 
(V), TC andTF are the temperatures of the hot side and the cold 
sides (°C), respectively, and TB and TA are temperatures inside 
the box and ambient temperature (°C), respectively. 

 
Fig. 10. Descriptive diagram of the device for measuring thermal  

conductivity 

2.2.6.2. Thermal diffusivity 

As for the measurement of thermal diffusivity in a transient 
state, a measurement cell is composed of two identical boxes, 
perfectly symmetrical (see Fig.11) and strongly insulated from the 
external environment by polystyrene. To send a heat flux, a 
constant high-power halogen lamp (1,000 W) was used for a 
controlled duration on the upper face of the specimen.The thermal 
diffusivity was deduced departing from the experimental 
thermogram (Fig. 12), using the DEGIOVANNI model. 

 
Fig. 11. Descriptive diagram of the device for Thermal diffusivity  

measurement 

 
Fig. 12. Typical thermogram for the determination of thermal diffusivity 

[39] 

DEGIOVANNI model  

Actually, in order to specify the thermal diffusivity, we applied 
the DEGIOVANNI model [39]. Eq. (9) makes it possible to 
estimate the thermal diffusivity by knowing the times for which 
several pairs of points were considered, at characteristic times: 
t1/3, t1/2, t2/3 and t5/6. In addition, we need to take into account heat 
losses during diffusivity measurement [32]. 

          ∝1=
𝑒2

𝑡
(

5
6)

2 ((1,15 × 𝑡5

6

) − (1,25 × 𝑡2

3

))                        (6) 

          ∝2=
𝑒2

𝑡
(

5
6)

2 ((0,761 × 𝑡5

6

) − (0,926 × 𝑡1

2

))                   (7) 

          ∝3=
𝑒2

𝑡
(

5
6)

2 ((0,761 × 𝑡5

6

) − (0,862 × 𝑡1

3

))                   (8) 

                       ∝= (
∝1+ ∝2+ ∝3

3
)                                             (9) 

2.2.6.3. Thermal effusivity 

One of the prominent ideas regarding how thermal insulation 
materials operate is thermal effusivity. It corresponds to the 
material’s capacity to both absorb and release heat from its 
surface. Materials with high thermal effusivity cannot retain heat 
for very long since they lose it rapidly from their surface when the 
surrounding temperature decreases.  

Thermal effusivity [37] of the CMs was calculated according to 
the Eq. (10) by determining the experimental values of thermal 
conductivity and thermal diffusivity. 

𝐸 =
𝜆

√𝛼
                                                                           (10) 

where: E is thermal effusivity (J  K1  m2  s1/2), 𝜆 is thermal 

conductivity (W  m1  K1) and 𝛼 is thermal diffusivity (m2  s1). 

2.2.6.4. The specific heat capacity 

An intrinsic factor that characterises the thermal inertia of ma-
terials is the specific heat capacity. It is obvious to determine the 
specific heat capacity of CM whenever its density, thermal con-
ductivity and diffusivity are computed. The relationship is provided 
as follows: 

𝐶𝑝 =
𝜆

𝜌∙𝛼
                                                                                       (11) 

where: Cp is specific heat capacity (J  kg1  K1) and 𝜌 is density 

(kg  m3). 

3. RESULTS AND DISCUSSION 

The experimental findings for each specimen are outlined  
in Tab. 2. 
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Tab. 2. Test results 

Specimen 
Porosity 

(%) 

Flexural 
Strength 

(MPa) 

Density 

(kg  m3) 

Thermal 
diffusivity 

(m2  s1) 

Thermal 
Conductivity 

(W  m1  K1) 

Thermal effusivity 

(J  K1  m2  s1/2) 

Specific heat 
capacity 

(J  kg1  K1) 

Plaster 38±0.7 1.3±0.02 1168±8 2.8±0.011 10-7 0.27±0.002 510.25±3 825.58±2 

Plaster+ SL 43±0.9 1.5±0.03 1103±9 2.7±0.012 10-7 0.252±0.003 484.97±4 846.18±2.7 

Plaster+ DL 47±0.8 1.6±0.02 1048±8 2.61±0.01 10-7 0.236±0.002 461.95±3.5 862.8±2.3 

Plaster+ TL 54±1 1.4±0.04 983±9 2.49±0.013 10-7 0.215±0.003 430.86±4.3 878.39±2.8 

 

4. MECHANICAL PROPERTIES 

4.1. Behaviours of plaster are reinforced with mats of long 
unidirectional luffa sponge fibres 

A load deflection curve for plasters with and without rein-
forcement is depicted in Fig. 13. The behaviour of reinforced 
plaster is characterised by DL luffa sponge fibre mats, as shown 
in Fig. 13 (plaster + DL): 
1. The first region presents a non-linear behaviour. It 

corresponds to the behaviour of a pure plaster (matrix). 
2. The second zone is an intermediate zone from which there 

may be a slight load drop corresponding to the first 
macroscopic damage to the composite. Then, the load is 
taken up by luffa fibre mats up to the maximum strength. 

3. The third region corresponds to the manifestation of nonlinear 
behaviour from the maximum force applied to the test sample. 
One notes a slight reduction in load associated with tearing 
and damage to the reinforced plaster. 

 
Fig. 13. Load deflection curve: Plaster with reinforced mats  

of long unidirectional Luffa sponge fibers, pure plaster 

The specimen behaviour reinforced with luffa fibre mats dis-
plays an improvement in deflection at failure, see Fig. 13 (plaster 
+ DL) and (pure plaster).  

Fig. 14 illustrates the failure stages of unidirectional long luffa 
fibre mat-reinforced plasters after the three-point bending tests. 
One notices that the reinforced plaster is cracked first; then, the 
load is carried by the fibres up to Fmax. Next, failure occurs as the 
luffa fibres slip, see Fig. 14. 

 
Fig. 14. Failure stages of plaster reinforced with mats  

of long unidirectional Luffa sponge fibers 

4.2. Flexure tests 

The specimens were subjected to a three-point flexural test. 
The flexural tests in Fig.15 revealed that the plaster with fibre 
mats resisted to flexural strength more than specimens of pure 
plaster. According to the test results, a change in the flexure 
behaviour was observed during each test. A maximum resistance 
was detected for a specimen with DL. The maximum flexural 
strength and deflection were 1.6 MPa and 2.2 mm, respectively, 
as shown in Fig.13. It was inferred that with the addition of luffa 
fibre mats, the mechanical features of CM improved. It was ob-
served that various layers of fibre mat reinforcement had different 
failure and deflection impacts on the CM. There was no significant 
change in terms of bending, but stiffness, strength and ductility 
enhanced with the addition of fibres mats. Similar observations 
were reported by Babu et al. [33] and Djoudi et al. [34], while they 
had been working on reinforced fibres. 

 
Fig. 15. Flexural strength of luffa fibers plaster composite 
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5. PHYSICAL PROPERTIES 

5.1. Porosity 

Fig. 16 traces the evolution of porosity of a plaster mortar rein-
forced with sponge luffa fibres. Note that porosity increases as a 
function of the percentage of spongy fibres.This refers basically to 
the significant vacuum resulting fromthe addition of fibres as 
natural layers. Porosity changes from 38% in pure plaster to 54% 
with a TL composite. Porosity is a very critical property that posi-
tively affects the thermal conductivity of CM. Similar observations 
were reported by Djoudi et al. [34]. 

 
Fig. 16. Reinforcement Layers Effect on Porosity 

5.2. Density 

Fig.17 clarifies the variation of the density according to the lay-
ers of luffa sponge fibres. It can be therefore noted that the densi-
ty decreases progressively as the layers of fibres increase. The 

combination density ranged from 1168 kg  m3 for pure plaster to 

983 kg  m3 for a TL reinforcing concentration. This result goes in 
a good agreement with that obtained in the research of Babu et al. 
[33]. 

 
Fig. 17. Effect of reinforcement layers on density 

6. THERMAL PROPERTIES 

6.1. Thermal conductivity 

Thermal conductivities of the various composite specimens 
with different layers numbers of luffa sponge fibres are displayed 
in Fig. 18. It is obvious that as the rate of luffa sponge fibres in-
creases, the thermal conductivity decreases since the conductivity 
of CM decreases, whereas porosity increases. As far as our re-
search is concerned, thermal conductivity of CM varies from 0.27 

W  m1  K1 when the material is fibreless to 0.215 W  m1  K1 
with a TL composite. It’s worth noting that with the TL, CM dis-
plays the best thermal behaviour and the lowest density. The 
obtained results go in good consistency with the studies [38, 34], 
which confirmed that the thermal insulation of CM significantly 
improved with the increase of natural fibres in the base material. 
Similarly, Touil et al. [28] investigated the influence of alpha fibres 
on plaster thermal properties. 

The results corroborated that by increasing the fibre concentra-
tion in both cases, the thermal properties cansignificantly improve. 
In terms of thermal performance, the sandwich structure proved to 
be noticeably more effective since an optimal thermal conductivity 

of 0.227 W  m1  K1 was obtained with 4% of fibres as opposed 

to 0.25 W  m1  K1  which was achieved with the second model. 

 
Fig. 18. The effects of luffa fibers layers of thermal conductivity 

6.2. Thermal diffusivity 

In Fig. 19, we inferred that the addition of fibre mats decreases 

the thermal diffusivity of the CM. It varies from 2.8. 107 (m2  s1) 

for the specimen without fibres to 2.49. 107 (m2  s1) for the 
specimen the TL composite. It has been proved that the increment 
of the fibre layer proportion reduces the thermal diffusivity.  
In addition, it has the merit of being a natural, safe and less-
expensive product. Therefore, the more luffa sponge fibre layers 
exist in the medium, the less heat transfer there is. According to 
this significant result, the thermal insulation material not only 
displays a low thermal conductivity but also delays heat transfer. It 
is clear that the thermal diffusivity value of the composite depends 
on the porosity of the matrix. Likewise, Amara et al. [35] confirmed 
that the thermal diffusivity of date palm fibre reinforced gypsum 
was reduced as compared with pure gypsum. 
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Fig. 19. Variation of the thermal diffusivity of plaster for the number  

of layers of luffa fibers 

6.3. Thermal effusivity 

Variation of thermal effusivity is plotted in Fig. 20. It indicates 
that the thermal effusivity of the CMs goes down accordingly with 
the rise of the number of luffa fibres mats in the plaster matrix. It 
can drop to 15.56% when the reinforcement fibres mats are at 
their maximum with a number of TLs. It is inferred that the plaster 
reinforced with luffa sponge fibres displays a certain weakness in 
exchanging heat with its environment as compared with the pure 
plaster. A similar finding was recorded by Djoudi et al. [36] and 
Boumhaout et al. [37] who tackled gypsum reinforced with the 
date palm fibre mesh. 

 
Fig. 20. Effect of reinforcement layers on thermal effusivity 

6.4. The specific heat capacity 

Fig. 21 traces the evolution of the specific heat capacity of the 
plaster reinforced with a luffa sponge fibre mats. It is noteworthy 
that the specific heat capacity rises to 6.4%. This increase refers 
to the combined effects of thermal conductivity, density and ther-
mal diffusivity. The specific heat capacity rises from 825.58 

(J  kg1  K1) in pure plaster to 878.39 (J  kg1  K1) with TL 
reinforcement mats. 

 
Fig. 21. Reinforcement Layers Effect on thermal capacity 

7. CONCLUSION 

This work contributes to the public issue of sustainable devel-
opment, which has triggered significant scientific concern and 
whetted the widest interest among researchers, as well as indus-
trialists. From this perspective, we attempted to enhance and 
control the characteristics of CMs. A study was conducted on the 
influence of fibre layers on the thermomechanical and physical 
properties of this type of material.A new set of composites was 
successfully manufactured using luffa sponge fibre reinforced 
plaster composites.  

In terms of mechanical properties, the flexural strength is equal 
to a maximum value of 1.6 MPa at the DL. The analysis of results 
revealed that the thermal conductivity decreasedwhen the layer of 
luffa sponge fibres increased. The most insulating specimen 
observed far TL luffa sponge fibres to the composite yielded 

optimal results: with a conductivity equal to 0.215 (Wm1  K1) 

and a diffusivity equal to 2.49 107  (m2  s1). At this stage of 
analysis, we would assert that this CM based on plasters rein-
forced with luffa sponge fibre layers has significant thermal prop-
erties that contribute to lower energy consumption in the building 
process. 
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Abstract: The present study investigates the temperature-dependent magnetic (MT) properties of CoCr2O4/(SiO2)y (y  0 and 0.8)  
nanoparticles. Nanoparticles were synthesised by using the conventional sol–gel technique. The X-ray diffraction (XRD) method confirmed 
the normal spinel structure of CoCr2O4 nanoparticles. The main peak analysis of the XRD pattern using Debye–Scherrer’s formula probes 
the mean crystallite sizes for coated and uncoated nanoparticles, and the sizes based on which the probes have been carried out amount 
to 19 nm and 28 nm, respectively. The transmission electron microscopy (TEM) image showed the non-spherical shape of these  
nanoparticles. Field-cooled (FC) and zero field-cooled (ZFC) MT plots were taken by using a superconducting quantum interference device 

(SQUID) magnetometer. Pure CoCr2O4 nanoparticles showed the ferrimagnetic transition at Curie temperature (Tc  99 K) on an applied 
field (H) of 50 Oe. Tc decreased up to 95 K with the increase in 80% SiO2 concentration in CoCr2O4 nanoparticles. For pure samples, 
conical spiral temperature (TS) and lock-in transition temperature (TL) remain unchanged with increasing magnetic field because of strong 
spin–lattice coupling. However, for 80% SiO2 impurity, the decrease in Tc was attributed to the reduction in surface disorder with a minor 
decline in TS and TL. The Ms declined with a decrease in temperature because of the existence of stiffed/strong conical spin-spiral  
and lock-in states in pure CoCr2O4 nanoparticles, while nanoparticles with 80% coating SiO2 concentration showed abnormal behavior. 
The coercivity increases with a decrease in temperature due to a decrease in thermal fluctuations at low temperatures for both samples. 
The fitting of coercivity (Hc) versus temperature plot by using Kneller’s law has given the values of coercivity constant (α) and coercivity  

at average blocking temperature (TB) for both samples, which are α  0.54, TB  75 K and α  1.59, TB  81 K, respectively. Hence,  
the increase in the concentration of SiO2 decreased nanoparticles size and surface disorder in CoCr2O4 nanoparticles while enhancing 
Ms below spin-spiral state ordering. 

Key words: cobalt chromite, sol-gel synthesis, nanoparticles, corrosion, magnetic properties 

1. INTRODUCTION 

Ferri/ferromagnetism and ferroelectric coupling in 
heterostructure material or single material are used in many 
electronic devices as sensors and data storage devices and are 
chemically used as ferro-fluids, radar-absorbing paint, drug 
delivery, power transformer cores, the oxidation of 2-propanol [1] 
industrial inorganic pigment [2], solar absorber [3], electrode in 
solid oxide fuel cell (SOFCs) [4,5], catalyst support [6], etc. Most 
of the research activities have been precipitated due to the 
scientific engrossment in multiferroicity [7]. Scientists have an 
attraction towards nanometre range spinel metal oxides because 

of their broad range of functions in solid-state sciences [8]. 
Chromites with the general formula ACr2O4 have a normal spinel 
structure, where A indicates the divalent metallic ions (Ni2+, Zn2+, 
Mn2+, Cu2+, Fe2+, Co2+, Mg2+, etc.) at the tetrahedral (T) site 
and trivalent chromite ion (Cr3+) lies at the octahedral site [9, 10]. 
A majority of the applications of spinel magnetic nanoparticles as 
multiferroic material are due to their intrinsic properties such as 
low dielectric losses, low coercivity (Hc), high resistivity, high 
chemical stability and high saturation magnetisation (Ms) [11]. 
Cobalt chromite (CoCr2O4) has greenish-blue pigments, which 

are crystallised in cubic Fd3m structure having lattice constant a  
8.33 Å with Co2+ ions at the tetrahedral site and Cr3+ ions at the 
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octahedral site [12]. Bulk CoCr2O4 has paramagnetic (PM) to 
ferromagnetic (FM) magnetic phase transition temperature (Tc), 
conical spiral temperature (TS) and lock-in transition temperature 
(TL) of 94 K, 27 K and 15 K, respectively [13]. According to 
Menyuk et al. [14], the cobalt chromite magnetic order 
incorporates a spin-spiral FM state below Tc. The spiral 
component exhibits short-range order at a temperature of 86 K, 
which then transmutes into long-range order at a temperature of 
31 K, while the FiM component for all temperatures below Tc 
exhibits long-range order. The spiral long-range order of FiM was 
estimated by cone angle ‘u’ [15] as 

u  4SBJBB/3SAJAB.           (1) 

Here, SA and SB are the magnitudes of spin at A site and B 
site, respectively; similarly, JAB and JBB are the nearest 
exchange interactional spins between A–B sites and B–B sites, 
respectively. It was experimentally found that the value of cone 

angle for FM long-range spiral order is u  2. In the case of bulk 
CoCr2O4, JBB interactions are strong between two chromium 
ions and have a significant role in cone angles of the long-range 
spiral state (TS) [16]. The cobalt chromite (CoCr2O4) 
nanomaterial has no magnetic response in the low-temperature 
range. The magnetic phase transition is gigantic and uncommon 

in CoCr2O4 with TL  8 K, TS  31 K and Tc  100 K [17]. It was 
observed that TS remained the same for bulk along with nano 
CoCr2O4 due to strong interaction between B–B sites. The long-
range spiral states stipulate the supremacy of B–B interactions on 
A–B interactions. 

The spins at the surface of the nanoparticles efficiently control 
magnetic properties for surface action and other applications [18]. 
CoCr2O4 nanoparticles have a high tendency to agglomerate due 
to their magnetic nature [19]. Agglomeration can be reduced by 
coating nanoparticles with non-magnetic material. Usually, Al2O3, 
SiO2 and TiO2 are used for this purpose [20]. SiO2 is the most 
efficient and commonly used non-magnetic material for the 
coating of nanoparticles [21], as it controls the interparticle 
interactions through its shell thickness, and controls also the 
surface effects and the size of particles; additionally, it is also 
characterised by excellent stability [22]. A large number of 
nucleation sites are formed smaller in size and single phase 
during the synthesis process when nanoparticles are coated with 
SiO2 as SiO2 reduces the growth of nanoparticles [23–25]. 
Consequently, the magnetic properties of multiferroic 
nanomaterials can be controlled by SiO2 coating, which will also 
affect the magneto-electric coupling [26]. 

Therefore, the SiO2 non-magnetic material coating has a 
great effect on the CoCr2O4 nanoparticle’s magnetic properties, 
which is required to be studied for its useful applications in 
modern technology. In this study, we have probed the magnetic 
response on both coated and uncoated CoCr2O4 nanoparticles 
with SiO2 at different temperature ranges. 

2. RESULTS AND DISCUSSION: 

Figure 1 displays the X-ray diffraction (XRD) plots for 
CoCr2O4/(SiO2)y nanoparticles produced by the sol–gel method 

at y  0% and 80%. Indexed peaks (111), (220), (311), (400), 
(422), (511) and (440) of XRD plots revealed the cubic structure of 

both coated and uncoated CoCr2O4 nanoparticles (JCPDS file 
No.: 780711). 

 

Fig. 1. The XRD patterns of CoCr2O4/(SiO2)y (y  0% and 80%)  
nanoparticles. XRD, X-ray diffraction 

For both cases, the positions of peaks almost remain the 
same, which indicated that the coating of SiO2 did not alter the 
internal structure of CoCr2O4 nanoparticles. The intensities of all 
the peaks have been reduced for coated nanoparticles. No peaks 
of silica were found in the XRD scan because its nature is 
amorphous. 
The sizes of nanoparticles (D) were probed by the main peak 
(311) investigation of XRD patterns by using Debye–Scherrer’s 
equation: 

D  
0.9⋋

𝛽𝑐𝑜𝑠𝜃
,                                                         (2) 

where 𝜆 is the wavelength of the X-ray, β is the full width at half 

maximum (FWHM) of the plane hkl and 𝜽 is the Bragg angle. 

The mean crystallite sizes of CoCr2O4/(SiO2)y (y  0 or 0.80) 

nanoparticles with y  0 and y  0.80 are 28 nm and 19 nm, 
respectively. The mean crystallite size of nanoparticles is 
decreased with an increase in the concentration of silica because 
of the increase in the number of nucleation sites in the SiO2 
matrix under the process of synthesis, which stops the further 
growth of nanoparticles [24, 25, 27, 28]. 

Transmission electron microscopy (TEM) was used to observe 
the nanoparticles’ shape, size and agglomeration. Figure 2 
reveals the TEM image, at 100 nm scale, of cobalt chromite 

(CoCr2O4/(SiO2)y) nanoparticles with y  0. From Fig. 2, we 
observe the elongated/irregular shape of nanoparticles. However, 
a certain degree of agglomeration is also exhibited because of the 
magnetic interactions among nanoparticles [29, 30]. 

The superconducting quantum interference device 
magnetometer (SQUID Quantum Design, MPMS-XL-7) was used 

to measure the magnetic properties of CoCr2O4/(SiO2)y (y  0 or 
0.80) nanoparticles. 

Figures 3(a,b) reveal the T-dependent zero field-cooled (ZFC) 
and field-cooled (FC) magnetisation curves of CoCr2O4/(SiO2)y 

(y  0 or 0.80) nanoparticles at different applied magnetic fields of 
50 Oe, 500 Oe and 1,000 Oe. The sample was cooled from 145 K 
to 4.2 K and then magnetisations were recorded with FC and 
without ZFC applied magnetic field in increasing temperature from 
4.2 K to 145 K. FC measurements were taken for different applied 
magnetic fields of values 50 Oe, 500 Oe and 1,000 Oe [31]. 
Negative magnetisation was observed in ZFC curves for both 
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samples with y  0 and y  0.8 in the temperature ranges of 4.2–
87 K and 4.2–71 K, respectively, owing to uncompensated spins 
at the grain boundaries. The negative magnetisation decreases 
with increasing the external magnetic field in both cases as more 
and more magnetic moments are aligned along the magnetic field 
direction concomitant with an increase in the external magnetic 

field. From graphs of CoCr2O4/(SiO2)y (y  0 and 0.80) 
nanoparticles, the obtained results show that the negative 
magnetisation decreased with the silica coating of CoCr2O4 
nanoparticles. It means that SiO2 coating results in a decrease in 
the orderings of surface spins of nanoparticles [13, 32, 33]. The 
temperature at which the material changes its state from 
paramagnetic to ferrimagnetic in both ZFC and FC conditions is 
called Curie temperature (TC), while the dip associated with Ts is 
responsible for the conical spiral state. ZFC/FC plots for a sample 

with y  0 taken at 50 Oe, 500 Oe and 1,000 Oe have conical 

spinal state TS  27 K and TC at 99 K, 100 K and 101 K, 
respectively, which were confirmed by the values already reported 
by Plocek et al. [34] and Plumier et al. [35]. ZFC/FC plots for the 

sample with y  0.80 at 50 Oe, 500 Oe and 1,000 Oe have conical 
spinal state TS at 19 K, 25 K and 25 K, respectively, and similarly 
TC at 95 K, 99 K and 100 K, respectively. 

 
Fig. 2. TEM image of cobalt chromite without silica concentration  

nanoparticles at 100 nm scale. TEM, transmission electron  
microscopy 

 

 
Fig. 3. ZFC/FC curves for cobalt chromite nanoparticles with (a) 0% silica concentration and (b) 80% silica concentration at different applied fields. FC, field 

cooled; ZFC, zero field cooled 

Low-temperature lock-in state (at which spiral spins lock to 

lattice parameter) occurs at TL  12 K for the sample with y  0 

and occurs at TL  11.5 K, TL  15 K and TL  17 K under 
applied fields of 50 Oe, 500 Oe and 1,000 Oe, respectively, for the 

sample with y  0.8. TL and TS did not exhibit any dependence 
on the external field due to strong spin–lattice coupling at low 

temperatures [36] for the sample with y  0. TL, TS and TC are 

decreased for the sample with y  0.80 due to the decrease in 

their crystallite size as compared to the sample with y  0 [37, 38]. 

The values of TL, TS and TC for CoCr2O4/(SiO2)y (y  0 and y  

0.80) nanoparticles at the various external fields of 50 Oe, 500 Oe 
and 1,000 Oe are mentioned in Table 1. 

In order to study the coercivity (HC) and saturation 
magnetisation (MS) of cobalt chromite nanoparticles owing to 
surface and magnetic transitional effects, the T-dependent M–H 
loops have been taken into consideration. Figure 4 depicts M–H 
loops of cobalt chromite (CoCr2O4) nanoparticles with 0% 
concentration of silica under ±5 T field at the different constant 
temperatures of 5 K, 25 K, 50 K and 75 K. The inset of Figure 4 
displays the expanded region for HC. All loops show a 
ferrimagnetic trend that contains the ZFC/FC results. The M–H 
loops of nanoparticles are not fully saturated at field ±5 T because 
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of their random surface spins, which necessitated a rather high 
field for complete saturation. 

Tab. 1. The TL, TS and TC values for chromite nanoparticles (CoCr2O4) 
with 0% and 80% silica concentrations at different external fields 

Concentration Field TC TS TL 

 

0% 

50 Oe 99 K 27 K 12 K 

500 Oe 100 K 27 K 12 K 

1,000 Oe 101 K 27 K 12 K 

 

80% 

50 Oe 95 K 19 K 11.5 K 

500 Oe 99 K 25 K 15 K 

1,000 Oe 100 K 25 K 17 K 

 

 
Fig. 4. M–H loops of cobalt chromite nanoparticles with 0% concentration 

of silica at the different constant temperatures of 5 K, 25 K, 50 K 
and 75 K 

The values of MS and HC are presented in Figure 4. The 

value of MS is calculated at constant temperature T  5 K, which 
is 5.1 emu/g. Figure 5(a) shows variation in Ms with respect to 
different temperatures for CoCr2O4 nanoparticles with 0% silica 
concentration. The Ms graph has shown decreasing trend with 
decreasing temperature, which does not show an accordance with 
the prediction of Bloch’s law for ferro-ferrimagnetic materials. This 
trend is attributable to the presence of stiffed/strong conical spin-
spiral and lock-in states at low temperatures. From M–H loops, we 
have also found the value of HC. Figure 5(b) reveals the value of 
HC at different temperatures. HC reveals a decreasing trend with 
increasing temperature by a decrease in thermal fluctuations [39–
41]. At high temperatures, the spin-flip time is less than the 
measurement time because thermal energy is greater than 
anisotropic energy; therefore, the particle reveals a lower value of 
HC. By decreasing the temperature, the thermal energy will be 
decreased, and the thermal energy is less than anisotropic energy 
at low temperatures and shows a higher HC value. 

Figure 6 exhibits the M–H loops of cobalt chromite (CoCr2O4) 
nanoparticles with an 80% concentration of silica at the different 
temperatures of 5 K, 15 K, 25 K, 50 K and 75 K. The value of MS 
is 2.16 emu/g at a temperature of 5 K. Since the crystallite size of 
nanoparticles without silica concentration is greater than that of 
nanoparticles with silica concentration, as far as the nanoparticles 
with a 0% silica concentration are concerned, their Ms value is 
higher in comparison with nanoparticles with an 80% silica 
concentration. This means that the MS value depends mainly 
upon the crystal size. The smaller the size of the crystal, the lower 

will be the value of Ms. The reduction in MS value is also owing to 
the fact of increase in the surface-to-volume ratio [42]. The M–H 
loops of cobalt chromite (CoCr2O4) nanoparticles with silica 
concentrations at various temperatures are less saturated even at 
a high field (5 T) if compared to the nanoparticles without silica 
concentration due to surface effects. 

 

 
Fig. 5. The variation in (a) saturation magnetisation and (b) coercivity with 

the temperature of CoCr2O4 nanoparticles with 0% concentration 
of silica 

 

Fig. 6. M–H loops of cobalt chromite nanoparticles with 80% concentra-
tion of silica at the different temperatures of 5 K, 15 K, 25 K, 50 K 
and 75 K 

 
Fig. 7. The variation in (a) saturation magnetisation and (b) coercivity  

with temperature of CoCr2O4 nanoparticles with 80%  
concentration of silica (solid lines just show the trend) 

Figure 7a shows the trend of the Ms value of nanoparticles 
with silica concentration at different constant temperatures. From 
M–H loops of CoCr2O4 nanoparticles with silica concentration, 
the MS values reveal abnormal behaviour attendant with changes 
in temperature due to non-magnetic silica coating. The SiO2 
coating can enhance surface disorder by creating a surrounding 
layer around the nanoparticles [43]. There is an increase in Ms 
value below 25 K, which is attributed to a change in the spin-spiral 
state due to SiO2 coating. Figure 7b reveals the trend of 
temperature-dependent Hc for CoCr2O4 nanoparticles with an 
80% concentration of silica. The value of Hc also shows a 
decreasing trend with increasing temperature. Hc of nanoparticles 
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depends upon many factors such as core anisotropy, coating 
material, annealing temperature, size of the particle, dipole 
interaction and surface anisotropy [44]. 

Figure 8 reveals the combined behaviour of saturation 
magnetisation and coercivity with the temperature of CoCr2O4 
nanoparticles for both 0% and 80% concentrations of silica. The 
saturation magnetisation behaviour with temperature for 
nanoparticles with silica concentration is different from 
nanoparticles without silica concentration, as observed in Figure 
8a. The saturation magnetisation for nanoparticles with no silica 
concentration has decreased with decreasing temperature, while 
for nanoparticles with silica concentration, its value has increased 
with decreasing the temperature at a temperature below 25 K. 
Therefore, this region is called the conical spin-spiral region, in 
which both magnetic dipoles and electric dipoles are existing at 
the same phase. The behaviour of coercivity with temperature for 
CoCr2O4 nanoparticles without silica concentration was changed 
with the concentration of silica, as shown in Figure 8b. The sharp 
increment in coercivity in nanoparticles without silica 
concentration is not observed in nanoparticles with silica 
concentration, which means that surface anisotropy has reduced 
in nanoparticles with the concentration of silica. 

 
Fig. 8. (a) Saturation magnetisation with temperature and (b) coercivity 

with temperature of CoCr2O4 nanoparticles with and without silica 
concentration (solid lines just show the trend) 

 
Fig. 9. Kneller’s law fit for CoCr2O4 nanoparticles (a) without and (b) with 

silica concentration 

The experimental data of coercivity of CoCr2O4 nanoparticles 
without and with silica concentration are fitted using Kneller’s law. 
The HC for randomly oriented non-interacting nanoparticles 
(uniaxial anisotropy and single domain) can be clarified using 
Kneller’s law [45] as follows: 

Hc  Hc0 [1  (T/TB)α],                      (3) 

where HC, HC0 and TB are the coercivities at any temperature, at 
a temperature of 0 K and at average blocking temperature, 
respectively. Figure 9 reveals Kneller’s law fitting for CoCr2O4 
nanoparticles with and without silica concentration. The best of 
Kneller’s law fit for nanoparticles with no silica concentration 

reveals fitting parameters as α  1.54 and TB  75 K, and for 

nanoparticles with silica concentration as α  1.59 and TB  81 K. 
Kneller’s law diverges at lower temperatures for nanoparticles with 
no silica concentration due to strong interparticle interactions 
or/and surface disorder [46]. 

3. MATERIALS AND METHODS 

CoCr2O4/SiO2 nanoparticles were synthesised by a sol–gel 
technique using cobalt nitrate (Co(NO3)2 6H2O), chromium 
nitrate (Cr(NO3)3 9H2O), citric acid (C6H8O7 H2O) and ammonia 
and tetraethyl orthosilicate (TEOS) materials with citric acid as a 
fuel agent. Sol–gel technique is defined as a low-cost, 
homogenous formation and non-destructive technique, which 
results from the uniform distribution of particle size. To obtain 
solution-1, 30 mL ethanol was used as a medium in which to 

stoichiometrically mix 99.9 pure (Co(NO3)2 6H2O) and 
(Cr(NO3)3 9H2O) salts. The distilled water and citric acid are 
mixed stoichiometrically in the desired ratio (0% and 80%) of 
TEOS to obtain solution-2. Solution-2 was injected drop-wise with 
a droplet in solution-1 to obtain solution-3. Some drops of 
ammonia were also introduced in solution-3 to maintain its pH 

value at 5. Solution-3 was stirred at 70C to obtain its gel. The gel 

was dried in an oven at a temperature of 110C for 12 h. The dry 
gel was ground for 2 h to obtain a homogeneous dry solution, and 
then the dry solution was purred in an alumina boat. The dry 

solution was annealed at 900C for 4 h. The annealing results in 
the desired CoCr2O4/SiO2 nanoparticles. The single-phase 

crystalline structures of the CoCr2O4/(SiO2)y (y  0 or 0.80) 
nanoparticles were confirmed with the use of XRD. 

 
Fig. 10. Temperature dependence of magnetization and graph  

  of dM/dT vs. T under magnetic field  

4. CONCLUSIONS 

T-dependent magnetic properties of CoCr2O4 nanoparticles 
without and with silica concentration were studied in detail. XRD 
patterns show the normal spinel structure of nanoparticles for the 
cases of both presence and absence of silica concentration. The 
average size of the crystal has reduced for nanoparticles with 
silica concentration due to the amorphous nature of silica, which 
confines the growth of nanoparticles. The ZFC/FC curves of 
cobalt chromite nanoparticles with and without silica concentration 
at 50 Oe, 500 Oe and 1,000 Oe have been studied. The values of 
Tc at 50 Oe, 500 Oe and 1,000 Oe were 99 K, 100 K and 101 K, 
respectively, for nanoparticles with no silica concentration. For 
SiO2-coated nanoparticles, Tc values at 50 Oe, 500 Oe and 1,000 
Oe were 95 K, 99 K and 100 K, respectively. The values of Ts and 
TL were 27 K and 12 K, respectively, for nanoparticles with no 
silica concentration, which are found to be field-independent due 
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to strong lattice coupling as compared with nanoparticles with 
silica concentration. For cobalt chromite nanoparticles without 
silica concentration, the ZFC curve shows negative magnetisation, 
which perseveres up to 87 K due to the presence of 
uncompensated spin at grain boundaries, and this negative 
magnetisation has reduced for nanoparticles with silica 
concentration. The Ms value is decreased with decreasing 
temperature for nanoparticles without silica concentration. For 
nanoparticles with silica concentration, it reveals abnormal 
behaviour due to the amorphous nature of silica coating. At a 
temperature below 25 K, the Ms value is decreasing for 
nanoparticles without silica concentration, while it is increasing for 
nanoparticles with silica concentration. The Hc value is increased 
by reducing the temperature for both concentrations due to a 
reduction in thermal fluctuations at lower temperatures. The 
experimental data of Hc for both concentrations have been fitted 

by Kneller’s law. The fitting parameters are α  0.54 and TB  75 

K for nanoparticles without silica concentration, and α  1.59 and 

TB  81 K for those with silica concentration. In conclusion, SiO2 
coating interferes with the disordered spin-spiral state ordering 
and decreases surface effects in these chromite nanoparticles. 
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Abstract: This work introduces the theoretical method of metallic nanoparticles’ (NPs’) heat and mass transfer where the particles  
are coated on a surface (base), together with considering the case wherein nanoparticles move freely in a pipe. In order to simulate  
the heat transfer, energy and radiative transfer equations are adjusted to the considered issue. NPs’ properties are determined following 
the nanofluidic theories, whereas absorption and scattering coefficients are described using either Mie-Lorenz theory or Rayleigh-Drude 
approximation. Thermal boundary conditions are implemented based on the microscale heat transfer and Smoluchowski theory. Results 
are compared with the classical Fourier transport differential solutions that have been adjusted to laser irradiation. 

Key words: energy conversion, heat transfer, metallic nanoparticles, Smoluchowski theory  

1. INTRODUCTION 

Gold nanoparticles (NPs) commonly appeared inside the red-
stained glasses in gothic cathedrals during the medieval ages. At 
that time, however,  no one was aware of the dormant potential or 
the physical reason why these structures possessed a red color 
instead of a yellowish one. The reason for this phenomenon was 
discovered by Gustav Mie and Ludvig Lorenz, who proposed 
around the same time a theoretical explanation for the red-shifted 
gold properties, stating their theories on the Maxwell equations. 
Although those works appeared to be perfect for every spherical 
NP size, there was a problem to describe the interaction for other 
shapes, e.g. rods, cubes and triangles. However, it has been 
ascertained that for most shapes, an explicit formulation cannot 
be determined, and numerical methods should be considered  
[1–7]. 

On the other hand, the Rayleigh–Drude approximation is be-
ing commonly proposed for calculations of small NPs and gasses, 
regardless of working environment. As long as this theory is only 
approximation of the Mie–Lorenz one, and fails under condition 
𝑑 ≪ 𝜆, where 𝑑 is the nanoparticle diameter, and 𝜆 represents 
the incident wavelength, there are virtually no restrictions on the  
NP shape, regardless of its complicity. 

Both approaches, however, indicate that there exists at least 
one spectra peak wherein the absorption cross section is maxim-
ized. The maximum is searched at the local surface plasmon 
resonance phenomenon (LSPR) which treats each NP as a set of 
vibrations – plasmons. If the vibrations’ frequency is near the 
incident wavelength, NPs produce a collective single vibration 
that, in the absence of electrical or magnetic outlet, is capable 
only converting of the whole absorbed energy into heat. This 
potential was generally discerned generally a dozen years ago in 

inactivation bioprocesses, e.g. hyperthermia tumors, where tem-
perature increases locally, which minimizes the process invasive-
ness. 

Nevertheless, there is still a lack of theoretical models that 
may be utilized for such nanomaterials’ irradiation. Some of them 
require complex models that are usually based on DPM models, 
as has been discussed in [8–11]. This paper considers NPs as a 
heat source of converted energy. In the literature, such a case 
was proposed for thin films in the study of Bohren et al. [2,6,12], 
and now the model has been being developed scrupulously by 
authors in [13–15] for particles irradiation. The present research 
also highlights that the irradiation process may be automated in 
specific cases. Fig. 1. outlines the heat generation processes, 
which are responsible for the temperature increase, and which 
may be divided into two general parts – electromagnetic energy 
conversion into heat and heat transport into the material from 
NPs’ location. Therefore, the control input parameter here is the 
laser power that establishes principally the heat generation rate 
and provides the temperature increase. Subsequently, the tem-
perature increase due to the heat transfer model in a material can 
be stated as the output.  

Moreover, it has been emphasized that laser ablation in sim-
ple cases may be described and analyzed via classical Fourier 
heat transfer and its adequate differential solutions. Likewise, the 
considered model enables the determination of heat transfer 
between solids. Therefore, the main work’s purpose is to propose 
the heat flux model as a response for the applied laser power as a 
result of electromagnetic energy conversion into heat. Further-
more, the response is compared with the adapted-to-system 
temperature relationships that describe the unsteady heat transfer 
between a solid and metallic NPs or thin films. 
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Fig. 1. Process of heat transfer modelling for metallic NPs and thin metallic films 

2. LIGHT – PARTICLES INTERACTION  

2.1.  Heat transfer equations 

Light-matter interaction that includes all classical phenomena 
is generally described following Eqs. (1) – (4) using the radiative 
heat transfer approach [12,14,16]: 

1

𝑐

𝜕𝐼𝑜(𝑟,𝛺,𝑡)

𝜕𝑡
+ div (𝐼𝑜(𝑟, 𝛺, 𝑡) · 𝑆(𝛺)) +  

+ (𝜎absh
+ 𝜎scap

+ 𝜎absp
) · 𝐼𝑜(𝑟, 𝛺, 𝑡) =  

= 𝜎absh
· mh

2 ·
𝜎𝑆𝐵·𝑇4

4𝜋
+ 𝐸p +  

+
𝜎scap

4𝜋
∫ (𝐼𝑜(𝑟, 𝛺, 𝑡) · 𝛷 (𝑆(𝛺))) 𝑑𝛺

4𝜋

0
   

 
(1) 

𝜎absp
= 𝜉 · ∑ (𝐶ext𝑖

− 𝐶sca𝑖
)𝑁

𝑖   (2) 

𝜎scap
= 𝜉 · ∑ (𝐶sca𝑖

)𝑁
𝑖   (3) 

𝐸p = 𝜉 · ∑ 𝜖𝑖 · 𝐴𝑖
𝑁
𝑖 ·

𝜎𝑆𝐵·𝑇4

4π
  (4) 

where: c – speed of light in vacuum (m · s−1), Io(r, Ω, t) – spa-

tial profile of light incident intensity (W · m−2), t – time (s), S⃗⃗(Ω) 

–  oriented surface (m2), Ω – angle of orientation (rad),  σabsh
 – 

absorption coefficient of the surrounding medium (m−1), σscap
 – 

scattering coefficient of particles (m−1), σabsp
 – absorption coef-

ficient of particles (m−1), mh – refractive index of the surrounding 

medium ( - ) , σSB –  Stefan-Boltzmann constant (W · m−2 ·
K−4), T – temperature (K), Ep – emissivity coefficient of particles 

due to black-body radiation (W · m−3), Cexti
 – extinction cross 

section of the i-particle (m2), Cscai
 – scattered cross section of 

the i-particle (m2), ξ – nanoparticles concentration (m−3), ϵi – 
emissivity of the i-particle ( - ), Ai – projected area of the i-particle 

(m2), ∑ −N
i  sum of particle from i = 1 to i = N. 

In case of temperature changes, the energy balance equation 
would be applied, treating particles as inclusions in fluid or at a 
solid boundary, basing on the literature, described by Eqs. (5) – 
(7) [12,14,15,17–19]:  

𝜕

𝜕𝑡
((𝛼p · 𝜌 · 𝑒)) + div (𝛼p · 𝜌 · 𝑒�⃗� + 𝛼p · 𝑝�⃗�) =  

= 𝑑𝑖𝑣 (𝑘𝑒𝑓𝑓 · 𝑔𝑟𝑎𝑑(𝑇)  + ((𝑔𝑟𝑎𝑑 (𝑋†⃗⃗⃗⃗⃗⃗ ) − 𝜇𝐼𝑑 �⃡� + 2𝜇𝑑) · �⃗�))  

−𝑔𝑒−− 𝑝ℎ · (𝑇 − 𝑇𝑝ℎ) + 𝑆𝑓 + 𝑆𝑖
𝑝

               (5) 

+ ∑ 𝛩𝑖
𝑝−𝑓

𝑖 + ∑ 𝛩𝑖
𝑝−𝑝

𝑖 + 𝑄𝑖𝑛    
  

𝑆𝑖
𝑝

= ∑ 𝜎𝑎𝑏𝑠𝑝 · 𝐼𝑎𝑏𝑠𝑖

𝑁
𝑖 = 𝜉 · (1 − 𝑒𝑥𝑝(−𝜎𝑎𝑏𝑠ℎ · 𝑙𝑓)) ·  

· (1 − (
(𝑚𝑝−𝑚ℎ)

2
+(𝑚�̃�−𝑚ℎ̃)

2

(𝑚𝑝+𝑚ℎ)
2

+(𝑚�̃�+𝑚ℎ̃)
2)) ·  

· ∑ (𝐶𝑒𝑥𝑡𝑖 − 𝐶𝑠𝑐𝑎𝑖)𝑁
𝑖 · 𝐼𝑜(𝑟, 𝛺, 𝑡) ·  

· (1 − (
(𝑚ℎ−𝑚𝑎)2+𝑚ℎ̃

2

(𝑚ℎ+𝑚𝑎)2+𝑚ℎ̃
2)) ·  

· (1 − 𝑒𝑥𝑝(−𝜉 · (𝐶𝑒𝑥𝑡𝑖 − 𝐶𝑠𝑐𝑎𝑖) · 𝑙𝑖))  

 
 
 
 

(6) 
 
 

𝑆f = 𝜎absh
· 𝐼absh

= 𝜎absh
· 𝐼o(𝑟, 𝑡) ·  

· (1 − (
(mh−ma)2+mh̃

2

(mh+ma)2+mh̃
2))   

· (1 − exp(−𝜎absh
· 𝑙f))  

 
    (7) 

 
 

 

where: αp – volume of particles’ occupation in fluid ( - ), ρ – den-

sity of a material (kg · m−3), e – specific energy (J ·  kg−1), v⃗⃗ – 

velocity of the fluid (m · s−1), p – pressure (Pa), keff – effective 

thermal conductivity coefficient (W · m−1 · K−1), X†⃗⃗ ⃗⃗⃗ – diffusive 

momentum flux (kg · m · s−2), μ – molecular viscosity (kg ·

m−1 · s−1), Id⃡⃗ – first invariant of the strain rate (s−1), I⃡ – unit 

tensor ( - ), d⃡ – symmetric rate of deformation (s−1), ge−−ph – 

electron-phonon coupling for nanoparticles (W · m−3 · K−1), Tph 

– temperature of crystal lattice (phonon heat) (K), Sf – source of 

energy for fluids (W · m−3), Si
p

 – source of energy for the i-

particle (W · m−3), Θi
p−f – heat exchange between the i-particle 

and fluid (W · m−3), Θi
p−p – heat exchange between particles 

(W · m−3), Qin – internal source of energy, e.g. as a result of the 

magnetic field presence (W · m−3), Iabsi
 – absorbed part of the 

i-particle (W · m−2), lf – path’s length that light passes through 
fluid (m), mp – real part of the refractive index of particle’s mate-

rial ( - ), mp̃ – imaginary part of the refractive index of particle’s 

material ( - ), mh̃ – imaginary part of the refractive index of the 

surrounding medium ( - ), ma  – refractive index of air ( - ), li – 

path’s length that light passes through the i-particle (m),  Iabsh
 – 

absorbed part of the surrounding medium (W · m−2). 
Eqs. (6) and (7) were previously examined for metallic thin 

films [15,17]. In the present study they are adapted to the consid-
ered system containing particles. For metallic thin films, specific 
heat capacity and thermal conductivity are ruled by the heat ex-
change between electron and crystal lattice interaction regardless 
of the incident intensity [12,17]. In case of particles as well, this 

coupling, i.e. ge−−ph, exists as well, however, is much stronger, 

which reduces the temperature increase [20,21]. 
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Nonetheless, many other problems, pertaining to the NPs’ ori-
entation and strain deformation, appear, which cannot be solved 
accurately. The first one refers to the thermal conductivity that 
may be treated following many approaches. The most crucial 
issue here, however, is to include a size and a shape dependence 
that diminish the thermal conductivity value significantly. For the 
NP that is of a noble metal, the proceeding may follow Eq. (8) 
[22–25]: 

𝑘effp,𝑖
=

𝜌p,𝑖·𝑐p,p,𝑖·�⃗⃗�F·Λo

3
·

Λp,𝑖

Λo
= 𝑘o ·

1

1+Kn
  (8) 

where: 𝑘effp,𝑖
 – thermal conductivity coefficient of the 𝑖-particle 

(W · m−1 · K−1), 𝜌p,𝑖 – density of the 𝑖-particle (kg · m−3), 

𝑐p,p,𝑖 – specific heat capacity of the 𝑖-particle (J ·  kg−1 ·  K−1), 

�⃗�F – Fermi velocity (m ·  s−1), Λo – mean free path of an elec-

tron for a bulk metal (m), Λp,𝑖 – mean free path (particle size) of 

an electron for the 𝑖-particle (m), 𝑘o – thermal conductivity coeffi-

cient of a pure metal (W · m−1 · K−1), Kn – Knudsen number (-). 
Other issues, which are related to the fluid flow, are discussed 

in the forthcoming subsections. 

2.2. Cross sections 

The most paramount parameters, which are worth a deeper 
investigation, are NPs’ concentration, 𝜉, and cross sections. 

Nanoparticles concentration, 𝜉, which is defined as the number of 
NPs in a selected volume, is not a separated parameter, and 
indicates the interaction rate between single NPs. Its relationship 
with cross sections is dependent on the applied theory. This topic 
was discussed in Gouesbet’s study [4,26]. The issue stays the 
number of nanoparticles concentration at which the interaction 
starts to be significant, and so far there has been no precise 
value.   

Scattering and extinction cross-section, however, are well-
known and may be calculated differently depending on the con-
sidered theory. The Mie–Lorenz one presents them as for spheres 
[2,5,6,12] following Eqs. (9) and (10): 

𝐶ext𝑖
= ∑

𝜆2

2𝜋
∑ (2𝑗 + 1) · 𝕣𝕖(a𝑗,𝑖 + b𝑗,𝑖) ∞

𝑗=1
𝑁
𝑖   (9) 

𝐶sca𝑖
= ∑

𝜆2

2𝜋
∑ (2𝑗 + 1) · (|a𝑗,𝑖|

2
+ |b𝑗,𝑖|

2
)∞

𝑗=1
𝑁
𝑖   (10) 

where: 𝜆 – Incident wavelength (m), 𝑗 – selected rank of Mie 

coefficients’ accuracy, a𝑗,𝑖 – first Mie coefficient ( - ), b𝑗,𝑖 – second 

Mie coefficient ( - ), 𝑁 – number of nanoparticles. 
Meanwhile, the Rayleigh–Drude approximation yields Eqs. 

(11) – (13) [1,6]: 

𝐶ext𝑖
= 4𝜋 · (

2𝜋

𝜆
) · 𝕚𝕞(𝛼𝑖)  (11) 

𝐶sca𝑖
=

8𝜋

3
· (

2𝜋

𝜆
)

4

· |𝛼𝑖|
2  (12) 

𝛼𝑖 =
3𝑉𝑖

4𝜋
·

( p+𝕀· p̃)−( ℎ+𝕀· h̃)

( p+𝕀· p̃)+2·( ℎ+𝕀· h̃)
  (13) 

where: 𝛼𝑖 – polarizability of the 𝑖-particle (m3), 𝑉𝑖 – volume of the 
𝑖-particle (m3), 휀p – real part of the permittivity of the considered 

metal ( - ), 휀p̃ – imaginary part of the permittivity of the considered 

metal ( - ), 휀ℎ – real part of the permittivity of the host medium ( - 

), 휀h̃ – Imaginary part of the permittivity of the host medium ( - ). 

It is generally alleged that, for several reasons, the second 
approach is more amicable compared to the Mie-Lorenz theory. 
Firstly, the Rayleigh-Drude approximation introduces simple and 
distinguishable formulas depending on the mean distance be-
tween NPs. It has been presented in particular in Bohren and 
Huffman [6], van de Hulst [2], Siegel and Howell [12] and Voltz 
[26]. On the other hand, both the Mie-Lorenz and the Rayleigh-
Drude approaches may be introduced via the particle’s polarizabil-
ity whose methodology involve to calculate one formula for each 
shape.  

The relationship, however, is usually very tangled for non-
spherical particles. Nonetheless, the simplest shapes, spherical 
and ellipsoidal ones, are well-known for both approaches, and 
they enable the number of shapes to be expanded with needle 
(stretched to infinity) and disk (flattened-to-zero thickness) struc-

tures at the mathematical limits of a depolarization factor, Л𝑖. 
Then, for the particle oriented along the 𝑖̂-axis [2,6,12,13], polar-
izability is presented by Eq. (14): 

𝛼𝑖,�̂� =
𝑉𝑖

4𝜋
· (Л𝑖 + (

( p+𝕀· p̃)

( h+𝕀· h̃)
− 1)

−1

)

−1

  (14) 

For prolate (stretched) structures, Eqs. (15) and (16) are gov-
erned: 

Л𝑖,�̂�
str =

1−𝜙𝑖,s
2

𝜙𝑖,s
2 ·  

(
1

2·𝜙𝑖,str
· ln (

1+𝜙𝑖,str

1−𝜙𝑖,str
) − 1)  

 

(15) 

𝜙𝑖,str = √1 − (
𝑑𝑠𝑖

𝑑𝑙𝑖

)
2

  (16) 

whereas for oblate (flattened) ones, Eqs. (17) and (18) yields: 

Л𝑖,�̂�
fl =

1+𝜙𝑖,fl
2

𝜙𝑖,fl
2 · (1 −

1

𝜙𝑖,fl
· tan−1 𝜙𝑖,fl)  (17) 

𝜙𝑖,fl = √(
𝑑𝑙𝑖

𝑑𝑠𝑖

)
2

− 1  (18) 

where: 𝑑𝑙𝑖
 – longer diameter of the 𝑖-nanoparticle (m), 𝑑𝑠𝑖

 – 

shorter diameter of the 𝑖-nanoparticle (m). 
Some other shapes have been explored using numerical 

methods, yielding near-accurate results. A 5% approximation was 
proposed by Kang et al. [27], where it is possible to implement 
any arbitrary shape, albeit it requires the use of complex hyperge-
ometric mathematical functions. The majority of presented struc-
tures are also capable of the “coating” process, which presents an 
opportunity to investigate another group of hybrid materials or 
surfactants that are unreacted or attached to a NP’s surface com-
pounds. The topic has been detailed in many studies in the litera-
ture [2,6,13,28]. 

3. NANOPARTICLES COATED ON A SURFACE 

Deposited NPs that are present freely on a surface, or those 
embedded ones inside a material, seem to be relatively simple, 
and all nanoparticles may be assumed as stable and non-moving 
granules at a wall. It should be taken into account, however, that 
there exist a few issues worth investigating. Firstly, when the 
prolate or oblate structures are considered, the biggest part of 
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NPs are oriented in one direction owing to gravity and electrostatic 
forces. Therefore, the particle’s polarizability would be discussed 
for the one oriented axis. 

Another relevant problem is that the LSPR phenomenon im-
plies changing of the light-particle-base interaction. For smooth, 
polished non-charged materials, such as glasses, it is commonly 
assumed that the change exists only at the refractive index of the 
host medium that is defined as (Eq. (19)): 

𝑚ℎ𝑠𝑢𝑟
=

𝑚ℎ+𝑚𝑏𝑎𝑠𝑒

2
   (19) 

where: mbase – refractive index of the base material on which 
particles are coated. 

If the wall is a charged surface, interaction may be calculated 
treating NPs and surface as a crib structure at which legs are the 
NPs and the manger is a base material. Noticeably, the crib be-
comes a thin film if its thickness is very high and NPs’ presence 
are negligible. Nonetheless, this topic requires sophisticated 
mathematics and is beyond the considered subject in this work. 
Some more sophisticated elements have been introduced by 
Royer et al.[29,30], where the interaction is developed with the 
NPs’ distance. 

Furthermore, it has been discovered in the course of research 

that the heat interaction between particles and fluid, 𝛩𝑖
p−f, cannot 

be treated separately. Among models that perceive the interaction 
as nanofluids or are based on property’s slips, the Smoluchowski 
model [15,31,32] defines the temperature jump at the body 
boundaries as a result of conductivity discontinuity. In the case of 
a fluid containing metallic nanoparticles, this model is extremely 

major owing to the ranges (for noble metals 𝑘~400 W · m−1 ·
K−1, for fluids 𝑘~0.4 W · m−1 · K−1). For particles, the Smolu-
chowski model follows the energy equation, described by Eq. (20): 

𝜕

𝜕𝑡
(𝜌p,𝑖 · (𝑐p,p,𝑖 · 𝑇p +

�⃗⃗�p,𝑖
2

2
)) +  

+div (𝜌p,𝑖 · (𝑐p,p,𝑖 · 𝑇p +
�⃗⃗�p,𝑖

2

2
) · �⃡�p · �⃗�p,𝑖) +  

+div (𝑘effp,𝑖
· grad(𝑇p)) + 

+𝑙T
f · (𝑇𝑆

f − 𝑇𝑆) − 𝑙T
p

· (𝑇𝑆
p

− 𝑇𝑆) + 

+ 𝛼𝑑
f · (𝑇f − 𝑇𝑆

f) − 𝛼𝑑,𝑖
p · (𝑇p

𝑖 − 𝑇𝑆
p

) + 

+(�⃗�f − �⃗�p) ⋅ �⃗⃗� + (�⃗�𝑚
f × �⃗�slip

f − �⃗�𝑚
p

× �⃗�slip
p

) ⋅ �⃗⃗� 

= 𝑆f + 𝑆𝑖
p

+ 𝑄in − 𝑔𝑒−−𝑝ℎ · (𝑇 − 𝑇𝑝ℎ)    

 
 
 
  
(20) 
 
 
 
 
 

in which: 𝑇p – temperature of particles (K), �⃗�p,𝑖 – velocity of the 𝑖-

particle (m · s−1), �⃡�p – idemfactor in reference to particles ( - ),  

𝑙T
f  – discontinuity at the boundary from fluid side, 𝑇𝑆

f – tempera-
ture at the boundary from fluid side (K), 𝑇𝑆 – Smoluchowski tem-

perature jump (K),  𝛼𝑑
f – thermal diffusivity of the considered fluid 

(m2 ·  s−1), 𝑇f – temperature of fluid (K), 𝛼𝑑,𝑖
p – thermal diffu-

sivity of the 𝑖-particle (m2 ·  s−1), 𝑇p
𝑖 – temperature of particles 

(K), 𝑇𝑆
p

 – temperature at the boundary from particle side (K), �⃗�f – 

Fourier heat flux of fluid (W · m−2), �⃗�p – Fourier heat flux of the 

particles (W · m−2), �⃗⃗� – normal vector of the boundary layer ( - ), 

�⃗�𝑚
f  – mechanical forces of the fluid (kg · m · s−2), �⃗�slip

f  – velocity 

slip at fluid boundary (m · s−1), �⃗�𝑚
p

 – mechanical forces of the 

particles (kg · m · s−2), �⃗�slip
p

 – velocity slip at particle boundary 

(m · s−1). 

The similar approach can be adopted in case of fluids. On the 
other hand, the Smoluchowski approach seems to be an applica-
ble model in case particles melt locally. The problem, however, 
occurs at the light–particle interaction. Due to the fact the size and 
shape decreases, the absorption cross section becomes a func-
tion of time, which is not a trivial problem in reference to determi-
nation of its form. Moreover, virtually all material properties under-
go changes, and the electron-phonon coupling undergoes severe 
changes. 

4. NUMERICAL RESULTS AND HEAT TRANSFER THEORIES 

Solving heat differential solutions is not a trivial issue and of-
ten requires utilizing numerical methods. Such a situation appears 
to be applicable to the Smoluchowski theory owing to its complici-
ty. Nevertheless, if only solids are studied, the problem is short-
ened to the classical Fourier flux systems that have been well-
known in the [15,33–35]. 

The approach is general and offers the solutions for various 
boundary conditions, and may be adjusted for the irradiated NPs 
simply. The semi-infinite solid system assumes that the metallic 
NPs are kept under adiabatic condition (�̇� = 0), and Eqs. (21) 
and (22) [34–36] offer: 

𝑇(𝑥, 𝑡) = ∑ 𝐼abs𝑖

𝑁
𝑖 ·

√4·𝑡·𝛼𝑑

𝜆
· ierfc (

𝑥

√4·𝑡·𝛼𝑑
)  (21) 

ierfc(𝛹) =
1

√𝜋
· exp(−𝛹2) −  

−𝛹 ·
2

𝜋
· ∫ exp(−𝜓2)𝑑𝜓

𝛹

0
  

(22) 
where: 𝑥 – the dimension inside the material (m), 𝛼𝑑  – thermal 

diffusivity, 𝛹 – parameter describing heat flow rate ( - ), 𝜓 – 
selected mathematical variable ( - ). 

Eq. (21), however, should be adjusted for a finite thickness of 

a material (or distance from a wall), 𝛿, in accordance with the 
specification in Eq. (23): 

𝑇(𝑥, 𝑡) = 𝑇𝑜 + ∑ 𝐼abs𝑖
·

√4·𝑡·𝛼𝑑

𝜆

𝑁
𝑖 ·  

(∑ (ierfc (
(2𝕜+1)·𝛿−𝑥

√4·𝑡·𝛼𝑑
))

𝕜∞
𝕜=0 +

∑ (ierfc (
(2𝕜+1)·𝛿+𝑥

√4·𝑡·𝛼𝑑
))

𝕜∞
𝕜=0 )   

 
 

          (23) 
 

 

where: 𝛿 – thickness of the considered material (m), 𝕜 – selected 

rank of the heat transfer accuracy, 𝕜∞ – rank of the heat transfer, 
here: 500 ( - ). 

For the perfect case where only one wall is under a heat flux, 
the formula would be easily simplified to [33,34] Eq. (24): 

𝑇(𝑥, 𝑡)~ exp(−𝜓 · 𝑡)                (24) 

For Dirichlet boundary conditions (𝑇𝑤 = 𝑐𝑜𝑛𝑠𝑡), however, 
temperature increase changes the relationship, yielding Eq. (25): 

𝑇(𝑥, 𝑡) = 𝑇𝑜 + ∑ 𝐼abs𝑖
·

√4·𝑡·𝛼𝑑

𝜆

𝑁
𝑖 ·  

· (∑ (−1)𝕜 · (ierfc (
(2𝕜+1)·𝛿−𝑥

√4·𝑡·𝛼𝑑
) −

𝕜∞
𝕜=0

ierfc (
(2𝕜+1)·𝛿+𝑥

√4·𝑡·𝛼𝑑
)))   

 
 

          (25) 
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where, if every wall is kept under the same outer 𝑇𝑤, the relation-
ship might be reduced to Eq. (26) [34,36]:  

𝑇(𝑥, 𝑡)~ ln(𝜓 · 𝑡) (26) 

The abovementioned formulas may easily be extended into 
pulse lasers where heat flux becomes a specified function of time. 
For metallic NPs, this value refers to the absorbed part of irradia-
tion as long as the NPs do not vary their orientation and are not 
melted locally [17,34,37]. Although the approach offers a simple 
relationship and allows estimation of temperature after infinite 
time, it is dedicated for short-pulse lasers – on the contrary for the 
continuous ones that do not reach this maximum temperature. It 
should be emphasized, however, that the comparison appears to 
correspond to the majority of simple experimental systems. 

 

Fig. 2. Scheme of the considered system and applied boundary  
conditions from [15] 

Hence, the temporal results are adopted from the authors’ ar-
ticle [15], and demonstrated with the abovementioned tempera-
ture relationship due to the fact that the Smoluchowski equation, 
Eq. (20), is reduced then to the standard energy equation. Fig. 2 
repeats the geometry that was utilized in the Radomski et al. [15], 
whereas Fig. 3 presents the calculated heat generation value 
(source input). Likewise, Tab. 1, outlines the applied material 
properties from [15]. Particles, whose diameter is assumed to be 
15 nm, are irradiated by a 532-nm laser with the output power  
0.8 W. The heat generation rate is calculated analytically using 

Mie–Lorentz theory. Boundary conditions are supported with the 

Dirichlet (𝑇𝑤 = 𝑐𝑜𝑛𝑠𝑡) and Neumann approaches using a sec-
ond-order upwind scheme and the timestep equaled 2 ms. Pro-
cess of heating was repeated from Fig. 1. Obtained isotherms are 
highlighted in Figs. 4 whereas output results (points) and the 
abovementioned relationships (straight curves) are provided in 
Figs. 5. 

The obtained results suggest that the approach corresponds 
satisfactorily with numerical results. The mismatch might be ex-
plained by the complexity of the second approach in the formula 
and the numerical methods’ error.  

Source Output 

 
Fig. 3. Time course of the calculated heat generation rate 

Considering isotherms, it may be noticed in relation to spheri-

cal temperature distributions where 𝑥 tends to infinity, which is 
typical in classical heat transfer solutions, whereas squared 
shapes appear as a result of heat transfer of gold plate into the 
isotropic solid. Temperature values depends strongly on thermal 
diffusivity and heat transfer between gold NPs and the considered 
base, which indicates that the base’s thermal properties should 
possess lower thermal conductivity in order to maximize tempera-
ture, although heat transfer would be more sluggish.  

In fluids, however, convection starts to do the lion’s share and 
strongly affects temperature increase. At that situation, tempera-
ture relationships become much more tangled to derive and gen-
erally numerical methods are indicated to be applied.     

Tab. 1. Rewritten material parameters from [15] for the theoretical confrontation  

Parameter PDMS PC PMMA Silica glass Soda-lime glass Borosilicate glass 

Density, 𝝆  965.0 1,198.0 1,184.9 2,200.0 2,464.9 2,124.9 

Specific heat capacity, 𝒄𝒑  1,460.0 1,199.0 1,456.4 840.0 898.6 779.7 

Thermal conductivity, 𝒌  0.1500 0.2051 0.1912 0.2800 0.1007 1.1489 

 
5. NANOPARTICLES IN A PIPE  

Free moving NPs incorporated in a fluidic pipe can be treated 
as a typical phase, e.g. with a mixture or DDPM model regardless 
of whether the fluid is a gas or liquid. Heat generation may then 
be ruled based on the Eqs. (6), (7), (9), (20) and (21), and refrac-
tive index from Eq. (19) which is governed only near pipe walls 

and in most cases might be omitted. Likewise, appropriate bound-
ary conditions in reference to microchannels and heat transfer 
coefficients should be considered. Nevertheless, effective thermal 

conductivity coefficient, 𝑘eff, should be modeled based on 
nanofluids for heterogeneous materials. The topic has been con-
sidered in the literature that pertains to selected materials 

[8,12,38–42]. Since particles are not arranged, 𝑘eff follows Eq. 
(27) [22]: 
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𝑘eff = 𝑘f · (
𝑘effp,𝑖

𝑘f

)

𝜑

 (27) 

in which: 𝑘f – thermal conductivity coefficient of fluid (W · m−1 ·
K−1), 𝜑 – fraction of occupied particles in fluid ( - ). 

Effective thermal conductivity is realized to be strongly de-
pendent on the occupation fraction of NPs, such as in the Kumar’s 
et al. studies [8,11], and, considering single-phase approach, it 
may reach even  10 W · m−1 · K−1 for 𝜑 = 0.4. 

In case of forced convection, however, �⃗�𝑚
f  and �⃗�𝑚

p
 are gov-

erned by drag forces and they are responsible for particles’ rota-
tion. For spherical NPs, the drag coefficient was described by 
Dennis et al. [43], and Morsi et al. [44], and is governed by 
Stokes–Cunningham drag law, whereas for non-spherical struc-

tures the topic was discussed in particular by Haider and Leven-
spiel [45]. 

However, heat generation becomes much more difficult to es-
timate for non-spherical particles that are characterized by the full 
symmetry. For prolate/oblate structures as long as particles are 
attached to the ground, Eq. (15) or (17) is preserved. At the critical 
point when particles start to be swept away from the base materi-
al, the particles’ polarizability ceases to be oriented, changing 
light–particle interaction into the randomly distributed particles, 
governed by Eq. (28): 

𝛼𝑖 =
𝛼𝑖,�̂�+𝛼𝑖,�̂�+𝛼𝑖,�̂�

3
  (28) 

where: 𝑖̂, 𝑗̂, �̂� – rectangular coordinates’ axes, and 𝑖̂ is the orient-
ed one. 

 
PDMS PC 

  
PMMA SILICA GLASS 

  
SODA-LIME GLASS BOROSILICATE GLASS 

  
Fig. 4. Isotherms of laser-irradiated materials after 120 seconds using numerical results from [15] 
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Output 

 
Fig. 5. Temperature time response for the utilized heat generation rate 

using numerical results (color points) from [15]  
and the (23)-and-(25)-based relationship (straight curves) 

Eq. (15) or (17) is continued if particles stop rotating and every 
streamline is parallel along the great diameter, which occurs at 
high speed flows and at a high Reynolds number, however, shear 
stresses do the lion’s share and it should be assumed that they do 
not affect the particle’s shape during its movement. 

The problem disappears while the NPs are substituted with a 
continuous thin film. Although its discretization requires to omit 
many multiscale issues, treating the material as a slab this prob-
lem can be reduced, and only appropriately determination of the 
heat transfer coefficient and the heat flux rate is needed. 

Moreover, for high speed flows, particles are exposed to high 
shear stresses. This situation is much further complicated if a pipe 
is highly curved. In that case, NPs’ heat generation rate should be 
governed by the full Mie theory including particle orientation 
[6,46]. Shear stresses may be modeled based on condensation 
phenomena between liquid and solid or liquid and gas [47,48]. 
Nevertheless, a Smoluchowski temperature jump might still be 
applied, investigating microscale heat transfer between fluid and 
particles. 

6. SUMMARY  

The present research involves conducting an investigation  
of ascertaining which parameters are crucial to the simulation of 
heat transfer of the radiated particles, and discovering that it is a 
complex issue. On the one hand, both interactions between  
particles and fluid and particles themselves should be considered, 
which is also not trivial. For instance, heat generation rate is 
dependent on many different factors that become highly tangled. 
Nevertheless, the Rayleigh-Drude approximation provides con-
cisely the particles-particles interaction that may be modeled and 
implemented easily. However, there is a conflict with regard to the 
NP’s size between the Mie–Lorenz theory, which is only relatively 
simple for spheres, and the Rayleigh–Drude approximation, which 
enables modeling any NP’s shapes, although it fails when NP’s 
diameter is similar to the incident wavelength. Mie theory is sug-
gested to support the spherical and coated spheres, whereas for 
more complicated shapes the Rayleigh-Drude approximation can 
be preferred. 

Moreover, fluid-particles interaction is still being studied at 
present and there is no one, general theory that may be per-
formed to describe heat transport due to different material phe-
nomena. Nonetheless, Smoluchowski theory is highly recom-
mended for any particles-contained system due to its versatile 
legitimacy, starting from a high difference of thermal conductivity 

between particles and fluids and extending up to fluid–particles 
interaction, which includes boundary phenomena, velocity slips 
and materials melting. This theory is subjected to the considered 
system, providing the results’ accuracy and a scientific framework 
under which both the theory and the model would be studied. 

NOMENCLATURE 

Roman letters: 

𝐴𝑖 – Projected area of the 𝑖-particle (m2) 

𝑎𝑗,𝑖 – First Mie coefficient ( - ) 

𝑏𝑗,𝑖 – Second Mie coefficient ( - ) 

𝐶𝑒𝑥𝑡𝑖 – Extinction cross section of the 𝑖-particle (m2) 

𝐶𝑝,𝑝,𝑖 – Heat capacity of the 𝑖-particle (J ·  K−1)  

𝐶𝑠𝑐𝑎𝑖 – Scattered cross section of the 𝑖-particle (m2) 

𝑐 – Speed of light in vacuum (m · s−1) 

𝑐𝑝 – Specific heat capacity of a material (J ·  kg−1 ·  K−1)  

𝑐𝑝,𝑝,𝑖 
– Specific heat capacity of the 𝑖-particle 

(J ·  kg−1 ·  K−1) 

𝑑 – Symmetric rate of deformation (s−1) 

𝑑𝑙 𝑖 – Longer diameter of the 𝑖-nanoparticle (m) 

𝑑𝑠𝑖 – Shorter diameter of the 𝑖-nanoparticle (m) 

𝐸𝑝 
– Emissivity coefficient of the 𝑖-particle due to black-body 

radiation (W · m−3) 

𝑒 – Specific energy (J ·  kg−1) 

�⃗�𝑚
𝑓

 – Mechanical forces of the fluid (kg · m · s−2) 

�⃗�𝑚
𝑝

 – Mechanical forces of the particles (kg · m · s−2) 

𝑔𝑒−−𝑝ℎ 
– Electron-phonon coupling for nanoparticles  

(W · m−3 · K−1) 

𝐼𝑜(𝑟, 𝛺, 𝑡) – Spatial profile of light incident intensity (W · m−2) 

𝐼𝑎𝑏𝑠ℎ
 

– Absorbed part of the surrounding medium  

(W · m−2) 

𝐼𝑎𝑏𝑠𝑖
 – Absorbed part of the 𝑖-particle (W · m−2) 

𝐼𝑑  – First invariant of the strain rate (s−1) 

�⃡� – Unit tensor ( - ) 

�⃡�𝑝 – Idemfactor in reference to particles ( - ) 

𝑖,̂ 𝑗̂, �̂� – rectangular coordinates’ axes 

𝑗 – Selected rank of Mie coefficients’ accuracy 

𝐾𝑛 – Knudsen number ( - ) 

𝕜 – Selected rank of the heat transfer accuracy 

𝑘 – Thermal conductivity coefficient (W · m−1 · K−1) 
𝕜∞ – Rank of the heat transfer, here: 500 ( - ) 

𝑘𝑜  
– Thermal conductivity coefficient of a pure metal  

(W · m−1 · K−1) 

𝑘𝑒𝑓𝑓  
– Effective thermal conductivity coefficient  

(W · m−1 · K−1) 

𝑘𝑓  
– Thermal conductivity coefficient of fluid  

(W · m−1 · K−1) 

𝑘𝑒𝑓𝑓𝑝,𝑖
 

– Thermal conductivity coefficient of the 𝑖-particle  

(W · m−1 · K−1) 

𝑙𝑓 – Path’s length that light passes through fluid (m) 

𝑙𝑖 
– Path’s length that light passes through the 𝑖-particle 

(m) 

𝑙𝑇
𝑓

 – Discontinuity at the boundary from fluid side (m) 

𝑙𝑇
𝑝

 – Discontinuity at the boundary from particle side (m) 

𝑚𝑎 – Refractive index of air ( - ) 

𝑚ℎ 
– Real part of refractive index of the surrounding medium 

( - ) 

𝑚𝑝 
– Real part of the refractive index of particle’s material  

( - ) 

𝑚ℎ̃ 
– Imaginary part of the refractive index of the surround-

ing medium ( - ) 
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𝑚�̃� 
– Imaginary part of the refractive index of particle’s 

material ( - ) 
�⃗⃗� – Normal vector of the boundary layer ( - ) 
𝑝 – Pressure (Pa) 

𝑄𝑖𝑛 
– Internal source of energy, e.g. as a result of the mag-

netic field presence (W · m−3) 

�⃗�𝑓 – Fourier heat flux of fluid (W · m−2) 

�⃗�𝑝 – Fourier heat flux of particles (W · m−2) 
𝑟 – Radius – spherical coordinate (m) 

𝑆𝑓 – Source of energy for fluids (W · m−3) 

𝑆𝑖
𝑝

 – Source of energy for the 𝑖-particle (W · m−3) 

𝑆 – Oriented surface (m2) 

𝑇 – Temperature (K) 

𝑇𝑓 – Temperature of fluid (K) 

𝑇𝑝
𝑖 – Temperature of particles (K) 

𝑇𝑜 – Initial temperature at the 𝑡 = 0 s (K) 

𝑇𝑝ℎ – Temperature of crystal lattice (phonon heat) (K) 

𝑇𝑆 – Smoluchowski temperature jump (K) 

𝑇𝑆
𝑓

 – Temperature at the boundary from fluid side (K) 

𝑇𝑆
𝑝

 – Temperature at the boundary from particle side (K) 

𝑇𝑤 – Wall temperature (K) 

𝑡 – Time (s) 

𝑉𝑖 – Volume of the 𝑖-particle (m3) 

�⃗� 𝐹 – Fermi velocity (m ·  s−1) 

�⃗� – Velocity of the fluid (m · s−1) 
�⃗�𝑝,𝑖 – Velocity of the 𝑖-particle (m · s−1) 

�⃗�𝑠𝑙𝑖𝑝
𝑓

 – Velocity slip at fluid boundary (m · s−1) 

�⃗�𝑠𝑙𝑖𝑝
𝑝

 – Velocity slip at particle boundary (m · s−1) 

𝑋†⃗⃗⃗⃗⃗⃗  – Diffusive momentum flux (kg · m · s−2) 

𝑥 – Selected dimension (m) 

Greek letters: 

𝛼𝑖   – Polarizability of the 𝑖-particle (m3) 
𝛼𝑝  – Volume of particles’ occupation in fluid ( - ) 

𝛼𝑑 – Thermal diffusivity (m2 ·  s−1) 

𝛼𝑑
𝑓  – Thermal diffusivity of the considered fluid (m2 ·  s−1) 

𝛼𝑑,𝑖
𝑝  – Thermal diffusivity of the 𝑖-particle (m2 ·  s−1) 

𝛿 – Thickness of the considered material (m) 

휀ℎ  – Real part of the permittivity of the host medium ( - ) 

휀𝑝  – Real part of the permittivity of the considered metal  
( - ) 

휀ℎ̃  – Imaginary part of the permittivity of the host medium  
( - ) 

휀�̃�  – Imaginary part of the permittivity of the considered 
metal ( - ) 

𝜖𝑖  – Emissivity of the 𝑖-particle ( - ) 

𝛩𝑖
𝑝−𝑓  – Heat exchange between the 𝑖-particle and fluid 

(W · m−3) 

𝛩𝑖
𝑝−𝑝  – Heat exchange between particles (W · m−3) 

𝛬𝑜  – Mean free path of an electron for a bulk metal (m) 

𝛬𝑝,𝑖  – Mean free path (particle size) of an electron for the 𝑖-

particle (m) 

𝜆  – Incident wavelength (m) 

𝜇  – Molecular viscosity (kg · m−1 · s−1) 
𝜉  – Nanoparticles concentration (m−3) 

𝜌  – Density of a material (kg · m−3) 
𝜌𝑝,𝑖  – Density of the 𝑖-particle (kg · m−3) 

𝜎𝑆𝐵  – Stefan-Boltzmann constant (W · m−2 · K−4) 

𝜎𝑎𝑏𝑠ℎ
  – Absorption coefficient of the surrounding medium 

(m−1) 

𝜎𝑎𝑏𝑠𝑝
  – Absorption coefficient of particles (m−1) 

𝜎𝑠𝑐𝑎𝑝
  – Scattering coefficient of particles (m−1) 

𝜑  – Fraction of occupied particles in fluid ( - ) 

𝛷 – Oriented surface  

𝜙𝑖,𝑓𝑙  – Parameter describing aspect ratio of the flattened 𝑖-

particle ( - ) 
𝜙𝑖,𝑠𝑡𝑟  – Parameter describing aspect ratio of the stretched 𝑖-

particle ( - ) 
𝛹 – Parameter describing heat flow rate ( - ) 

𝜓 – Selected mathematical variable ( - ) 

𝛺 – Angle of orientation (rad) 

Others: 

𝜕  – Symbol of partial derivative 

Л𝑖  – Depolarization factor of the 𝑖-nanoparticle ( - ) 

Л𝑖
𝑓𝑙  – Depolarization factor of the flattened 𝑖-nanostructure  

( - ) 

Л𝑖
𝑠𝑡𝑟  – Depolarization factor of the stretched 𝑖-nanostructure  

( - ) 
𝕀  – Symbol of imaginary unit 

𝕚𝕞  – Imaginary part of a complex expression 

𝕣𝕖  – Real part of a complex expression 

Subscripts and superscripts: 

′  – Symbol of derivative 
· – Symbol of scalar product 

× – Symbol of vector product 

𝑎  – Air 

𝑑  – Diffusivity 

𝑒−  – Electron 

𝐹  – In reference to Fermi (crystallography) 

𝑓  – Fluid 

𝑖  – Selected number 

𝑚  – Mechanical 

𝑁  – Number of nanoparticles  

𝑜  – In reference to initial conditions 

𝑝  – Particle 

†  – Transposition 

Abbreviations: 

𝑎𝑏𝑠  – Absorption 

𝑏𝑎𝑠𝑒  – Base – a material on which nanoparticles are coated 
𝑑𝑖𝑣  – Divergence 

𝑒𝑓𝑓  – Effective 

𝑒𝑥𝑝  – Exponent 

𝑒𝑥𝑡  – Extinction 

𝑓𝑙 – Flattened 

𝑔𝑟𝑎𝑑  – Gradient 

𝑖𝑒𝑟𝑓𝑐 – Short form for error-based functions 

𝑖𝑛  – Internal 

𝑙𝑛 – Symbol of natural logarithm  

NPs – Nanoparticles 

𝑝ℎ  – Phonon 

𝑆𝐵  – Stefan-Boltzmann 

𝑠𝑐𝑎  – Scattering 

𝑠𝑙𝑖𝑝  – Slip at the boundary 
𝑠𝑡𝑟 – Stretched 

𝑠𝑢𝑟  – Surface 
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Abstract: The paper presents the results of the numerical analysis of the stability of C-section profiles together with the determination  
of the influence of the geometrical parameters of the holes and their arrangement on the strength properties of the profile, made  
of multilayer composite materials in a symmetrical arrangement of layers, which is deformed under the influence of the compressive force. 
Numerical calculations were carried out in the linear range (solution of the eigenvalue problem - critical state) using the finite element 
method (FEM) using the ABAQUS calculation package. Based on the obtained results, it was possible to determine the influence  
of the type and number of holes, their arrangement and geometric dimensions on the values of critical loads as well as the buckling modes 
of the profiles. 

Key words: stability, composites, FEM, thin-walled structures, linear analysis 

1. INTRODUCTION 

Intensive industrial development requires from constructors 
used modern materials with more favorable operational proper-
ties. In addition, there is a constant effort to reduce the weight of 
elements while maintaining or increasing their strength and stiff-
ness properties. The main way to ensure the minimum weight of 
the structure is making various types of holes in the structures. 
However, by weakened the structure, it is necessary to take into 
account the critical load where the structure may lose its stability 
and be destroyed. In this case, the most optimal solution should 
be selected. It is worth mentioning here, that Author in previous 
tests analysed the stability of thin-walled composite plate ele-
ments weakened by cut-outs and subjected to axial compression 
[1–6]. The obtained results showed that we can influence on 
buckling and postbuckling behaviour of plate elements by chang-
ing the shape and geometric parameters of cut-out. This paper 
analyzes the commonly used C-section profiles, which are used, 
among others, in aviation, in construction industry, in drywall 
constructions or in the creation of frames. Profiles of this type are 
mainly made of steel or aluminium , as well as composite. How-
ever, in the case of composite, they are mainly made as profiles 
without holes. The analysis of the stability issue of thin-walled 
structures under operational conditions of static loads was dealt 
with, among others, in the works [7–12]. 

In this work, composite columns with a common C-shaped 
cross-section, weakened by holes, were investigated. The influ-
ence of the holes geometric dimensions and their arrangement on 
the value of the critical load, as well as on the forms of loss of 
stability, in order to obtain the highest value of the critical force by 
minimizing the mass of the structure, was analysed. Analysed 
profiles were subjected to an axial compressive load. The tests 
included the critical state in order to determine the values of forc-

es for which the structure loses its stability. There are many publi-
cations devoted to the study of the critical state of thin-walled 
composite structures in the aspect of structural stability [13–16]. 

The key aspect of analysis was to determine the value of the 
critical forces, where the linear eigenvalue problem with the crite-
rion of the minimum potential energy was used. The scope of 
research include issue of linear stability of composite profiles 
subjected to axial compression. Numerical calculations were 
performed with commercial ABAQUS program used the FEM 
(Finite Element Method), which has currently a very wide applica-
tions [17–23]. 

This work is continuation of Author research, which part of 
them was published in [24–27]. The obtained results showed that 
we can influence on buckling and postbuckling behaviour of thin-
walled columns by changing the shape and cut-out geometric 
parameters. In literature, it can be found number of already con-
ducted analysis of the stability of composite plate elements weak-
ened by holes. However, the buckling area with composite perfo-
rated columns has not yet been thoroughly analyzed. Moreover, 
there is no specific standards for the perforation of composite 
profiles. 

2. CHAPTER TITLE SUBJECT AND RESEARCH 
METHODOLOGY 

The subject of the research were thin-walled composite pro-
files with a C-cross-section with various hole configurations. The 
overall dimensions of the tested column were chosen according to 
the previous analysis [28, 29]. 

The scheme of geometric parameters of the tested channel 
section profiles has shown in Figure 1. 

The tested columns had circular and bean-shape holes.  
Figure 2 shows selected variants of the arrangement of holes. The 
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holes were arranged symmetrically and evenly in relation to each 
wall of the column. Figure 3 shows a set of columns correspond-
ing to the same cases, but without holes on the side walls (dimen-
sions on the middle walls are the same). In total, 32 cases of 
different profile configurations were analysed. 

 
Fig. 1. Geometric parameters of the channel section profile: column 

length l = 250 mm, wall width h = 60 mm, wall height = 30 mm, 
wall thickness g = 0,84 mm 

 
Fig. 2. Models of C-section profiles in a variant of arrange-ment of holes 

on the web and walls: (C1) circular holes with a diameter of 10 
mm, (C2) circular holes with a di-ameter of 20 mm, (C3) bean-
shaped holes with a di-mension of 30 mm × 10 mm (R = 5 mm), 
(C4) bean-shaped holes with a dimension of 50 mm × 20 mm  
(R = 10 mm) 

 
Fig. 3. Models of C-section profiles in a variant of arrangement of holes 

on the web: (C1s) circular holes with a diameter of 10 mm, (C2s) 
circular holes with a diameter of 20 mm, (C3s) bean-shaped holes 
with a dimension of 30 mm ×10 mm (R = 5 mm), (C4s) bean-
shaped holes with a dimension of 50 mm × 20 mm (R = 10 mm) 

In the case of C1 (Figure 4), the tested column has 12 circular 
holes with a diameter of 10 mm on each wall. The distance be-
tween the centers of the holes is 20mm. The distance from the 

side edge to the center of the first hole is 15mm, both at the be-
ginning and at the end of the column. The distance from the cen-
ter of the side wall hole to the middle wall is 15mm and the dis-
tance from the center of the middle wall hole to the side wall is 
30mm (these distances are the same for all tested cases with the 
holes arranged in one row along the entire wall). Case C2 (Figure 
5) has 8 circular holes on each face with a diameter of 20mm. The 
distance between the centers of the holes is 30mm. The distance 
from the side edge to the center of the first hole is 20mm both at 
the beginning and at the end of the column walls. 

In the case of C3 (Figure 6), the profile has 6 bean holes on 
all walls. Each with the following dimensions: length = 30mm, 
width = 10mm, rounding radius R = 5mm. The distance between 
the edges of the holes is 10mm. The distance from the side edge 
to the edge of the first hole is also 10mm at both the start and end 
of the column walls. 

In the case of C4 (Figure 7), the profile has 4 bean holes on 
all walls, each with the following dimensions: length = 50mm, 
width = 20mm, rounding radius R = 10mm. The distance between 
the edges of the holes is 10mm. The distance from the side edge 
to the edge of the first hole is also 10mm at both the start and end 
of the column walls. 

 
Fig. 4. (a) Model C1 with circular holes with a diameter of 10 mm,  

(b) geometric dimensions on the side wall part, (c) geometric  
dimensions on the web part 

 
Fig. 5. (a) Model C2 with circular holes with a diameter of 20 mm,  

(b) geometric dimensions on the side wall part, (c) geometric  
dimensions on the web part 

 
Fig. 6. (a) Model C3 with bean-shaped holes with dimensions  

30 mm × 10 mm (R = 5 mm), (b) geometric dimensions  
on the side wall part, (c) geometric dimensions on the web part 
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Figure 8 shows variants of the arrangement of holes in a 
chess sequence. The spacing of the holes on the web was set so 
that each hole center was exactly midway between two holes on 
the sidewall. Figure 9, on the other hand, shows a set of columns 
corresponding to the same cases, but without openings on the 
side walls (dimensions on the middle walls are the same). 

 
Fig. 7. (a) Model C4 with bean-shaped holes with dimensions  

50 mm × 20 mm (R = 10 mm) (b) geometric dimen-sions  
on the side wall part, (c) geometric dimensions on the web part 

 
Fig. 8. Models of C-section profiles with a variant of arrange-ment  

of holes in a chess sequence: (C5) circular holes with a diameter 
of 10 mm, (C6) circular holes with a di-ameter of 20 mm, (C7) 
bean-shaped holes with a di-mension of 30 mm × 10 mm  
(R = 5 mm), (C8) bean-shaped holes with a dimension  
of 50 mm × 20 mm (R = 10 mm) 

 
Fig. 9. Models of C-section profiles with a variant of arrange-ment  

of holes in a chess sequence (without holes on side walls): (C5s) 
circular holes with a diameter of 10 mm, (C6s) circular holes with 
a diameter of 20 mm, (C7s) bean-shaped holes with a dimension 
of 30 mm × 10 mm (R = 5 mm), (C8s) bean-shaped holes  
with a dimension of 50 mm × 20 mm (R = 10 mm) 

Figure 10 shows variants of symmetrical arrangement of circu-
lar holes with diameters of 10mm and bean holes with dimensions 
of 30mm × 10mm (R = 5mm). The central walls of the profiles 
have holes arranged in two rows. Cases C9 and C11 present 
symmetrical configurations of hole placement, while cases C10 
and C12 present chess configurations. Figure 11 shows a set of 
columns corresponding to the same cases, but without holes on 
the side walls (dimensions on the middle walls are the same). 

 

 
Fig. 10. Models of C-section profiles with a variant of arrange-ment  

of holes in two rows – 1st way: (C9) circular holes with a diame-
ter of 10 mm, (C10) circular holes with a diameter of 10 mm in  
a chess sequence, (C11) bean-shaped holes with a dimension  
of 30 mm × 10 mm (R = 5 mm), (C12) bean-shaped holes with  
a di-mension of 30 mm × 10 mm (R = 5 mm) in a chess se-
quence 

 
Fig. 11. Models of C-section profiles with a variant of arrange-ment  

of holes in two rows – 1st way (without holes on side walls): 
(C9s) circular holes with a diameter of 10 mm, (C10s) circular 
holes with a diameter of 10 mm in a chess sequence, (C11s) 
bean-shaped holes with a dimension of 30 mm × 10 mm  
(R = 5 mm), (C12s) bean-shaped holes with a dimension  
of 30 mm × 10 mm (R = 5 mm) in a chess sequence 

Figure 12 shows the last variants of arrangement of circular 
holes with diameters of 10mm and bean-shape holes with dimen-
sions of 30mm × 10mm (R = 5mm). The central walls of the pro-
files have holes arranged in two rows. The geometric dimensions 
correspond to the above variants with the arrangement of holes in 
two rows on the central wall, only with the distance between the 
centers of the openings arranged along the width of the column 
equal to 20mm. Cases C13 and C15 refer to the symmetrical 
configuration of the arrangement of holes, while cases C14 and 
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C16 refer to the chess configuration. Figure 13, on the other hand, 
shows a set of columns corresponding to the same cases, but 
without holes on the side walls (dimensions on the middle walls 
are the same). 

 
Fig. 12. Models of C-section profiles with a variant of arrange-ment of 

holes in two rows – 2nd way: (C13) circular holes with a diameter 
of 10 mm, (C14) circular holes with a diameter of 10 mm  
in chess sequence, (C15) bean-shaped holes with a dimension 
of 30 mm × 10 mm (R = 5 mm), (C16) bean-shaped holes with a 
di-mension of 30 mm ×10 mm (R = 5 mm) in a chess se-quence 

 
Fig. 13. Models of C-section profiles with a variant of arrange-ment  

of holes in two rows – 2nd way (without holes on side walls): 
(C13s) round holes with a diameter of 10 mm, (C14s) circular 
holes with a diameter of 10 mm in a chess sequence, (C15s) 
bean-shaped holes with a dimension of 30 mm × 10 mm  
(R = 5 mm), (C16s) bean-shaped holes with a dimension  
of 30 mm × 10 mm (R = 5 mm) in a chess sequence 

Tab. 1. Mechanical and strength properties of the tested com-posite 
material 

Mechanical properties 

Young’s modulus E1 [MPa] 14,3528.5 

Young’s modulus E2 [MPa] 5,826.3 

Poisson’s ratio [-] 0.36 

Kirchhoff modulus G12 [MPa] 3,845.5 

Strength properties 

Tensile strength (0°) FT1 [MPa] 2,220.7 

Compressive strength (0°) FC1 [MPa] 641 

Tensile strength (90°) FT2 [MPa] 49 

Compressive strength (90°) FC2 [MPa] 114 

Shear strength F12 [MPa] 83.5 

The tested profiles consist of eight layers of laminate with the 
same thickness equal 0.105 mm (summary 0.84 mm). The layers 
are arranged symmetrically to the middle plane of the laminate in 
the following configuration: [0/45/-45/90]S. The composite configu-
ration was assumed based on previous analyses [30]. In this 
paper, one layer layout was considered because the focus was on 
the arrangement and geometrical parameters of the holes. The 
material used to the analysis was a carbon-epoxy composite with 
the designation of EP137-CR527/100–35. The mechanical proper-
ties of the material presented in Table 1. 

The scope of the conducted research included the analysis of 
the critical state using the finite element method. The tests con-
sisted of solving the eigenvalue problem, which allowed to deter-
mine the critical load for each analyzed model and to determine 
the corresponding form of the loss of stability. The eigenproblem 
was solved using the maximum potential energy principle – the 
equilibrium state of the system was equal to the minimum poten-
tial energy. That meant that for stable systems the second varia-
tion of potential energy has to be positive. Stability problems of 
such systems are solved with the following equation [31]: 

([K] + λi[H]){ψ}i = 0                                                                       (1) 

where [K] is the structural stiffness matrix, [H] is the stress stiff-

ness matrix, and 𝜆i is the i-th eigenvalue and ψ is the i-th eigen-
vector of displacement. Equality (1) is satisfied if the eigenvector 
of displacement is equal to zero or if the determinant of the term in 
brackets is equal to zero. When the {ψ}i = 0 it is a trivial solution 
and it is out of interest. It means that the structure remains in the 
initial state of equilibrium. The term in brackets in (1) gives the 
following solution: 

|[K] + λi[H]|= 0                                                                              (2) 

Equation (2) represents the eigenvalue problem which allows 
for finding n values of the buckling load multiplier λ and the corre-
sponding buckling mode shape. 

Numerical analysis was performed in the ABAQUS program. 
The profile model was loaded by applying a uniform compressive 
force to all upper edges of the column. Boundary conditions for 
profile together with the discrete model are shown in Figure 14. 

a)  

  
b) 

 

Fig. 14. (a) Boundary conditions, (b) discrete model 
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The tested profiles were discretized with 8-node shell ele-
ments (S8R) with six degrees of freedom at each node, with 
quadratic shape function and reduced integration. The Composite 
Lay-up technique was used to define thickness an material prop-
erties of each layer separately. Mesh density which was used for 
analysis equal 4 mm and it was based on the previous analysis of 
Author and others, where the mesh convergence test was per-
formed [26, 32]. 

The boundary conditions were defined by locking some de-
grees of freedom of the bottom and top nodes of the column. For 
the upper middle edge, the translational degree of freedom Ux = 0 
was blocked, and for the two upper side edges, the translational 
degree of freedom was blocked Uy = 0. For the lower middle 
edge, the displacement along the x and z axes was blocked, i.e. 
Ux = Uz = 0. For the two lower side edges the displacement along 
the y and z axes was blocked, i.e. Uy = Uz = 0. The possibility of 
rotation relative to the column axis was also blocked (URz=0). The 
profile model was loaded by applying a uniform compressive force 
to all upper edges of the column. 

3. RESULTS 

As a result of the numerical analysis, the values of critical 
loads were obtained for all tested C-section columns with the 
same geometrical dimensions and different types of holes. In 
addition, the form of loss of stability corresponding to the previ-
ously obtained load values were determined. Examples of ob-
tained modes are shown in Fig. 15-17. Critical load values for all 
considered cases have been collected and presented in the form 
of graphs (Fig. 17). 

On the basis of the obtained results, it was possible to deter-
mine the influence of the type and number of holes, their ar-
rangement and geometric dimensions on the values of critical 
loads as well as the buckling modes of the profiles. Buckling form 
for the analysed C-section profiles is characterized by the for-
mation of two half-waves on the web and side walls of the col-
umns, symmetrically distributed in relation to the channel's sym-
metry plane. In almost all cases, the first half-wave (from the side 
where the compressive force is applied) bends inwards of the 
profile, while the second half-wave bends the other way around – 
outwards. 

 
Fig. 15. Results of numerical analysis – models of C-section profiles  

with a variant of arrangement of holes on the web and walls: 
(C1) circular holes with a diameter of 10 mm, (C2) circular  
holes with a diameter of 20 mm, (C3) bean-shaped holes  
with a dimension of 30 mm × 10 mm (R = 5 mm), (C4) bean-
shaped holes with a di-mension of 50 mm × 20 mm (R = 10 mm) 

 
Fig. 16. Results of numerical analysis – models of C-section profiles  

with a variant of arrangement of holes on the web: (C1s) circular 
holes with a diameter of 10 mm, (C2s) circular holes  
with a diameter of 20 mm, (C3s) bean-shaped holes  
with a dimension of 30 mm × 10 mm (R = 5 mm), (C4s) bean-
shaped holes with a di-mension of 50 mm × 20 mm (R = 10 mm) 

 
Fig. 17. Results of numerical analysis – models of C-section profiles  

with a variant of arrangement of holes in two rows – 2nd way: 
(C13) circular holes with a diameter of 10 mm, (C14) circular 
holes with a diameter of 10 mm in a chess sequence, (C15) 
bean-shaped holes with a dimension of 30 mm × 10 mm  
(R = 5 mm), (C16) bean-shaped holes with a dimension  
of 30 mm × 10 mm (R = 5 mm) in a chess sequence 

 
Fig. 18. Diagram of dependence of the critical load values  

on the arrangement of holes for all tested profiles 

The obtained results showed a significant influence of the ge-
ometrical parameters of the holes and their arrangement on the 
value of the critical load. In all analysed configurations, the critical 
force decreased with the increase of the number of holes and their 
size. 
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In addition, in order to simplify the analysis of the above de-
pendence graph, a comparison between the models with the 
usual arrangement of holes and the arrangement of holes in the 
chess configuration was made - separately for all profiles with 
circular holes (Fig. 18) and for all profiles with bean-shape holes 
(Fig. 19). 

The largest decrease in the critical force by 19.8% was 
observed when the configuration of the column with circular holes 
with a diameter of 10mm was change to the configuration with 
circular holes with a diameter of 20mm, while the increase of 
bean-shape holes, dimensions 30mm × 10mm (R = 5mm) to 
bean-shape holes with dimensions 50mm × 20mm (R = 10mm) 
caused the critical force drop by 30.52%, and this applies to the 
standard arrangement of holes. Changing the profile configuration 
from smaller holes to larger holes, arranged in a chess sequence, 
is also characterized by a decrease of the critical loads value: for 
circular holes by 11.16%, and for bean-shape holes by 27.22%. 
Columns without side wall holes have much higher values of 
critical forces. There is a 9.44% drop in force with changing the 
profile configuration with smaller circular holes to a configuration 
with larger holes and by 20.9% for bean-shape hole configurations 
with regular spacing. 

 
Fig. 19. Diagram of dependence of the critical load values  

on the arrangement of holes for all tested profiles  
with cir-cular holes 

 
Fig. 20. Diagram of dependence of the critical load values  

on the arrangement of holes for all tested profiles  
with bean-shaped holes 

Figures 20 and 21 show a comparison between models with 
normal hole pattern and chess pattern, only for profiles with 
circular holes - arranged in two rows on the middle walls, and 
separately for profiles with bean-shape holes - arranged in two 
rows on the middle walls. 

 
Fig. 21. Diagram of the dependence of the critical load values  

on the arrangement of holes for the tested profiles  
with round holes arranged in two rows on the central wall 

 
Fig. 22. Diagram of the dependence of the critical load values  

on the arrangement of holes for the tested profiles with  
bean-shaped holes arranged in two rows on the central wall 

Analyzing the first and second way of arrangement of holes in 
two rows on the central wall of the profile, it was observed that 
when the distance between the centers of holes located along the 
width of the column is reduced, the value of the critical force 
increases. Thus, the value of the force is greater at a distance 
between the centers of the holes equal 20mm (2nd way) and 
lower at a distance of 30mm (1st way). In addition, the force value 
is by 2.88% greater for the distance between the centers of 
circular holes and by 4.44% greater for bean-shape holes, with 
the regular arrangement. Comparing the greater force value of the 
column with holes in two rows and the force value with holes in 
one row with the usual arrangement, it was determined that the 
force value decreases by 8.82% when adding a second row of 
circular holes and by 13.22% when adding a second row of bean-
shape holes. With the arrangement of the holes in two rows on the 
central wall, however, in the chess configuration, the value of the 
force is greater by 1.56% at the distance between the centers of 
the circular holes of 20mm (2 way) and greater by 2.17% at the 
distance between the centers of the bean-shape holes, also of 
20mm. Comparing the greater value of the critical force of the 
column with holes in two rows and the value of the critical force 
with holes in one row, with the arrangement of holes in a chess 
configuration, it was noticed that the value of the force decreases 
by 5.24% when adding a second row of round holes and by 8.2 % 
when adding a second row of bean holes. In the case of profiles 
with a variant of arrangement of holes in two rows, without holes 
on the side walls, similar changes in percentage values were 



Katarzyna Falkowicz             DOI 10.2478/ama-2023-0064 
Linear Analysis of Thin-Walled Composite Profiles Weakened by Holes 

556 

observed for configurations of holes in two rows, with holes on the 
side walls. 

Summing up all the analyzed hole configurations, the greatest 
attention should be paid to profiles with a variant of arrangement 
of holes in two rows, in a chess configuration. This configuration 
gives a high critical load value and is superior to a profile 
configuration with normal hole spacing, provided that the distance 
between the centers of the holes spaced along the width of the 
column is relatively small. 

4. SUMMARY 

Based on the performed analysis and the obtained results, it 
was possible to determine the influence of the type and number of 
holes, their arrangement and geometric dimensions on the values 
of critical loads and buckling modes of C-section profiles. The 
obtained results showed a significant influence of the geometrical 
parameters of the holes and their arrangement on the value of the 
critical load. The greatest attention should be paid to profiles with 
a variant of arrangement of holes in two rows, in a chess configu-
ration (Fig. 22). The given profile configuration gives a high critical 
load value and is higher than the profile configuration with normal 
hole spacing, provided that the distance between the centers of 
the holes along the width of the column is relatively small. 

 
Fig. 23. Results of numerical analysis – models of C-section profiles  

with a variant of arrangement of holes in a chess sequence, 
 in two rows – 2nd way 

The obtained results may have a practical importance in terms 
of the use of this type of profiles as load-bearing elements, in 
which it is necessary to make holes, even for assembly purposes. 

What is more, thanks to numerical analysis, which is a power-
ful tool for examining the state of load-bearing capacity in thin-
walled structures, we are able to quickly find the optimal solution 
and determine which one is the most advantageous. 
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Abstract: This paper is focusses  on developing a novel method for vibration damage estimation for military helicopters, fighter aircrafts 
and any other aircraft exposed to combined stochastic and deterministic loading. The first stage of the research focused on frequency  
domain damage prediction, which is the legacy method proposed by Bishop and developed by Sweitzer, Schlesinger, Woodward, Kerr, 
Murthy, Datta and, Atkins. The mentioned frequency domain-based method is used in commercial software, e.g., MSC CAE Fatigue.  
Frequency domain damage prediction is based on superposition of spectral moments and Dirlik method of Rainflow Cycle Counting  
algorithm in frequency domain. The first phase of the research showed the legacy algorithm based on transfer function developed using 
FEM (Finite Element Method) method in Abaqus environment and  is very conservative. The second stage of the research aims to develop 
a novel method which allowing for more robust and accurate damage estimation. For this purpose, the Monte Carlo method for retrieving 
random signal in the time domain from signal in frequency domain was used. To obtain the system transfer function, – the 1 g load har-
monic system response was obtained using FEM analysis. It was subsequently scaled linearly by the PSD input curve for random loading 
and sine wave, or sine sweep function for deterministic loading to calculate the cumulative system response of the linear system.  
The research allows the development of a  novel method to precisely estimate vibration damage using combined time and frequency  
domains approach, based on effective frequency domain FEM   analysis of the linear system. The new proposed method can be also used 
for precise replication of test conditions via considering signal clipping and frequency resolution used for real testing.    

Key words: vibration damage, random vibration, FEM, Monte Carlo method, frequency,  time domain Rainflow Cycle Counting algorithms 

1. INTRODUCTION 

Rainflow Cycle Counting algorithm in frequency domain is 
commonly used for vibration damage estimation under stochastic 
loading of linear systems in synergy with FEM analysis. A precur-
sor of Rainflow Cycle Counting algorithm in frequency domain 
was the study of Bendat and Rice [1–4], whose authors provided 
a method for use in narrow band signals. The next milestone was 
the development of the Rainflow Cycle Counting algorithm in the 
frequency domain made by Dirlik, using Monte Carlo method 5. 
This approach is now considered one of the most accurate tech-
niques used in commercial software applications [6, 7] for as-
sessment of damage under random loading. Other researchers 
were Lalanne [8–10] and Steinberg 11, who provided their meth-
ods for Rainflow Cycle Counting in the frequency domain. All 
aforementioned methods have been tested by Halfpenny [12–14], 
albeit only for evaluation of damage under pure stochastic load-
ing. 

The aforementioned methods have been developed for vibra-
tion damage estimation for purely stochastic loading. However, 
these methods have been adopted for more general usage i.e. 
damage estimation under combined stochastic and deterministic 
loading in the studies of Bishop, Sweitzer, Schlesinger, Wood-
ward, Kerr, Murthy, Datta and Atkins in their publications [15–24]; 
and the loading scenario for using this method is e.g. simultane-

ous deterministic sine sweep and random load – as can be seen 
in Fig. 1. This combination is required by the US Department of 
Defence Test Method Standard 27 or other specific requirement 
specified by military aircraft manufacturers. 

The first stage of research introduced in this paper shows that 
using the abovementioned methods has resulted in highly con-
servative damage results. 

The second stage of research was the development of a novel 
method for precise damage estimation under combined loads, and 
this method introduces combined frequency and time domain 
calculation instead of using only frequency domain for vibration 
damage estimation in the legacy method. Superposition of the 
stochastic and deterministic loading approaches has been intro-
duced by NASA 28. The novel method presented in this paper 
assumes an extension of this approach for analysis of the PSD 
Response of the system, realising the stochastic and deterministic 
signals’ superposition and damage analysis by use of the Monte 
Carlo method. The novel method introduced in this paper is much 
more accurate, as well as offers an opportunity to replicate test 
parameters e.g., clipping the stochastic signal at a considered 
sigma level. Additionally, this method allows consideration of the 
large population of time series to assess the damage distribution 
for a considered PSD input curve. 

In this paper, for combined loads, a simultaneous determinis-
tic linear sine sweep was used (which represents, e.g. shooting 
with the variable firing gun installed on an aircraft or helicopter), 

https://orcid.org/0000-0001-7308-8881
https://orcid.org/0000-0001-9547-7802
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and stochastic loads were defined with the use of a PSD input 
curve (Fig. 1), which represents normal operating dynamic load-
ing, e.g. turbulences. 

The novel technique introduced in this paper expands re-
search carried out by Dirlik in consideration of frequency resolu-
tion, populational studies [27, 28], combination stochastic and 
deterministic loading, and additionally uses FEM for transfer 
function estimation. 

 
Fig. 1. Sine waves sweep simultaneous with random background 

2. FREQUENCY DOMAIN VIBRATION DAMAGE ESTIMATION  

Vibration damage assessment, based on transfer function of 
system, was derived using the mode superposition method in 
Abaqus environment. The PSD Response functions were founded 
based on a complex stress tensor (that assumed real and imagi-
nary values), and are used for the evaluation of Huber–Mises–
Hencky (σHMH) stress based on Eq. 1: 

 𝜎𝐻𝑀𝐻   
1

2
[(𝜎11 − 𝜎22)2 + (𝜎22 − 𝜎33)2 +

(𝜎11 − 𝜎33)2 + 6(𝜎23
2 + 𝜎31

2 + 𝜎12
2 )]  

   (1) 

where each stress tensor component is evaluated as shown  
in Eq. 2: 

 𝜎𝑖𝑗   𝑅𝑒(𝜎𝑖𝑗) + 𝐼𝑚(𝜎𝑖𝑗) (2) 

where Re(σij) is the real part of stress tensors, and Im(σij) the 

imaginary part. 
The equivalent stress has been used for demonstration of the 

algorithm; additionally, this approach is widely used in related 
publications [12–14, 30, 31], and commercial software applica-
tions such as nCode 7 and MSC CAE Fatigue 6, for isotropic 
material. Future research will focus also on developing algorithms 
by means of using the Critical Plane approach, which is treated as 
a more robust approach [6, 7, 30. 31]; however, such an approach 
would be much more computationally expensive. 

It needs to be noted that the original development of this 
method in the present study is intended for application concerning 
isotropic, metallic material; any other consideration with reference 
to usage of this method for orthotropic material will be a subject of 
future research. 

Additionally, the aforementioned further research will focus al-
so on the possibility for using the proposed method in such a way 
that synergy with the energetic fracture mechanics model is 
achieved, as can be observed in relevant studies comprised in the 
literature [32–34], where the Cohesive Zone Model has been used 

for assessing damage and life prediction. 
The derived transfer function H(f) was then multiplied by the 

PSD input G(f) defined for the considered test duty, and resultant-
ly the PSD Response function in frequency (see Fig. 2) domain 
was obtained, as indicated in Eq.      (3). 

𝑆(𝑓)  𝐻(𝑓) ∙ 𝐺(𝑓)      (3) 

 
Fig. 2. Evaluation of the PSD Response workflow based on PSD  

input load and Transfer Function of the considered unit 

The PSD Response function has been derived for each inte-
gration point of the discrete model. Spectral analysis was the next 
step to be based on the PSD Response of the considered unit, 
and it involved numerical integration of the 0th, 1st, 2nd and 4th 
spectral moments (𝑚𝑛) in the frequency domain, based  
on Eq.    (4): 

𝑚𝑛  ∫ 𝑓𝑛 ∙ 𝑆(𝑓)𝑑𝑓
∞

0
     (4) 

where mn represents the n spectral moment, f the considered 
frequency and S(f) the PSD Response function. 

Spectral moments are used for derivation of signal statistic pa-
rameters in frequency domain: 

Upward zero crossing (E[0]) – Eq.   (5): 

𝐸[0]  √
𝑚2

𝑚0
  

  (5) 

where 𝑚2 stands for the second spectral moment and 𝑚0  
the zero spectral moment. 

Number of peaks (E[P]) (local maximum of signal function) – 
Eq. (6): 
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𝐸[𝑃]  √
𝑚4

𝑚2
  

(6) 

where 𝑚4stands for the fourth spectral moment. 
Irregular factor (γ) – Eq.       (7): 

𝛾  
𝑚2

√𝑚0∙𝑚4
        (7) 

Signal statistic parameters in frequency domain constitute the 
basis for the Dirlik method of executing the Rainflow Cycle Count-
ing algorithm in frequency domain, as can be ascertained from the 
studies of Dirlik 5 and Bishop et al. 19. 

The Probability Density Function (PDF) of Dirlik method 
(PDFD) can be written in the form indicated by Eq.    (8): 

𝑃𝐷𝐹𝐷  (
𝐷1

𝑄
𝑒

𝑍

𝑄 +  
𝐷2𝑍

𝑅2 𝑒
−𝑍2

2𝑅2 + 𝐷3𝑍𝑒
−𝑍2

2 ) ∙
𝑑𝑆

2𝑅𝑀𝑆
     (8) 

where the normalised Dirlik stress variable is represented by Z 
(Note: The value of the Dirlik normalised stress variable is twice 
that of the Bendat normalised stress variable.); as indicated in Eq.   
(9), 

𝑍  
𝑆

2√𝑚0
    (9) 

where S is the stress at the considered histogram bin. 
The “mean frequency” (Xm) would be as presented  

in Eq. (10): 

𝑋𝑚  
𝑚1

𝑚0
∙ √

𝑚2

𝑚4
  (10) 

Expressions of the remaining Dirlik empirical variables 
(D1, D2, D3, Q and R) are presented in Equations (11)–(15): 

𝐷1  
2(𝑋𝑚 − 𝛾2)

1 + 𝛾2
 

(11) 

𝐷2  
1 − 𝛾 − 𝐷1 + 𝐷1

2

1 + 𝛾2
 

(12) 

 𝐷3  1 − 𝐷1 − 𝐷2 (13) 

𝑄  
1.25 ∙ (𝛾 − 𝐷2 ∙ 𝑅 − 𝐷3)

𝐷1

 
(14) 

𝑅  
𝛾 − 𝑋𝑚 − 𝐷1

2

1 − 𝛾 − 𝐷1 + 𝐷1
2 

(15) 

The final equation for estimation of the actual number of cy-
cles with the use of the Dirlik method (nDirlik) can be presented 
as indicated in Eq. (16): 

𝑛𝐷𝑖𝑟𝑙𝑖𝑘   𝑃𝐷𝐹𝐷(𝑆) ∙ 𝑇 ∙ 𝐸[𝑃] (16) 

where T is the time of exposure on random loading. 
Total damage was evaluated using the Palmgren-Miner rule 

37 and the failure criterion equivalent to damage value exceeds 1, 
as indicated in Eq. (17): 

Total Damage  ∑
𝑛𝑖_𝐷𝑖𝑟𝑙𝑖𝑘

𝑁(𝑆𝑖)

∞

0

 (17) 

where 𝑛𝑖_𝐷𝑖𝑟𝑙𝑖𝑘  is the actual number of cycles for the considered 

stress at bins, and 𝑁(𝑆𝑖) the allowable number of cycles for the 
considered stress at bins, based on S-N curve (fatigue curve – 
stress versus available cycles). 

As part of the present research, the authors created a tool for 
damage estimation using an exemplary unit for benchmarking 
against commercial software. Fatigue damage estimation is based 
on FEM analysis 39 unit loading with the use of a linear dynamic 
method in an Abaqus software application 40. This research used 
the example of a cantilever beam with a cut U notch. The geome-
try, discrete model and graphical support representation are pre-
sented in Fig. 3. The harmonic load input is a unit load (1 g) ac-
celeration applied to the base (supported region). 

 
Fig. 3. Geometry, discrete model and graphical support representation  

of a sample taken for the research results’ visualisation 

For this paper, it is assumed that the sample is made of steel 
17-4PH (H1025), and accordingly, fatigue material properties from 
MMPDS-15 31 were used; thus, for the considered steel sample, 

a value of Kt  3 was used as the reference. 

Tab. 1. Steel 17-4PH (H1025) material properties  
used for demonstrational analysis 

Steel 17-4PH (H1025) 

Young modulus E [MPa] Poisson ratio ν [] 
Density ρ 
[t/mm3] 

195,000 0.27 7.89E–09 

 
To enable an effective consideration of the aforementioned 

factors, the authors of the present study assumed a constant 
critical damping ratio for the entirety of the frequency bandwidth 
(0–1,000 Hz) and equal to 2.5%. (Note that the created method 
and software need input, which would need to consist of a model 
correlated against test results; however, for benchmarking, we 
assumed artificial parameters of damping.) 

 
Fig. 4. Frequency domain vibration damage estimation  

using Dirlik method 

 
Fig. 5. Visualisation of Dirlik Damage obtained in MSC CAE Fatigue 

commercial software environment 
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Damage results can then be presented on a discrete model 
using Abaqus 40 visualisation module and the authors’ scripts, as 
demonstrated in Fig. 4. 

For the considered method, benchmarking has been made 
against the MSC CAE Fatigue software. An exemplary result for 
duty matched to the above example is presented in Fig. 5. 

The obtained damage values have been benchmarked 
against commercial software and the differences in results do not 
exceed 1%. This result is the basis for the first stage of the re-
search – damage estimation for combined stochastic and deter-
ministic loading in frequency domain. 

3. FREQUENCY DOMAIN VIBRATION FATIGUE ESTIMATION 
UNDER COMBINED STOCHASTIC AND DETERMINISTIC 
LOADING – THE LEGACY METHOD 

The methodology introduced in Section 2 of this paper is the 
basis for damage estimation under only stochastic loading. Re-
search carried out by Bishop, Sweitzer, Schlesinger, Woodward, 
Kerr, Murthy, Datta and Atkins in their publications [15–24] de-
scribe the idea for damage estimation based on superimposition 
of spectral moments generated by random and deterministic 
loads. The abovementioned approach was used in these studies. 

The transfer function (Hi(f)), which consists of e.g. Huber–
Mises–Hencky complex stress or critical plane stress, needs to be 
evaluated for finite i numbers of frequency sub-ranges, e.g. for a 
sweep between 100 Hz and 150 Hz, there is a need for the evalu-
ation to be conducted in consideration of a sub-ranges’ size of 
e.g. 0.1 Hz. For each sub-range, a single sine wave is considered, 
and signal statistic needs to be introduced. 

The response function S(f) is then evaluated based on the 
transfer function H(f), and the sine sweep amplitude (G(f)), as 
indicated in Eq. (18). 

𝑆𝑖(𝑓𝑖)  √𝐻𝑖(𝑓𝑖) ∙ 𝐺𝑖(𝑓𝑖)  (18) 

The root mean square (RMS) of a single sine wave can then 
be evaluated, as indicated in Eq. (19). 

RMS  
√2

2
∙ 𝑆𝑖(𝑓𝑖)  

(19) 

The next step is evaluation of spectral moments for every 
considered single sine wave function using the following equa-
tions for the 0th, 1st, 2nd and 4th spectral moments [Equations 
(20)–(23)]: 

𝑚0_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒(𝑓𝑖)  𝑅𝑀𝑆2 (20) 

𝑚1_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒(𝑓𝑖)  𝑚0(𝑓𝑖) ∙ 𝑓𝑖 (21) 

𝑚2_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒(𝑓𝑖)  𝑚0(𝑓𝑖) ∙ 𝑓𝑖
2

 (22) 

𝑚4_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒(𝑓𝑖)  𝑚0(𝑓𝑖) ∙ 𝑓𝑖
4

 (23) 

where fi represents the considered frequency. 
Signal statistic in frequency domain was based on spectral 

analysis made iteratively for the considered frequency sub-ranges 
e.g., 0.1 Hz sub-ranges’ width. Spectral moments from determinis-

tic loading (𝑚0_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒, 𝑚1_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒, 𝑚2_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒 , 

𝑚4_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒) need to be summed with spectral moments from 

stochastic background (𝑚0, 𝑚1, 𝑚2, 𝑚4) as introduced in Equa-

tions (24)–(27). 

𝑚0_𝑚𝑖𝑥𝑒𝑑_𝑚𝑜𝑑𝑒(𝑓𝑖)  𝑚0+ 𝑚0_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒(𝑓𝑖) (24) 

𝑚1_𝑚𝑖𝑥𝑒𝑑_𝑚𝑜𝑑𝑒(𝑓𝑖)  𝑚1+ 𝑚1_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒(𝑓𝑖) (25) 

𝑚2_𝑚𝑖𝑥𝑒𝑑_𝑚𝑜𝑑𝑒(𝑓𝑖)  𝑚2+ 𝑚2_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒(𝑓𝑖) (26) 

𝑚4_𝑚𝑖𝑥𝑒𝑑_𝑚𝑜𝑑𝑒(𝑓𝑖)  𝑚4+ 𝑚4_𝑠𝑖𝑛𝑒_𝑤𝑎𝑣𝑒(𝑓𝑖) (27) 

where 𝑚0_𝑚𝑖𝑥𝑒𝑑_𝑚𝑜𝑑𝑒(𝑓𝑖), 𝑚1_𝑚𝑖𝑥𝑒𝑑_𝑚𝑜𝑑𝑒(𝑓𝑖), 

𝑚2_𝑚𝑖𝑥𝑒𝑑_𝑚𝑜𝑑𝑒(𝑓𝑖) and 𝑚4_𝑚𝑖𝑥𝑒𝑑_𝑚𝑜𝑑𝑒(𝑓𝑖) are, respectively, 

the spectral 0th, 1st, 2nd and 4th moments for superimposed 
signal at the considered frequency. 

It is also required to be noted that during superposition, the 
spectral moment sum used the full moment from the stochastic 

part of duty (m0, m1, m2, m4), as the allowable number of cy-

cles is also calculated iteratively for the considered Ti, which is 
equal to total time (TTotal) divided by the number of sub-ranges; 
as indicated in Eq. (28), 

𝑇𝑖   
𝑇Total

𝑛
  (28) 

where n is the number of sub-ranges. 
So far as Rainflow Cycle Counting in frequency domain was 

concerned, the same was evaluated with the use of Dirlik or Nar-
row Band method, or alternatively damage evaluation was provid-
ed for each of the sub-ranges in the same way as introduced in 
Section 2 of this paper, that is to say by expressing the number of 
actual cycles according to the Dirlik Rainflow Cycle Counting in 
frequency domain (ni); as indicated in Eq. (29), 

𝑛𝑖   𝑃𝐷𝐹𝑖(𝑆) ∙ 𝑇𝑖 ∙ 𝐸𝑖[𝑃]  (29) 

where PDFi(S) is the PDF at the considered stress bin, and 
Ei[P] the number of peaks at the considered stress bin. 

The damage value for the considered sub-range (Di) is as 
expressed in Eq. (30): 

𝐷𝑖   
𝑛𝑖

𝑁(𝑆)𝑖
  (30) 

where N(S)i is the allowable number of cycles at the considered 
stress bin based on the considered S-N curve. 

The total damage (DTotal) under combined stochastic and 
deterministic loading is the sum of damage from each of the sub-
ranges, as indicated in Eq. (31): 

𝐷𝑇𝑜𝑡𝑎𝑙   ∑ 𝐷𝑖
𝑛
𝑖  1   (31) 

The damage value obtained by the created algorithm has 
been benchmarked against the damage value obtained using 
commercial software, and resultant to this benchmarking, a great 
correlation was obtained (exemplary results have been introduced 
in Section 5 of this paper). 

4. COMBINED FREQUENCY AND TIME DOMAINS 
VIBRATION DAMAGE ESTIMATION UNDER COMBINED 
STOCHASTIC AND DETERMINISTIC LOADING  
– THE NOVEL METHOD 

The new original method developed in the present study as-
sumes the need for processing of the combined frequency and 
time domain consideration for superimposing the stochastic and 
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deterministic responses of the considered system. The second 
stage of the study focussed on developing a novel method for 
precise vibration damage estimation under combined loading. The 
idea is based on retrieving time series signal from the frequency 
domain PSD Response as proposed by Dirlik 5 – with the use of 
the Monte Carlo method, which is discussed in an extended form 
in the study of Ptak and Czmochowski 29. The PSD Response 
function and its corresponding frequency constitute elements of 
the vector used in retrieval of the time domain signal by employing 
the inverse discrete Fourier transformation. The equation for time 

series signal (S(k∆t)) can be written as follows [Eq. (32)], 5: 

𝑆(𝑘∆𝑡)  ∑ 𝜃(𝑗 ∙ 𝑛2𝜋𝑓)
𝑁

2
−1

𝑛  
−𝑁

2

∙ 𝑒𝑗∙2𝜋𝑘𝑛/𝑁  (32) 

where f is the considered frequency and N the natural number. 
k can be written in the form of the following Eq. (33): 

𝑘  0,1,2,3, … , 𝑁 − 1  (33) 

The θ function can be written in the form of the following Eq. 
(34), 42: 

𝜃(𝑗 ∙ 𝑛2𝜋𝑓)  √𝑆(𝑛 ∙ 2𝜋∆𝑓)𝑒𝑗𝛷𝑛  (34) 

for n defined as in Eq. (35). 

 𝑛  0,1,2,3, … , 𝑁/2 − 1  (35) 

The Φn represents a random phase angle, defined as to be 
uniformly distributed in the bandwidth <–π; π>. To summarise, the 
time series is obtained using the Monte Carlo approach and in-
verse discrete Fourier transformation. 

The time series signal can be defined by the function S(k∆t) 
and needs to be a real function of time. This is so as for the intro-
duction of information about stress sign for Rainflow Cycle Count-
ing algorithm, which will be omitted if the complex value of this 
function is not equal to zero. It implies that the spectrum defined 
by the function θ in Eq. (34) has to exhibit a complex conjugate 
symmetry as per the following Eq. (36), 42: 

𝜃(𝑗 ∙ 𝑛2𝜋𝑓)  𝜃(−𝑗 ∙ 𝑛2𝜋𝑓)  (36) 

for n defined as in Eq. (35). 
A graphical representation of the conjugate symmetry can be 

found in the figure below (Fig. 6): 

 
Fig. 6. The complex conjugate symmetry of the PSD Response function 

An additional restriction for the θ function is that this function 
needs to cross zero (37): 

𝜃(0)  0  (37) 

Meeting this condition implies that the signal in the time do-
main S(k∆t) has a mean value equal to zero. 

An additional implication is that the imaginary portion of the 
signal will be equal to zero, and therefore the magnitude of the 
signal will be equal to the real portion of this signal; and this would 

moreover imply that the sign can be saved for further fatigue 
consideration. 

For verification of the obtained signal, we evaluated the RMS 
of the time series signal S(k∆t) using the standard deviation equa-
tion, which can be written as shown below in Eq. (38): 

RMStime series  √
1

𝑁
∑ 𝑆(𝑘∆𝑡)2𝑁−1

𝑘  0   (38) 

The time signal has a zero-mean value, and the standard de-
viation equal to RMS was estimated for a signal in the frequency 
domain. Therefore, retrieval of a signal defined in the frequency 
domain to one in the time domain has been carried out success-
fully, and this methodology will be used for retrieving the fatigue 
information by employing time series Rainflow Cycle Counting 
algorithm, which is implemented in the Python language (as doc-
umented 44). 

For evaluating the damage in the time domain, the authors of 
the Rainflow Cycle Counting algorithm have used a Python lan-
guage program 46, which allows the fatigue cycles to be counted 
and appropriate range values for time series signal (peak and 
trough extraction from time series signals) to be ascertained. 

Time series signals retrieved from the PSD Response signal 
with the use of the developed Python algorithms are indicated in 

Fig. 7 (frequency resolution based on N  216). Additionally, the 
Rainflow Cycle Counting histogram for this signal has been intro-
duced in Fig. 8. 

Note: In the present research, the stress life method has been 
introduced as an example. Further research will focus on using 
the strain life method, and would involve the use of e.g. Morrow or 
Smith–Watson–Topper mean stress correction and Neuber cor-
rection [48–50]. 

 
Fig. 7. Initial time series processing extracting peak and trough  

for Rainflow Counting algorithm, white noise signal, irregular  
factor 0.3, block size N  216 

 
Fig. 8. Rainflow Cycle Counting algorithm histogram, white noise signal, 

irregular factor 0.3, block size N  216 
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The specified linear sine sweep frequency (fspec(t)) depend-

ence from time can be written as a function of time and frequency, 
as indicated in Eq. (39): 

𝑓spec(𝑡)  f1 + K · T  (39) 

where T is the total sweep time, K the sweep rate and f1 the initial 
sweep frequency. 

Specified frequency (fspec(t)) can be written in an alternative 

form, as indicated in Eq. (40): 

𝑓𝑠𝑝𝑒𝑐(𝑡) 𝑓1 + (𝑓2 − 𝑓1)
𝑡

𝑇
  (40) 

where 𝑓2 is the end sweep frequency and t the time variable. 
Sine sweep frequency (f(t)) is the integral of specified fre-

quency and can be written as indicated in Eq. (41): 

𝑓(𝑡)  ∫ 𝑓spec(𝑡)𝑑𝑡  𝑓1 · 𝑡 +
𝑓2−𝑓1

𝑇
·

𝑡2

2
  (41) 

Input sine sweep (G(t)) with constant accelaration amplitude 
can be written as indicated in Eq. (42): 

𝐺(𝑡)  𝑢(𝑡) · sin(𝜔𝑡)   𝑢(𝑡) · sin(2𝜋𝑓(𝑡) · 𝑡)  (42) 

where 𝑢(𝑡) is the displacement in time and 𝜔 the circular fre-
quency. 

Additionally, the equivalent version for implementation in the 
Python programming language 44 can be written as indicated in 
Eq. (43): 

𝐺(𝑡)  𝑢(𝑡) · sin (2𝜋 · 𝑡 · (𝑓1 +
𝑓2−𝑓1

𝑇
·

𝑡

2
))  (43) 

As the sine sweep frequency is deterministic, that is to say 
since it depends on time, the same can thus be scaled by the 
transfer function H(f) to obtain a time series sweep including the 
system response, as indicated in Fig. 9. 

 
Fig. 9. Sine sweep system response in the time domain,  

sweep rate K  0.095367 Hz/s 

Sine sweep response (S(t)) can be written as indicated in 
Eq. (41): 

𝑆(𝑡)  √𝐻(𝑡) ∙ 𝐺(𝑡)  (44) 

where H(f) is the transfer function and G(t) the input sine sweep 
acceleration. 

This signal, which consists of the PSD Response stress val-
ues, can now be superimposed to the random time series PSD 
Response retrieved using the Monte Carlo method (assuming 
system linearity, with a restriction pertaining to the time sequence 
of the retrieved random signal needing to match with the time 
sequence of the sine sweep) – as can be seen from Fig. 10. 

For the superimposed signal corresponding to the Rainflow 
Cycle Counting algorithm in the time domain to be capable of 
being used, the S–N curve for the stress life method needs to be 
introduced, and it is only then that the damage for the combined 
stochastic–deterministic input can be evaluated. 

It also needs to be noticed that sweep rate can be fitted to 
background random loading to obtain one sweep during acting 
random loading if there is no specific requirement specified by the 
aircraft manufacturer. 

 
Fig. 10. Superimposition of stochastic and deterministic responses  

in the time domain 

 
Fig. 11. Sine sweep system response in the time domain,  

sweep rate K·2  0.190735 Hz/s 

 
Fig. 12. Sine sweep system response in the time domain,  

sweep rate K·4  0.38147 Hz/s 

It has been ascertained that n number of sine sweeps with n 

times higher than the reference sweep rate (Fig. 11 for n  2 and 

Fig. 12 for n  4) cause the same theoretical damage as one 
sweep with the reference sweep rate. For benchmark signals 
have been merged in a theoretical way, there is no continuous link 
between sweeps; however, the impact on the quoted damage is 
negligible as the maximum stress cycles for the considered sam-
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ples are much higher than those in the link region. It needs to be 
noticed that only one sweep acting during random loading dura-
tion should give the highest damage as increasing the sweep rate 
can cause a situation wherein the system will not respond with full 
amplitude during the resonance and the maximum resonance 
amplitude will decrease. 

A proposed algorithm flow chart for damage estimation under 
combined stochastic and deterministic loading in the time domain 
is presented in Fig. 13. 

 
Fig. 13. Algorithm flow chart for damage estimation under combined 

stochastic and deterministic loading in the time domain 

5. COMPARISON RESULTS OBTAINED FOR LEGACY 
METHOD AND PROPOSED METHOD 

The abovementioned legacy method for combined stochastic–
deterministic loading proved to be highly conservative. Two loops 
of analysis under vibration loading were calculated. The 1st loop, 
based on algorithms for vibration damage estimation under de-
terministic loading (pure sine sweep), obtained a damage value of 
0.009 for the critical integration point. The 2nd loop was based on 
algorithms for combined stochastic–deterministic loading and a 
low-level non-damaging random load (giving rise to a damage of 0 
after evaluation using the algorithm for pure random loading and 
peaking at 9 MPa in the case of a stress of 5 σ). For the combined 
load scenario, a damage of 0.58 was calculated for the same sine 
sweep as in the 1st loop (resulting in a damage of 0.009). The 
results above have shown that the legacy approach is character-
ised by a high conservatism and have initialised the subsequent 
phase of our research. A summary of the obtained result is pro-
vided in Tab. 2. 

Note: Even when assuming that maximum stress from reso-
nance for sine sweep (258 MPa) occurs for every cycle in sweep 
(conservatively assuming that the maximum peak in a resonance 
occurs through 50 Hz) and superimposing a 5 σ stress amplitude 
equal to 9 MPa, the damage obtained is equal to 0.21. 

The research results show that the legacy method is highly 

conservative, and therefore the need arises for developing a new 
method for this loading scenario, to remove the conservativism 
during damage estimation. This is important from the point of view 
of requirements associated with aerospace, especially for military 
application, where e.g., the mass of the components can be re-
duced. 

Tab. 2. Comparison damage evaluated with spectral method  
in the frequency domain (legacy method) and new proposed 
method (damage evaluated in the time domain) 

Test No. 1 2 

Damage proposed method 0.00875 0.06718 

Damage legacy method authors 
algorithm for combined loading 

0.58110 1.00792 

Damage legacy method MSC CAE 
Fatigue algorithm for  combined 

loading 
0.60804 1.07479 

Damage for sine sweep only using 
authors algorithm for deterministic 

harmonic loading 
0.00875 0.00875 

Damage for sine sweep only using 
authors algorithm for deterministic 

harmonic loading 
0.00944 0.00944 

6. ADDITIONAL RESULTS DERIVED FROM RESEARCH  
ON PROPOSED METHOD 

Results derived from research on the pure stochastic loading 
scenario show that damage varies, and the variation depends on 
the block size (N) used in the inverse Fourier transformation. 
Since there was a need for obtaining information about the statis-
tic of the damage as well as for deriving the damage distribution, 
the research has been extended to a large search population 
consisting of 5,000 samples. 

The research was performed for white noise signal. Wide and 
narrow band signals will be introduced in further research. Addi-
tionally introduced were three different block sizes: 212, 214 and 
216. For fitting distribution, we used the Kolmogorov–Smirnov 
criterion, which assesses the probability of distribution. For test-
ing, we used the different distribution types available in the Python 
library 44. The best-fitted distributions have been narrowed down 
to three with the highest probability of fitting: Gaussian, Exponen-
tiated Weibull and Generalized Extreme Value distributions. 

Note that variation of damage for the considered distribution is 
low as per Tabs. 3–8. 

In Fig. 14, Fig. 16 and Fig. 18, corresponding damage values 
were presented for the searched population for white noise signal 
for three mentioned block sizes for signal clipped at 3 standard 
deviation. Proceeding based on analogy, the same results for 
signal clipped at 5 standard deviation have been presented in Fig. 
20, Fig. 22 and Fig. 24. 

The best-fitted distributions’ visualisations for signal clipped at 
3 standard deviation for three block sizes have been presented in 
Fig. 15, Fig. 17 and Fig. 19. Proceeding based on analogy, the 
results for signal clipped at 5 standard deviation have been pre-
sented in Fig. 21, Fig. 23 and Fig. 25. 

In Tab. 3–Tab. 5, we introduced a populational research re-
sults’ summary made for white noise signal clipped at 3 standard 
deviation and in Tab. 6–Tab. 8 a summary of results for signal 
clipped at 5 standard deviation. 
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Fig. 14. Damage values for searched population for white noise signal, 

signal clipped at 3 standard deviations, block size N  212 

 
Fig. 15. Best-fitted distribution for damage values for searched population 

for white noise signal, signal clipped at 3 standard deviations, 
block size N  212 – Normal distribution 

Tab. 3. Statistical parameters for white noise signal clipped  
at 3 standard deviations, block size N  212 

Distribution type Normal 
Exponentiated 

Weibull 
Generalized 

Extreme Value 

Probability of fitted 
distribution [-] 

0.27452 0.00000 0.00091 

Mean damage [-] 0.16697 0.15973 0.16708 

Standard deviation 
of damage [-] 

0.01341 0.04217 0.01380 

0.13% not lower 
than quoted value of 

damage [-] 
0.12660 0.11231 0.13093 

99.73% not exceed 
quoted value of 

damage [-] 
0.20427 0.33518 0.20641 

 

 
Fig. 16. Damage values for searched population for white noise signal, 

signal clipped at 3 standard deviations, block size N  214 

 
Fig. 17. Best-fitted distribution for damage values for searched population 

for white noise signal, signal clipped at 3 standard deviations, 
block size N  214 – Exponentiated Weibull distribution 

Tab 4. Statistical parameters for white noise signal clipped  
at 3 standard deviations N  214 

Distribution type Normal 
Exponentiated 

Weibull 
Generalized 

Extreme Value 

Probability of fitted 
distribution [-] 

0.80900 0.90471 0.05506 

Mean damage [-] 0.16763 0.16763 0.16768 

Standard deviation 
of damage [-] 

0.01217 0.01217 0.01235 

0.13% not lower 
than quoted value of 

damage [-] 
0.13098 0.13269 0.13450 

99.73% not exceed 
quoted value of 

damage [-] 
0.20149 0.20201 0.20164 

 

 
Fig. 18. Damage values for searched population for white noise signal, 

signal clipped at 3 standard deviations, block size N  216 

 
Fig. 19. Best-fitted distribution for damage values for searched population 

for white noise signal, signal clipped at 3 standard deviations, 
block size N  216 – Exponentiated Weibull distribution 
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Tab. 5. Statistical parameters for white noise signal clipped  
at 3 standard deviations N  216 

Distribution type Normal 
Exponentiated 

Weibull 
Generalized 

Extreme Value 

Probability of fitted 
distribution [-] 

0.49042 0.99708 0.26514 

Mean damage [-] 0.16785 0.16783 0.16789 

Standard deviation 
of damage [-] 

0.01161 0.01162 0.01175 

0.13% not lower 
than quoted value of 

damage [-] 
0.13287 0.13473 0.13660 

99.73% not exceed 
quoted value of 

damage [-] 
0.20016 0.20152 0.20064 

 

 
Fig. 20. Damage values for searched population for white noise signal, 

signal clipped at 5 standard deviations, block size N  212 

 
Fig. 21. Best-fitted distribution for damage values for searched population 

for white noise signal, signal clipped at 5 standards deviations, 
block size N  212 – Generalized Extreme Value distribution  

Tab. 6. Statistical parameters for white noise signal clipped  
at 5 standard deviations, block size N  212 

Distribution type Normal 
Exponentiated 

Weibull 
Generalized 

Extreme Value 

Probability of fitted 
distribution [-] 

0.00000 0.00001 0.00049 

Mean damage [-] 0.17292 0.17277 0.17313 

Standard deviation 
of damage [-] 

0.01933 0.01827 0.01932 

0.13% not lower 
than quoted value of 

damage [-] 
0.11472 0.12702 0.13327 

99.73% not exceed 
quoted value of 

damage [-] 
0.22669 0.23245 0.24754 

 
Fig. 22. Damage values for searched population for white noise signal, 

signal clipped at 5 standard deviations, block size N  214 

 
Fig. 23. Best-fitted distribution for damage values for searched population 

for white noise signal, signal clipped at 5 standard deviations, 
block size N  214 – Exponentiated Weibull distribution 

Tab. 7. Statistical parameters for white noise signal clipped  
at 5 standard deviations, block size N  214 

Distribution type Normal 
Exponentiated 

Weibull 

Generalized 
Extreme 

Value 

Probability of fitted 
distribution [-] 

0.00000 0.68282 0.07246 

Mean damage [-] 0.17498 0.17495 0.17512 

Standard deviation of 
damage [-] 

0.01547 0.01541 0.01576 

0.13% not lower than 
quoted value of dam-

age [-] 
0.12840 0.13748 0.13901 

99.73% not exceed 
quoted value of dam-

age [-] 
0.21801 0.22694 0.22855 

 
Fig. 24. Damage values for searched population for white noise signal, 

signal clipped at 5 standard deviations, block size N  216 
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Fig. 25. Best-fitted distribution for damage values for searched population 

for white noise signal, signal clipped at 3 standard deviations, 

block size N  216 – Exponentiated Weibull distribution 

Tab. 8. Statistical parameters for white noise signal clipped  
at 5 standard deviations, block size N  216 

Distribution type Normal 
Exponentiated 

Weibull 

Generalized 
Extreme 

Value 

Probability of fitted 
distribution [-] 

0.00193 0.83692 0.52516 

Mean Damage [-] 0.17462 0.17463 0.17467 

Standard Deviation of 
Damage [-] 

0.01354 0.01354 0.01370 

0.13% not lower than 
quoted value [-] 

0.13384 0.13902 0.14047 

99.73% not exceed 
quoted value [-] 

0.21230 0.21650 0.21627 

 
The conclusion, based on the aforementioned research re-

sults, is that every three distributions selected as final give similar 
mean value and standard deviation for the considered signal, 
which match to the experimental mean value and standard devia-
tion. Additionally quoted is the value of damage involved in as-
sessing the damage variation. For this purpose, the quoted value 
of damage for which 99.73% of the population have a lower value 
of damage is: mean, +3 standard deviation in normal distribution; 
and the damage value for which 0.13% of the population have a 
lower value of damage is: mean, –3 standard deviation. The first 
damage value quoted will be needed for sizing units for the con-
sidered load scenario. The second damage quoted can be used to 
avoid undertesting during real testing. For example, for damage 
quoted in Tab. 8, testing should be carried out for the increased 
duty to obtain a mean –3 standard deviation that is higher than or 
equal to the +3 standard deviation obtained for the original duty 
(mean –3 standard deviation damage needs to be increased from 
0.13902 for original duty to a minimum of 0.21650 for increased 
duty) – this approach would ensure that unit will not be un-
dertested during real testing. 

Research results show that the Exponentiated Weibull distri-
bution is the best fitted, when the block size is adequately large – 

i.e., Nx ≥N  214. (Some anomalies were observed in Weibull 
distribution for smaller values, as shown in Tab. 3, and additional-
ly damage variation is higher than for larger block size.) There-
fore, for the final choice, we may decide to use the Exponentiated 
Weibull distribution to arrive at a statistical description of damage 
values for the considered population. 

Additionally, research results show that for stochastic and de-
terministic combination loading scenario, the variability of damage 
is closed for different block sizes used, in opposition to the situa-

tion prevailing concerning the only random load scenario (3 

standard variation is around +/–20% for N  212, N  214 and N 

 216, as shown in Tab. 3–Tab. 5 andTab. 6–Tab. 8). For the only 

random loading scenario, damage variability for block size N  

212 can be around +/60%; however, for block size N  216, the 

same can be around 13% and for block size N  220 it can be 
around 2%. Therefore, for combined stochastic and deterministic 

loading, N  214 is recommended, as for this block size we ob-
served stabilisation of damage variation and obtained a calcula-
tion accuracy close to those associated with higher block sizes. 
This value of block size implies the best relational performance 
with regard to accuracy. 

7. SUMMARY AND CONCLUSION 

A summary of the computer experiments conducted with the 
use of the two combined methods is provided in this section. FEM, 
Monte Carlo method and Python programming allow identification 
of the high conservativism of the legacy frequency domain-based 
method. The research results presented in this paper show that 
the legacy method used by commercial software for combined 
stochastic–deterministic loading scenarios gives highly conserva-
tive damage results, which might result in oversizing military air-
craft or helicopters units. 

The introduction of a novel method of calculation (based on 
combined frequency and time approach) of damage under the 
mentioned loading scenario allows us to precisely perform dam-
age estimation in the time domain together with maintaining the 
efficiency benefit related to frequency domain calculation. Using 
the novel method introduced in this paper allows us to obtain a 
higher accuracy of the results than the legacy method, as well as 
an efficiency of computation that, in comparison with the legacy 
method, is at least comparable if not higher. 

The research result reveals that damage variation is constant 
(characterised by a small variability depending on the block size 
used in the inverse Fourier transformation, in opposition to the 
only random loading scenario as quoted in related research 29). 
Therefore, the conclusion of the presented research is that for 
high amplitude sweep having a simultaneous random nature, it is 

recommended to use N  214 as the block size. 
This novel method allows also for analysis of time series 

population to assess the damage variation, which is impossible 
with use of the legacy method. An additional conclusion is that for 
populational analysis, it is recommended to use Exponentiated 
Weibull distribution for statistical consideration. 

An additional benefit related to using the proposed method is 
that the signal can be clipped with a requested standard deviation 
level e.g., in aerospace industry, it is common to clip the input to 3 
standard deviations. Therefore, this method can replicate real test 
conditions, which is not possible with the use of the spectral 
method. 

Another aspect is that an algorithm can be also fitted to align 
with frequency resolution (block size) during conduction of real 
tests to assess what the variability of damage will be for test rig 

equipment. As for block sizes smaller than N  214, the variability 
might increase, which can imply undertesting. 

Further research results will focus on research on wide band 
and narrow band signals. Additional aspects are an implementa-
tion strain life method for highly loaded parts and the development 
of software for aerospace application with the use of the research 
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results presented in this paper. 
Additionally, the Critical Plane approach will be introduced for 

defining PSD Response function. Future research will also be 
expanded to ascertain whether it is possible to synergistically use 
energy fracture mechanics methods, e.g., Cohesive Zone Model 
method, for damage estimation and life prediction. 
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Abstract: A control strategy is derived for fractional-order dynamic systems with Caputo derivative to guarantee collision-free trajectories 
for two agents. To guarantee that one agent keeps the state of the system out of a given set regardless of the other agent’s actions  
a Lyapunov-based approach is adopted. As a special case showing that the given approach to choosing proposed strategy is constructive 
for a fractional-order system with the Caputo derivative, a linear system as an example is discussed. Obtained results extend  
to the fractional order case the avoidance problem Leitman's and Skowronski's approach. 

Key words: Avoidence; fractional order systems, Caputo derivative, Lyapunov stability 

1. INTRODUCTION 

Avoidance system, in a colloquial sense means "a safety sys-
tem designed to warn, alert, or assist drivers to avoid imminent 
collisions and reduce the risk of incidents". In fact the subject of 
collision avoidance is much broader than just pre-crash systems. 
One only has to look at the game as a conflict situation in which 
the parties to the conflict choose the strategy suits them, see for 
example [16]. So, this problem can be met not only in problems of 
traffic and transport [19,24], navigation [15] but also in communi-
cation networks, economic, control [18,25,28], social sciences [6], 
and others. Generally the problem for the case of two agents is 
the following: There are two agents. How to determine the strate-
gy of one of them in such way that for given initial state no solu-
tion of one system intersects the avoidance zone no matter what a 
strategy of the second is? 

Several approaches to avoidance control have been consid-
ered. The Lyapunov based approach as the first was proposed in 
[14] and next generalized to the system with an arbitrary time 
domain [22]. Based on [14] conditions for collision avoidance 
between two agents were given in a non-cooperative case in [8]. 
The cooperative control law using the concept of Lyapunov func-
tion for multi-agent system were designed in [27] and next ex-
tended to multi-agent system with bounded input disturbances in 
[27,29]. 

Taking into account accelerating development of both frac-
tional differential equations and their applications, the other exten-
sion of approach to collision avoidance is important. This derives 
from the fact that fractional-order equations are more adequate for 
modeling physical processes than differential equations with an 
integer order and  provides} some explanation of discontinuity and 
singularity formations in nature, see [9,11]. One can find many 
applications of fractional calculus and control in viscoelasticity, 
electrochemistry, electromagnetism, ecnophysics, and others, see 
for example [1,12,13,23,26]. It cannot be ignore that many mod-
eled systems contain non-local dynamics, which can be better 

described using integro-differential operators with a fractional 
order, [9,10,20,21]. Attention should be also paid on the fact when 
a real phenomenon is mathematically modelled, not all variables 
are precisely known. This implies that to aim of studding  ordinary 
differential equations with uncertain determined dynamics it is 
natural to use differential inclusions as the generalization and a 
good tool for analyses of  properties and behaviours’ of systems 
described by ODE. 

The goal of this study is to extend to the fractional order case 
the Lyapunov based approach to collision avoidance. Since we 
consider the system starting from given initial state and the kind of 
history of the system is not consider, the Caputo fractional order 
derivative is taken into account, [3,4,11]. 

The paper is organized as follows. In Section 2 the needed 
notation and facts are presented. Fractional order nonlinear con-
trol systems with Caputo differential and its relation with fractional 
order differential inclusion are introduced. It is shown then the set 
of trajectories of fractional order continuous-time  inclusion asso-
ciated with the given system is closed. In Section 3 there is con-
sidering the avoidance problem. Basing on [14] and [22] condi-
tions for giving the constructive strategy allowing keeping one 
agent in the avoidance zone no matter what the admissible action 
of the other agent are given. To this aim the Lyapunov approach 
is used. As an example of determination the proposed avoidance 
strategies linear fractional order systems are consider  
in Section 4. 

2. FRACTIONAL CONTROL SYSTEMS AND INCLUSIONS  

Let 𝑥: [𝑎, 𝑏]  →  ℝ be an absolutely continuous real valued 

function. The Caputo fractional derivative of order α, 0 < α ≤  1, 
of a function x is defined by, [11]: 

  𝑎
𝐶𝐷𝛼𝑥(𝑡) =

1

𝛤(1−𝛼)
∫

𝑥′(𝜏)

(𝑡−𝜏)𝛼

𝑡

𝑎
𝑑𝜏,  

where 𝛤 denotes the gamma function. 

mailto:e.pawluszewicz@pb.edu.pl
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Consider the fractional order differential control system 

( 𝑎
𝐶𝐷𝛼𝑥(𝑡))(𝑡) = 𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡)),   𝑥(0) = 𝑥0                (1) 

where 𝑡 ∈ ℝ+, 𝑥(𝑡) = (𝑥1(𝑡) …  𝑥𝑛(𝑡))
𝑇

∈ ℝ𝑛 is a state 

vector with bounded entries, u(⋅) ∈  𝒰 ⊆ ℝm is a control func-
tion defined on the set of admissible controls 

𝒰 = {𝑢(⋅) mesurable, 𝑢(𝑡) ∈ 𝑈 for all 𝑡 ∈ ℝ+} 

such that 𝑈 ⊂ ℝ𝑚 is a compact set of control values, 𝑓: 𝛺 ⊇
ℝ × ℝ𝑛 → ℝ𝑛 . We assume that 𝛺 is an open subset of ℝ ×
ℝ𝑛, the dynamics of system (1), i.e. function 𝑓: 𝛺 × 𝑈 → ℝ𝑛 , of 

𝐶1 − class with the respect to x and continuous with respect to 
each other variable. 

An absolutely continuous function 𝑥(⋅): [𝑡0, 𝑡1] → ℝ𝑛 is a 

solution of (1) if its graph {(𝑡, 𝑥(𝑡)): 𝑡 ∈ [𝑡0, 𝑡1]} is entirely 

contained in 𝛺 and there exists a measurable u with values inside 

𝑈, so that ( 𝑡0
𝐶 𝐷𝛼𝑥(𝑡)) (𝑡) = 𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡)) for almost 

every 𝑡 ∈ [𝑡0, 𝑡1]. This solution forms the trajectory of system (1). 
The motion of this system can be described by the multifunction 

𝐹(𝑥) = {𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡)): 𝑢(⋅) ∈ 𝑈}.  

         Consider the fractional order differential inclusion 

( 0
𝐶𝐷𝛼𝑥)(𝑡) ∈  𝐹(𝑡, 𝑥)                  (2) 

Theorem 1: A function 𝑥: [𝑡0, 𝑡1] →  ℝ𝑛 is a trajectory of (1) if 
and only if it satisfies (2) almost everywhere. 
Proof: In fact the reasoning is similar to the classical continuous-
time case, see [5], so we only sketch the proof. The fact that a 
solution of (1) is the solution of (2) is immediate. Suppose that 

𝑥(⋅)  is a solution to (2). For the fixed arbitrary element �̅� ∈ 𝑈 let 
us define the multifunction 

𝑊(𝑡) = {

{𝜔 ∈ 𝑈: 𝑓(𝑡, 𝑥(𝑡), 𝜔) = ( 0
𝐶𝐷𝛼𝑥)(𝑡)}  if 

                      ( 0
𝐶𝐷𝛼𝑥)(𝑡) (𝑡) ∈  𝐹(𝑡, 𝑥); 

{�̅�}                                                 otherwise.

  

The equality 𝑊(𝑡) = {�̅�} holds only on a set of the measure 

zero, so ( 0
𝐶𝐷𝛼𝑥(𝑡))(𝑡) = 𝑓(𝑡, 𝑥(𝑡), 𝜔) is fulfilled for almost 

every 𝑡 ∈ [𝑡0, 𝑡1]. Define a control u in such way that u(t) is the 
first element of this set with respect to the lexicographical order. 
Using the same arguments as in [5,22] one can conclude that 

function u(⋅) is measurable. □ 
Example: Consider the  system 

( 0
𝐶𝐷𝛼𝑥)(𝑡) = 𝑢(𝑡), 𝑥(0) = 0                 (3) 

with 𝑢(𝑡) ∈ 𝑈 = {−1; 1}. Then 𝑥(𝑡) =
1

Γ(𝛼)
∫

𝑢

(𝑡−𝜏)1−𝛼

𝑡

0
𝑑𝜏 =

𝑡𝛼𝑢 

Γ(1+𝛼)
. Let 𝑢𝑛 = 1 if 𝑠𝑖𝑛(𝑛𝑡) ≥ 0   and 𝑢𝑛 = −1 if 

𝑠𝑖𝑛(𝑛𝑡) <  0. Then the sequence of trajectories {𝑥𝑢𝑛
(𝑡)} con-

verges uniformly to zero for any 𝑡. On the other hand, it is easy to 

check 𝑥(𝑡) ≡  0 is not a solution of (3). 
Below we answer on the question when the  limit of system's 

trajectories coincides with the set of its solutions. 

2.1 Closure of the Set of Trajectories  

Let 𝐴 ⊂ ℝ𝑛 be a nonempty set. Recall that a distance of 

point 𝑥 ∈ ℝ𝑛 from set 𝐴, denoted by 𝑑(𝑥, 𝐴), is defined as 
𝑑(𝑥, 𝐴): = inf𝑎∈𝐴 𝑑(𝑥, 𝑎). Recall also that a multifunction 𝐹 

with compact values is Hausdorff continuous if 

𝑙𝑖𝑚𝑥2→𝑥1
𝑑_𝐻(𝐹(𝑥2), 𝐹(𝑥1)) = 0, for every 𝑥1 ∈ ℝ𝑛, where 

𝑑𝐻 is the Hausdorff distance between two nonempty compact 

sets 𝐹(𝑥2) and 𝐹(𝑥1) from ℝ𝑛 defined as 

𝑑𝐻(𝐹(𝑥2), 𝐹(𝑥1)): = 𝑚𝑎𝑥{𝑑(𝑥, 𝐹(𝑥1), 𝑑(𝑥′, 𝐹(𝑥2)): 𝑥

∈  𝐹(𝑥1),  𝑥′ ∈  𝐹(𝑥2 

Theorem 2: Assume that (𝑡, 𝑥) ↦  𝐹(𝑡, 𝑥) is Hausdorff 

continuous map on ℝ × ℝn with compact convex values. Then 

the set of trajectories of inclusion (2) is closed in 𝐶0([0, 𝑇], ℝ). 
Proof: Although the basic idea of proof itself comes from [5] there 
will be needed some facts on approximation of solution to 
continuous-time fractional order dynamic system by the solution to 
discrete fractional order dynamic systems, that can be found in 
the Appendix. 

Suppose that 𝑥𝑛(⋅), 𝑛 ∈ ℕ, is a sequence of trajectories of 

(2) converges uniformly to 𝑥(⋅) on [0, 𝑇]. Note also that the sets 
𝐹(𝑡, 𝑥𝑛) are uniformly bounded. This implies that 𝑥𝑛(⋅) are 

uniformly Lipschitz continuous. It follows that also function 𝑥(⋅) is 
uniformly Lipschitz continuous and therefore, absolutely continu-
ous on [0, 𝑇]. Thus, 𝑥(⋅) is differentiable a.e. on [0, 𝑇] in the 
Caputo sense, see [11]. 

Suppose that ( 0
𝐶𝐷𝛼𝑥)(𝑡) exists, but it does not fulfil inclu-

sion ( 0
𝐶𝐷𝛼𝑥)(𝑡) ∈ 𝐹(𝑡, 𝑥). By Separation Theorem  there 

exist ε > 0 and a vector 𝑝 ∈ ℝ such that 

𝑝( 0
𝐶𝐷𝛼𝑥)(𝑡) ≥ 𝑚𝑎𝑥𝑦∈ 𝐹(𝑡,𝑥(𝑡))(𝑝𝑦) + 휀 ≥  𝑝𝑦 + 휀 

for all 𝑦 ∈  𝐹(𝑡, 𝑥(𝑡)). Let ℎ > 0. By continuity there exists 

δ > 0 such that for |𝑡 − 𝑡ℎ| ≤ 𝛿 and |𝑥(𝑡) − 𝑥(𝑡ℎ)| ≤ ε, one 
has 

𝑝𝑦 ≤  𝑝 ( 0
𝐶𝐷𝛼𝑥)(𝑡) − 휀                  (4) 

for all 𝑦 ∈ 𝐹(𝑡, 𝑥(𝑡)). By Proposition 6  in Appendix there exists 

𝜖, for example 𝜖 = 휀, such that 

|( 0
𝐶𝐷𝛼𝑥)(𝑡) −  ( 𝑎

𝐶Δℎ
𝛼𝑥)(𝑡ℎ)| < 휀             (5) 

for ℎ small enough, where 𝑎
𝐶Δℎ

𝛼𝑥 denotes the Caputo-type 
difference operator (see Appendix). Then, by the uniform 
convergence and (5) one gets 

lim
𝜈→∞

𝑝( 𝑎
𝐶Δℎ

𝛼𝑥)(𝑡ℎ) = 𝑝( 𝑎
𝐶Δℎ

𝛼𝑥)(𝑡ℎ) >  

𝑝 ( 0
𝐶𝐷𝛼𝑥)(𝑡) − 휀. 

Putting y = ( a
CΔh

αx)(th) from (4) one gets 

𝑝( 𝑎
𝐶Δℎ

𝛼𝑥)(𝑡ℎ) ≤ ( 0
𝐶𝐷𝛼𝑥)(𝑡) − 휀 

what leads  to the contradiction. □ 
Corollary 3: Assume that (𝑡, 𝑥) ↦  𝐹(𝑡, 𝑥) is Hausdorff 
continuous map on ℝ × ℝ𝑛with compact convex values. Let 

𝑥𝑛(⋅) be a sequence of trajectories of (2) converges uniformly to 

𝑥(⋅) on [0, 𝑇]. 
i. If the graph {(𝑡, 𝑥(𝑡)): 𝑡 ∈ [0, 𝑇]} is entirely contained in Ω 

and all sets 𝐹(𝑡, 𝑥) = {𝑓(𝑡, 𝑥, 𝑢): 𝑢 ∈ 𝑈} are convex, then 

𝑥(⋅) is also a trajectory of the system  

( 0
𝐶𝐷𝛼𝑥)(𝑡) = 𝑓(𝑥(𝑡), 𝑢(𝑡)),   𝑢 ∈ 𝑈}.               (6) 

ii. The set of trajectories of inclusion (6) is closed in 

𝐶0([0, 𝑇], ℝ). 
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Proof: Item 𝑖. ) is driven directly from Theorem 2. Item 𝑖𝑖. ) is the 

consequence of the item 𝑖. ) and Theorem 1. □ 

3. AVOIDANCE STRATEGY  

Let 𝑝𝑖 : ℝ+ ∪ {0} × ℝ𝑛 →  𝑈𝑖 ⊆ ℝ𝑑𝑖 𝑖 = 1,2 be strategies 

from the given class of set valued functions 𝒰i with control values 
𝑢𝑖 ranging in given sets 𝑈𝑖 . These strategies could arise from the 
application of a proper feedback low to the system (1). This im-

plies that 𝑈𝑖 = 𝑈𝑖(𝑡, 𝑥(𝑡)). should be admissible for the given 
system. So, strategies 𝑝𝑖 , 𝑖 = 1,2, have to be such that for given 

(𝑡, 𝑥(𝑡)) it holds that 𝑢𝑖 ∈  𝑝𝑖(𝑡, 𝑥(𝑡)) ⊆  𝑈𝑖 ⊆ ℝ𝑑𝑖   for 𝑖 =

1,2.  
     Consider a multivalued function   

𝐹(𝑡, 𝑥): = {�̅� ∈ ℝ𝑛: �̅� = 𝑓(𝑡, 𝑥, 𝑢1, 𝑢2), 𝑢𝑖 ∈  𝑝𝑖(𝑡, 𝑥(𝑡)),
𝑖 = 1,2} 

where 𝑓: ℝ+ ∪ {0} × ℝ𝑛 × ℝ𝑑1 × ℝ𝑑2 → ℝ𝑛 is the dynamic 
of the system (1). This means that 

( 0
𝐶𝐷𝛼𝑥)(𝑡) ∈  𝐹(𝑡, 𝑥(𝑡), 𝑝1(𝑡, 𝑥(𝑡)), 𝑝2(𝑡, 𝑥(𝑡)))            (7) 

From Theorem 1 it follows that the trajectory of the system (7) is 
absolute continuous function 𝑥: [𝑡0, 𝑡1] → ℝ𝑛  satisfying frac-
tional order inclusion 

( 0
𝐶𝐷𝛼𝑥)(𝑡) ∈  𝐹(𝑡, 𝑥(𝑡), 𝑝1(𝑡, 𝑥(𝑡)), 𝑝2(𝑡, 𝑥(𝑡))) 

almost everywhere for 𝑡 ∈ [𝑡0, 𝑡1]. 
Let 𝛬 be an open or the closure of an open set in ℝn. Then 

for the system (7):  

1. a set 𝓣 such that 𝒯 ⊆ Λ and into 𝓣 there is no solutions of 

system (7 that must enter for some 𝑝1(𝑡, 𝑥(𝑡)) ∈ 𝒰 no mat-

ter what 𝑝2(⋅, 𝑥(⋅)) ∈ 𝒰 is called the antitarget set, 

2. a closed set 𝒜 ⊆ Λ such that 𝒯 ⊂ 𝒜 is called the avoid-
ance set, 

3. a set Υ𝒜 ≔ Λ𝜀 ∖ 𝒜, where Λ𝜀  is a closure of the open set 
Λ, such that 𝒜 ⊂ Λ𝜀  is called the  safety zone. 

Note that 𝒯 ⊂ 𝒜 ⊂ Λ𝜀  and all these sets are subsets of trajecto-
ries set of the considered system. Moreover, the avoidance set 
can be any set that contains the antitarget set 𝒯. 
     Following [14], let us introduce the following notation. Let 

Φ𝒜: = ℝ+ × Υ𝒜 . By  an attainable set of trajectories 𝛾(𝑡, 𝑥0) at 
time 𝑡 ≥  0 we will mean the set 

𝛾(𝑡, 𝑥0) ≔ {𝑥(𝑡): given 𝑝1(⋅, 𝑥(⋅)) ∈ 𝒰1for all 

𝑝2(⋅, 𝑥(⋅)) ∈ 𝒰2 and given 𝑥0 ∈ Φ𝒜}. 

The set 𝛾(𝑡, 𝑥0) is the set of all motions of the system (7) from 
the initial state 𝑥0 = 𝑥(0) ∈ Φ𝒜  at time 𝑡, i.e. it is the set of all 

motions of the system (7) from 𝑥0 laying in the safety zone Φ𝒜 . 
The fuel motion Γ(𝑡, 𝑥0) from 𝑥0 ∈ Φ𝒜  is the set  

Γ(𝑡, 𝑥0) ≔ ⋃  𝑡∈ℝ+
γ(𝑡, 𝑥0)  

and Γ(Φ𝒜): = ⋃  𝑥0∈Φ𝒜
γ(ℝ+, 𝑥0). 

Theorem 4:  A set 𝒜 is the avoidance set for the nonlinear frac-
tional order system (7) if there exist: 
1. a set Φ𝒜 , 

2. strategy 𝑝1(⋅, 𝑥(⋅)) ∈ 𝒰1, 

3. continuous real function 𝑉 defined on an open subset of Φ𝒜
̅̅ ̅̅̅ 

such that for all (𝑡, 𝑥(𝑡)) ∈ Φ𝒜  it holds: 

i. 𝑉(𝑡, 𝑥(𝑡)) > (𝑡, 𝑥(𝑡))𝑉(𝑡1, 𝑥(𝑡1)) for 𝑥1 ∈ 𝜕𝒜  

and 𝑡1 ≥  𝑡; 

ii. ( 0
𝐶𝐷𝛼𝑉)(𝑡, 𝑥(𝑡)) ≥ 0 for 𝑢2(𝑡) ∈  𝒰2 and  

𝑝1((⋅), 𝑥(⋅)) = 𝑝1(⋅, 𝑥(⋅))|Φ𝒜
. 

Proof: Suppose that for some 𝑥0 = 𝑥(0) ∈ Φ𝒜  there exists 

𝑡2 > 0 such that Γ(𝑡, 𝑥0) ∩ 𝒜 ≠ ∅ for 𝑡 ∈ [0; 𝑡2]. By item 𝑖. ) 

there exist a 𝑡1 ∈  (0; 𝑡2] and 𝑥1 = 𝑥(𝑡1) ∈ Γ(𝑡, 𝑥0) ∩ 𝜕𝒜 be-

ing the end point of the trajectory that lies on the boundary 𝜕𝒜 
such that 𝑉(0, 𝑥0) > 𝑉(𝑡1, 𝑥1). Suppose that 𝑢 = (𝑢1, 𝑢2) is 
an admissible control for the system 

( 0
𝐶𝐷𝛼𝑥)(𝑡) ∈  𝐹(𝑡, 𝑥(𝑡)) = {�̅� ∈ ℝ𝑛: �̅� = 𝑓(𝑡, 𝑥, 𝑢1, 𝑢2)},

𝑥(0) = 𝑥0 .                     (8) 

Then 𝛾(𝑡, 𝑥0, 𝑢) is the solution of (8) describing the  trajectory of 
this system. Consider the maximal solution of 

( 0
𝐶𝐷𝛼𝑥)(𝑡) =  𝑓𝑢(𝑡, 𝑥(𝑡)),     𝑥(0) = 𝑥0.                          (9) 

and suppose that there is a time interval such that (9) has exactly 

one maximal solution. From the item 𝑖. ) it follows that 

𝑉(𝑡, 𝛾(𝑡, 𝑥0, 𝑢)) is nondecreasing continuous function as long as 
𝛾(𝑡, 𝑥0, 𝑢) stays in Φ𝒜 . For this it is sufficient that for some 휀 it 

remains in the set Ψ: = {(𝑡, 𝑥): 𝑉(𝑡, 𝑥) ≥ 휀}. 

Suppose that there is some 𝑠 > 0 such that 

𝑉(𝑠, 𝛾(𝑠, 𝑥0, 𝑢)) ≤ 휀. From continuity of 𝑉 𝑖t follows there is a 

first such 𝑠. So, one can suppose that 𝑉(𝑡, 𝑥(𝑡)) >

휀 for all 𝑡 ∈ [0; 𝑠). Then 𝑡 ↦  𝑉(𝑡, 𝑥(𝑡)) is nondecreasing 

map on [0; 𝑠] and hence 𝑉(𝑠, 𝛾(𝜄 𝑥0, 𝑢)) ≥  𝑉(𝑡, 𝑥(𝑡)) > 휀, 

so contradiction. This means that 𝛾 stays in the compact set Ψ for 

all 𝑡 > 0. So, the trajectory is defined for all 𝑡 > 0 and 𝑉 is 

nondecreasing. □ 

4. A LINEAR FRACTIONAL ORDER SYSTEM  

As an example let consider a linear continuous-time fractional 
system with order 0 < 𝛼 < 1 and with the Caputo derivative 

( 0
𝐶𝐷𝛼𝑥)(𝑡) = 𝐴𝑥(𝑡) + 𝐵1𝑢1(𝑡) + 𝐵2𝑢2(𝑡)                    (10) 

where state 𝑥(𝑡) belongs to some set Λ ⊆ ℝ𝑛, 𝑢𝑖(𝑡) ∈ 𝒰𝑖 ⊆
ℝ𝑑𝑖 , 𝑖 = 1, 2, 𝑡 ∈ [𝑡0 = 0, 𝑡1] and 𝐴, 𝐵1, 𝐵2 are stationary 
matrices of appropriated dimensions.  

Recall that system  ( 0
𝐶𝐷𝛼𝑥)(𝑡) = 𝐴𝑥(𝑡) is  [7] 

1. asymptotically stable iff |𝑎𝑟𝑔(𝑠𝑝𝑒𝑐𝐴)| >
𝜋

2
𝛼, 

2. stable iff either it is asymptotically stable or those critical 

eigenvalues which satisfy |𝑎𝑟𝑔(𝑠𝑝𝑒𝑐𝐴)| =
𝜋

2
𝛼 have geo-

metric multiplicity one. 
In [2] it was shown that linear system  

( 0
𝐶𝐷𝛼𝑥)(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡)  

is controllable on 𝑡 ∈ [0, 𝑡1] iff adjoint linear system 

( 𝑡1
𝐶 𝐷𝛼𝑥)(𝑡) = 𝐴𝑇𝑥(𝑡),   

                 𝑦(𝑡) = 𝐵𝑇𝑥(𝑡)  
is observable on this interval. Then the matrix (observability 
gramian) 

𝑊(𝑡) = ∫ 𝐸𝛼(𝐴(𝑡1 − 𝜏)𝛼)𝐵𝐵𝑇𝑡

0
𝐸𝛼(𝐴𝑇(𝑡1 − 𝜏)𝛼)𝑑𝜏       (11) 

where 𝐸𝛼(𝐴𝜏𝛼) = ∑
(𝐴𝜏𝛼)𝑘

Γ(𝑘𝛼+1)

∞
𝑘=0  denotes the Mittag-Leffler 

matrix function, is symmetric positive define and there exists the 
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positive define symmetric matrix such that 𝐴𝑊 + 𝑊𝐴𝑇 ≥ −𝑄.  
      One can choose the matrix function 𝑉(𝑡) = 𝑥𝑇(𝑡)𝑃𝑥(𝑡)  

with 𝑃 = 𝑊. Taking the avoidance set 𝒜 = {𝑥 ∈ ℝ𝑛: 𝑥𝑇𝑃𝑥 ≤
const} the condition 𝑖𝑖. ) of Theorem 4 is fulfilled. For such 

avoidance set, the antitarget set 𝓣 should belong to a ball con-

taining the set {0}. Moreover, taking a stationary matrix 𝐷 such 
that 𝐵2 = 𝐵1𝐷, and defining set 𝑈𝑖 , 𝑖 = 1, 2, as 

𝑈𝑖: = {𝑢𝑖: ||𝑢𝑖|| ≤ 𝜉𝑖 , 𝜉𝑖 > 0} 

with 𝜉1 ≥ 𝜉2||𝐷||, where || ⋅ || denotes the Euclidian norm, one 

meets the condition 𝑖𝑖. ) of Theorem 4. Then, the avoidance 
strategy can be designed as 

𝑝1(𝑡, 𝑥) =
𝐵1

𝑇𝑃𝑥

||𝐵1
𝑇𝑃𝑥||

𝜉1  

for all (𝑡, 𝑥) ∉ Σ = ℝ+ × {𝑥 ∈ ℝ𝑛:  𝐷𝐸𝛼(𝐴𝜏𝛼) =
0  for all 𝑡}.  If (𝑡, 𝑥) ∈ Σ, then 𝑢1 can be admissible control, so 

𝑝1(𝑡, 𝑥) = 𝑈1. 
Example:  Let us consider the following system 

( 0
𝐶𝐷0,5𝑥) = [

0 1
1 0

] 𝑥(𝑡) + [
0
1

] 𝑢1(𝑡) + [
0
1

] 𝑢2(𝑡)         (13) 

with 𝑈2 = {𝑢2: |𝑢2| ≤  1} and 𝑡 ∈ [0; 1]. Following [2] it can 

be calculated that at 𝑡 = 0 the Mittag-Lefflet function is as follows 

𝐸0,5(𝐴𝑡0,5) = [

𝐸0,5(𝑡0,5)+𝐸0,75(−𝑡0,5)

2

𝐸0,5(𝑡0,5)+𝐸0,5(𝑡0,5)

2

𝐸0,5(𝑡0,5)+𝐸0,5(𝑡0,5)

2

𝐸0,5(𝑡0,5)+𝐸0,5(𝑡0,5)

2

]  

and the system  

( 0
𝐶𝐷0,5𝑥) = [

0 1
1 0

] 𝑥(𝑡)  

is not stable, but system (13) is controllable, so the respective 
adjoint linear system is observable. The  

𝑊 = ∫ 𝐸0,5(𝐴(1 − 𝜏)0,5)𝐵𝐵𝑇  𝐸0,5(𝐴(1 − 𝜏)0,5)
𝑡

0
𝑑𝜏 =

[
 1,7036 2,2882
2,2882 3,1945

]  

The stabilizing feedback matrix gain is, see [2] 

𝐾 = 𝐵𝑇𝑊−1𝐸0,5(𝐴𝑇𝑡1
0,5) = [ −11,2277 −2,9587] 

Provided the avoidance set  𝒜 = {𝑥 ∈ ℝ2: 𝑥𝑇𝑃𝑥 ≤  𝑎, 𝑎 ∈
ℝ+} the avoidance strategy is 𝑝1(𝑡, 𝑥) = 𝐾𝑥(𝑡) +

𝐵1
𝑇𝑊𝑥

||𝐵1
𝑇𝑊𝑥||

||𝐷||𝜉1, where 𝐷 is such that 𝐵2 = 𝐵1𝐷. Taking 𝐷 as 

identity matrix, we obtain 

𝑝1(𝑡, 𝑥) = −10,6694𝑥1 − 2,1793𝑥2.  

5. CONCLUSIONS  

In the paper collision avoidance control strategy for fractional-
order dynamic systems with Caputo derivative is developed.  
Based on Lyapunov stability method the constructive avoidance 

conditions of determining strategy 𝑝1(⋅, 𝑥(⋅)) ∈ 𝒰1 of one agent 

from the given initial state 𝑥0 = 𝑥(0) such that its collision-free 
trajectories intersects the avoidance set no matter what strategy 
of the second agent's is, are given. As example how the obtained 
avoidance strategies can be easily used it is explained on the 

linear fractional order system. As an intermediate step it is shown 
that the set of trajectories of given system are closed in the set of 
continuous functions on finite time interval. Our future research 
directions include extending these results to non-cooperative 
multi-agents fractional case and next for fractional-order dynamic 
systems with Riemann-Liouville and Grünwald--Letnikov fraction-
al-order operators. 
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APPENDIX 1 

Fractional order discrete-time systems 

It is known that if 𝑥: ℎℤ →  ℝ then forward ℎ −difference op-

erator is defined as (𝛥ℎ 𝑥)(𝑘ℎ) =
𝑥(𝑘+ℎ)−𝑥(𝑘)

ℎ
. If 𝑞 ∈ ℕ0: =

{0,1,2, … }, then 𝛥ℎ
𝑞

: = 𝛥ℎ ∘ ⋯ ∘ 𝛥ℎ  denotes the 𝑞 −fold appli-

cation of the operator 𝛥ℎ , i. e.  (𝛥ℎ
𝑞

 𝑥)(𝑘ℎ) = 

 = ∑ (−1)𝑞−1 (
𝑞
𝑘

)  𝑥(𝑘ℎ + 𝑖ℎ)ℎ𝑞 .  
𝑞
𝑖=0 The extension of 𝑞-fold 

application of operator 𝛥ℎ leads to the fractional ℎ -sum: 

(𝛥−𝛼ℎ  𝑥 )(𝑘ℎ): = ∑ ℎ𝛼𝑎(𝛼)(𝑖)𝑥(𝑘ℎ − 𝑖ℎ)    𝑘
𝑖=0                   (1) 

where  𝑘 ∈ ℕ0 and 𝑎(𝛼)(𝑖) = (−1)𝑖 𝛼(𝛼−1)⋯(𝛼−𝑖+1)

𝑖!
 .  

Definition 1: Let 𝛼 ∈ (𝑞 − 1, 𝑞], 𝑞 ∈ ℕ.  Then, the Caputo - 

type fractional ℎ − difference of order 𝛼 for a function 𝑥: ℎℤ →
ℝ is defined as 

(Δ𝛼ℎ  𝑥 )(𝑘ℎ) = (Δℎ
−𝑞−𝛼

  (Δℎ
𝑞

 𝑥)) (𝑘ℎ)               (2) 

From Definition 5 it follows that 

1. if 𝑞 = 1 then  (Δ𝛼ℎ𝑥)(𝑘ℎ) = (Δ−(1−𝛼)ℎ(Δℎ𝑥))(𝑘ℎ), 

2.  if 𝛼 = 𝑞 ∈ ℕ, then  (Δ𝛼ℎ𝑥)(𝑘) = (Δℎ
𝑞

𝑥)(𝑘) =

ℎ𝑞 ∑ (
𝑞
𝑘

)
𝑞
𝑖=0 𝑥(𝑘 + 𝑖). 

Consider the discrete fractional system of the form 

(Δ ℎ
𝛼 𝑦)(𝑘ℎ) =  𝑓(𝑘ℎ, 𝑦(𝑘ℎ), 𝑢(𝑘ℎ)), 𝑦(0) = 𝑦0                (3) 

where 𝑦(⋅) ∈ ℝ𝑛, 𝑘 = ⌊
𝑡

ℎ
⌋ + 1 with  the sign  ⌊⋅ ⌋ being the floor 

function and 𝑢(⋅) - a control vector function defined on the set 

𝒱 = {𝑢(⋅) measurable, 𝑢(𝑘ℎ) ∈  𝑉 for all 𝑘 ∈ ℕ} ⊆ ℝ𝑚  
with the set of control values 𝑉 ⊂ ℝ𝑚 being compact. We say 

that a function 𝑦(⋅) defined on a set {𝜅ℎ , (𝜅 + 1)ℎ, … , 𝑘ℎ},
𝜅 < 𝑘, 𝜅 ∈ ℕ, is a solution of (16) if its graph 

{(𝑛ℎ, 𝑦(𝑛ℎ)): 𝜅ℎ ≤  𝑛ℎ ≤  𝑘ℎ} is entirely contained in  
Ωℎ ⊆ (ℎℕ)𝑎 × ℝ𝑛,  and there exists a measurable control 

function 𝑢(⋅) with values inside 𝑉, so that ( Δ𝑎
𝛼ℎ𝑦)(𝑘ℎ)  =

 𝑓(𝑘ℎ, 𝑦(𝑘ℎ), 𝑢(𝑘ℎ)) for almost every 𝑡 ∈ {𝜅ℎ, (𝜅 +
1)ℎ, … , 𝑘ℎ}. This solution forms the k −steps trajectory of sys-
tem (16).  

Proposition 1: Suppose that state function 𝑥: ℝ → ℝ𝑛 is abso-

lutely continuous. Then the solution 𝑥 to system 

( 𝐷𝛼
0
𝐶 𝑥)(𝑡) =  𝑓(𝑡, 𝑥(𝑡)),   𝑥(0) =  𝑥0, 𝑡 ∈ (0, 𝑇]       

can be approximated by the solution of system: 

(Δℎ
𝛼𝑦)(𝑘ℎ)  =  𝑓(𝑘ℎ, 𝑦(𝑘ℎ)), 𝑦(0) =   𝑦0, 𝑡 ∈  (0, 𝑇](ℎℕ)𝑎

   

where 𝑘 = ⌊
𝑡

ℎ
⌋ + 1 with in values via the limit limℎ→0 𝑦(𝑘ℎ) =

𝑥(𝑡). 
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Abstract: The present study aims to determine the effect of target voltage of boron on elevated temperature wear behaviour of newly de-
signed (Ti, Cr, Nb)-hBN PVD coatings. For this purpose, this layer is grown on the AISI L6 (55NiCrMoV7) at various target voltages (600 V, 
700 V) using a high-power impulse magnetron sputtering setup. The coating layer has a graded design and has been coated on the sub-
strate surface in adherence with the following order: Cr – CrN – TiCrN – TiCrNbN and finally TiCrNb-hBN (constituting the working layer). 
The surface properties of the layer were determined using SEM and an optical profilometer. It is seen that the coatings were deposited on 
the surface in a granular structure pattern away from the deposition defect (such as a droplet or hole), and the roughness values increase 
as the target voltage increases. Phase analysis is determined using XRD, and average grain size calculations are performed using the 
XRD data. The coating layer has grown on the surface at TiN (112), CrN (311), NbN (111) and h-BN (001) orientations. Then, mechanical 
tests including microhardness and scratch tests were conducted on the specimens. Although the layer that is produced with both different 
parameters improves the hardness of the substrate (4.7 GPa), the hardness of the coating layer at the voltage of 700 V (24.67 GPa) is 
higher than that of others. Based on scratch tests, scratch crack propagation resistance (CPR) values were determined as 40 N2 and 
1,650 N2 for coatings produced at 600 V and 700 V, respectively. The wear behaviours of specimens are specified using a ball-on-disc 
type tribometer at 450°C. It is seen that the coating with high hardness and scratch resistance offers unique contributions to the wear per-
formance of the substrate. The optimum value of the target voltage to be used in the production of this innovative coating has been intro-
duced into the literature. 

Key words: TiCrNb-hBN, target voltage, elevated temperature, scratch, wear 

1. INTRODUCTION 

The surfaces of the mechanical parts used in industrial appli-
cations are damaged owing to friction and wear, and as a result of 
relative contact, these eventually undergo enough wear so as to 
require being put out of use [1]. Wear in unsatisfactory service 
times increases the costs of manufacturing. For industrial compa-
nies, it has become an important need to improve the wear per-
formance of the mechanical parts. From past to present, various 
researches have been carried out to meet this requirement [2]. It 
has been determined that the service life of the material can be 
increased by improving the wear performance attributable to some 
surface treatment methods [3]. Boronising, carburising, nitriding 
and especially films produced from thin hard coating with vacuum 
technology are some of the most widely used surface treatments 
[4, 5]. Among them, PVD coatings stand out with their effective 
use and successful results [6]. The binary, ternary and quaternary 
layers in the composite structure are produced from transition 
metals (Ti, Cr, Zr, Al, Nb, V, Y etc.), and these nitrides are widely 
used [7–9]. TiN is the first coating produced to improve the hard-
ness, friction and wear properties of components [10]. Afterwards, 
with the addition of other transition metals to the TiN structure, 
ternary and quaternary coatings were produced, thus improving 
the performance of the TiN layer under harsh working conditions 
[11]. TiCrNb-hBN coating layer, which constitutes the novelty of 

this study, was produced to further the usage performance of TiN 
coatings for the above-mentioned purpose. Various techniques 
are employed in the production of PVD coatings [12, 13]. Among 
these techniques, the magnetron sputtering method is effectively 
used in the production of dense coatings that are free from depos-
it defects. In the magnetron sputtering method, the coating pro-
duction parameters are one of the most important factors that 
control the coating properties. Therefore, the performance of the 
deposited layer depends on the correct selection of the coating 
parameters, including deposition parameters such as working 
pressure, bias voltage, target material voltage, duty time and 
frequency. Bhaduri et al. [14] deposited TiN coatings on the M2 
steel surface using different bias voltage and target frequency 
values. When the effects of the variable parameters were exam-
ined, it was determined that the microhardness value improved 
steadily with increasing the target frequency from 50 kHz to 300 
kHz [14]. Also, the critical load increased up to the bias voltage of 
−70 V and then decreased with the further increase of the bias 
voltage. The reason attributed for this is that the coating becomes 
densely layered, and the grain size decreases with the increase of 
the bias voltage [14]. In another study, the effect of Mo target 
current on CrMoSiCN coatings was determined. By increasing the 
current value from 0.5 A to 2 A, the columnar structure  
in the coating layer became denser and blurred. The coatings 
produced with 2 A exhibited the superior hardness and wear 
performance [15]. 
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2. MATERIAL AND METHODS 

In this study, 1.2714 (55NiCrMoV7) hot work tool steels were 
prepared based on in-demand dimensions for the coating process 
and laboratory tests with the use of machining. Before the deposi-
tion processes, the substrates were ground via 400, 800, 1,200 
and 2,000 mesh SiC papers and then polished with a 1-μm Al2O3 
solution until surface roughness reached the value of Ra ≅ 50 
nm. The polished substrates were cleaned with ethanol for the 
deposition process. Then, steel samples were coated with the 
TiCrNb-hBN layer using the high-power impulse closed field un-
balanced magnetron sputtering method. Ti, Cr, Nb and LaB6 
targets were used to create the desired structure on the substrate 
surface. In the coating process, Ti current of 6 A, Cr current of 2 A 
and Nb voltage of 500 V were applied at constant values. In addi-
tion, the coating deposition time was 90 min. The coating assem-
bly and the placement of the target materials in the system are 
shown in Fig. 1. The parameters used in the coating processes 
are given in Tab. 1. 

Tab. 1. Deposition parameters 

Coating No. 
Bias voltage 

(V) 
Working pres-

sure (Torr) 
“B” target 
voltage (V) 

B1 100 2.5 x 103 600 

B2 100 2.5 x 103 700 

 
Fig. 1. Coating unit and placement of targets in the system 

The microstructure and coatings’ thickness were examined 
using a scanning electron microscope (Zeiss EVO LS10, Germa-
ny). The average surface roughness of samples was determined 
using an optical profilometer (Nanofocus, Germany). The phase 
analyses of coatings were carried out using Bragg-Brentano mode 
XRD (Panalytical X’Pert3, UK). The hardness and adhesion 
strength of the coatings were determined using nanohardness 
(Hysitron Ti 950, USA) and scratch tests (CSM Revetest RST, 
USA). The wear behaviours of the samples were investigated 
using a ball-on-disc type tribometer (UTS, Turkey) at 450°C, as 
shown in Fig. 2. The wear tests were carried out using the param-
eters of a constant load of 2 N, wear track diameter of 10 mm, 
cycles of 2,000 and velocity of 60 mm/s. An Al2O3 ball with a 
diameter of 6 mm was used for the counter body. Al2O3 counter 
bodies were preferred owing to their high hardness and tough-
ness. In this way, it is possible to determine the wear resistance of 
the produced coatings under more difficult challenges. The wear 
rates of the coatings were determined using the Archard equation: 
W = V/(P*d), where W is the wear rate (mm3/Nm), V is the wear 
volume (mm3), P is applied load (N) and d is the distance of slid-

ing (m). The wear mechanism was characterised as being a result 
of SEM investigations of the wear tracks. 

 
Fig. 2. The ball-on-disc type tribometer (UTS, Turkey) 

3. RESULTS AND DISCUSSION 

The surface and cross-sectional SEM images of the produced 
coating layers are shown in Figs 3 and 4. As seen in the figures, 
the coating layer became denser and fine-grained with increasing 
“B” target material voltage (600–700 V). It was determined that by 
increasing the target material voltage, the mobility of the ions 
sputtered from the target material increased and better absorbed 
to the substrate surface. On the other hand, the coating thickness 
values decreased with the increase of the voltage value. While a 
coating thickness of 1.33 µm is obtained in the B1 coating pro-
duced at 600 V, this value decreased to 967 nm at 700 V. Tab. 2 
confirms that the obtained elemental proportions of the coatings 
are consistent with the coating structures. 

 
Fig. 3. The surface and cross-sectional SEM image of B1 coatings 

 
Fig. 4. The surface and cross-sectional SEM image of B2 coatings 
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Tab. 2. Chemical composition of coatings (wt.%) 

Coating 
No. 

Ti Cr Nb B N 

B1 28.88 21.77 1.9 12.78 29.11 

B2 18.25 18.22 0.9 15.9 49.54 

 

Fig. 5. XRD graph of coatings (A) TiCrNb-hBN 

(600 V)  

 and (B) TiCrNbN-hBN (700 V) 

Tab. 3. The mechanical and tribological properties of samples 

Sam-
ples 

Grain 
size 
(µm) 

Surface 
rough-
ness 
(nm) 

Nano-
hard-
ness 
(GPa) 

Adhe-
sion 

strengt
h (N) 

CPRs 
(N2) 

CoF (µ) 

Sub-
strate 

- 50 4.7 - - 0.67 

B1 37.8 55 12.87 13 40 0.62 

B2 19.8 72 24.67 85 1,650 0.26 

The XRD graphs of coatings are given in Fig. 5. According to 
this figure, h-BN, NbN, Fe, TiN and CrN phases are formed in 
these coatings. The lowest intensity of Fe peaks is determined in 
the B1 (TiCrNb-hBN/600 V) coating layer. It is perceptible on 
analysis that this finding demonstrates a good consistency with 
the changes occurring in coating thickness values, i.e. a higher 
intensity Fe peak, together with the substrate material effect, is 
observed to characterise coatings that have a lower thickness 
value. Among the phases forming the coating, CrN and NbN are 
dominant structures especially in the B2 coating. It is emphasised 
that the peak widths increase with the increase in the “B” target 
voltage value in the coatings, which is a sign of a decrease in 

grain size. In calculations carried out with the Scherrer approach 
using XRD data, grain size values are determined as 37.8 nm and 
19.8 nm in the B1 and B2 coatings, respectively, as seen in Table 
2. The calculated grain size values are also compatible with the 
surface SEM images given in Fig. 2. In addition, the surface 
roughness values (Ra) of the coatings are given in Table 3. It is 
observed that the surface roughness of the coatings is higher than 
that of the substrate. However, as the B voltage value increased, 
the surface roughness value also increased. 

The hardness, adhesion strength, friction coefficient (COF) 
and wear rate values of the coatings obtained as a result of me-
chanical and tribological tests are shown in Table 3. As can be 
seen from this table, the nanohardness values of the coatings 
produced under both conditions (600 V and 700 V) are superior in 
comparison with those of the 1.2714 steel substrate. While the 
hardness of the substrate is determined as 4.7 GPa, the hardness 
of the coatings is obtained as 12.87 GPa and 24.67 GPa for the 
B1 and B2 samples, respectively. It should not be overlooked that 
the hardness value of the coating increases by approximately 
100% with the increase of the target material voltage. It is ob-
served that the hardness value of the B2 coating is superior in 
comparison with that of the other samples owing to its low grain 
and dense structure. It is striking that the TiCrNb-hBN coating 
deposited at a target voltage of 700 V has excellent resistance to 
plastic deformation. Considering the adhesion strength values of 
the coatings, a high Lc2 value of 85 N is obtained in the B2 coating 
with high nanohardness. On the other hand, a relatively low adhe-
sion strength value of 13 N is obtained in the layer produced at 
the 600 V voltage. Therefore, the high adhesion strength of the B2 
coatings may also be associated with high hardness. Besides, it 
was obvious that the coating layers were exposed to plastic de-
formation in the scratch test. The higher hardness also provides 
higher resistance to plastic deformation. Previous studies pointed 
out that the adhesion strength values were improved linearly with 
increasing the hardness, as in agreement with the findings in the 
present study [16]. The scratch crack propagation (CPR) is a 
qualitative indicator of coating toughness, which can be formulat-
ed as CPRs: Lc1 * (Lc2–Lc1). It is determined that the strength of 
fracture toughness increased as the target voltage of boron in the 
coatings increased. 

 
Fig. 6. The COF graph of samples. COF, coefficient of friction 

The COF graphs obtained as a result of the wear tests of the 
samples are given in Fig. 6. In the first stages of the wear tests, 
the COF values suddenly increased. In the literature, this stage is 
referred to as the running-in, i.e. the acclimation of the friction 
caused by the roughness of the surfaces to each other. As the 
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surface roughness of the samples is crushed, the graph becomes 
more stable. In the base material where COF waves are shown in 
black, the surface roughness that was crushed after the running-in 
phase was broken by the progress of the cycle and caused wear. 

 
Fig. 7. Optical profilometer image of wear paths of samples 

As can be seen from the graph, this wear occurred in the form 
of third body wear when the particles that were trapped between 
the mating surfaces underwent detachment from the surface. The 
wear process undergone by the B1 coating is highly similar to that 
by the substrate, as demonstrated clearly by the fluctuations 
apparent in Fig. 6. After the running-in phase, the coating particles 

that were broken off in the continuation of the cycle caused abra-
sive wear here as well. Therefore, the coating layer lost its protec-
tion, and the wear continued on the 1.2714 steel. The situation is 
completely different in the B2 coating. After the sudden increase 
in the COF value, the graph progressed in a steady state up to 
400 s. Subsequently, as manifest in the fluctuations visible in Fig. 
6’s graph, the partially ruptured par-ticles caused an increase in 
the COF, and this is attributed to the high hardness of the B2 
coating layer. However, the wear seen after the 400th second did 
not separate the coating layer from the surface until the end of the 
cycle, thus ensuring that the COF was lower than that of the other 
samples. The optical profilometer images of the wear paths and 
the depth profile are shown in Fig. 7. The wear rate values of the 
coatings are also in a consistent correlation with the COF graph 
and values. The B2 coating significantly increased the wear per-
formance of the steel (1.065e–3 mm3/Nm), with a wear rate of 
2.79e–5 mm3/Nm. 

 
Fig. 8. The SEM image of wear tracks 



DOI 10.2478/ama-2023-0067              acta mechanica et automatica, vol.17 no.4 (2023) 

579 

The SEM images of the wear tracks of samples are given in 
Fig. 8. As can be seen from this figure, the particles broken off 
owing to oxidation in the substrate have caused deep grooves and 
abrasive scratches in 1.2714 steel. It is clearly visible of the wear 
debris settled in the wear track. This appearance in the wear track 
of the substrate confirms the statements made in accordance with 
the COF graph in Fig. 4. On the B1 coating, it was determined that 
the wear track was similar to that of the substrate. Here, too, the 
ruptured wear particles entered between the friction surfaces and 
caused abrasive scratches. Besides, the irregularities in the coat-
ing layer are evident. As stated above, local abrasive scratches 
occurred in the edge of the wear track on the B2 coating. Except 
for the upper corner of the wear track, no significant damage has 
occurred. By maintaining its protective coating layer, it has made 
unique contributions to the wear performance of the substrate. 

Tab. 4. Chemical composition of wear paths of coatings under high 
temperature conditions 

Coating 
No. 

O Fe Ti Cr Nb B N 

B1 31.3 35.3 16.4 12.4 0.9 0.8 2.9 

B2 20.7 10.1 15.6 17.3 0.9 7.3 20.7 

Table 4 shows the result of the Energy-dispersive spectrosco-
py (EDS) analysis of the wear tracks of the coatings. As can be 
seen from the table, it is evident from the “Fe” value that the layer 
is separated from the surface in the B1 coating layer. It is also 
obvious that the “O” value in this coating layer is higher than that 
in the B2 coating. However, when the coating composition values 
given in Table 2 are compared with the values taken from the 
wear path, it can be observed that the element content in the 
coating layer within the wear path has decreased, and that, as a 
result of friction heat and relative contact as well as owing to 
oxidation, O2 formation has taken place in the structure. The 
decrease in composition values is less in the B2 coating. This 
indicates that the protection of the coating layer is superior. 

 

4. CONCLUSIONS 

TiCrNb-hBN coatings with various target voltages of boron 
have been successfully implemented using the closed field unbal-
anced magnetron sputtering method. The influence of target 
voltage on microstructure and mechanical and tribological proper-
ties of TiCrNb-hBN coatings has been investigated. The results 
are summarised as follows: 

 The TiCrNb-hBN coating layer was deposited on the 1.2714 
steel samples in a columnar structure. 

 With the increase in the target voltage (600 V to 700 V), the 
coating structure became more compact and fine-grained. A 
coating thickness of 1,329 µm was obtained in the B1 coating 
produced at 600 V. When the voltage value was increased to 
700 V, the thickness value decreased to 967 nm. 

 In the grain size values obtained from the XRD data, this 
value is 37.8 nm for the B1 coating and 19.8 nm for the B2 
coating. 

 While both coating conditions significantly increased the hard-
ness of the substrate, an ultra-hardness value of 24.67 GPa 
was obtained in the B2 coating layer. 

 The adhesion strength values (Lc2) of the B1 and B2 coatings 

were determined as 13 N and 85 N, respectively. 

 The crack propagation strengths of the B1 and B2 coatings 
were calculated as 40 N2 and 1650 N2, respectively. 

 While the COF value in the B1 coating was similar to that of 
the substrate, a low COF value of 0.26 was obtained in the B2 
coating. 

 The friction feature of the steel at high temperature has been 
improved owing to the h-BN structure in the coatings pro-
duced at the voltage of 700 V. The wear performance of the 
B2 coating is also striking, as is the COF. 
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Abstract: The non-integer order derivatives, Caputo (C) and Caputo Fabrizio (CF), were employed to analyse the natural convective flow 
of magnetohydrodynamic (MHD) Jeffrey fluid. The aim is to generalise the idea of Jeffrey’s fluid flow. The fluid flow is elaborated between 
two vertical parallel plates. One plate is kept fixed while the other is moving with the velocity U0f(t), which induces the motion in the fluid. 
The fluid flow problem is modelled in terms of the partial differential equation along with generalised physical conditions. The appropriate 
parameters are introduced to the dimensionless system of equations. To obtain the solutions, the Laplace transform (LT) is operated on 
the fractional system of equations, and the results are presented in series form. The pertinent parameter’s influence on the fluid flow is 
brought under consideration to reveal interesting results. In comparison, we noticed that the C approach shows better results than CF, and 
graphs are drawn to show the results. The results for ordinary Jeffrey fluid, second-grade and viscous fluid are obtained in a limiting sense. 

Keywords: Jeffrey fluid, porous medium, natural convection, magnetohydrodynamic, Laplace transform, Caputo derivative,  
                     Caputo Fabrizio derivative 

1. INTRODUCTION 

The Navier–Stokes equation cannot characterise the 
mechanical features of non-Newtonian fluids owing to their 
complex nature. So, the rheological behaviour of non-Newtonian 
fluids cannot be described enough with a single constitutive 
equation. Non-Newtonian fluids with their rheological behaviour 
makes them valuable for many industrial and technological 
applications, for instance, in the petroleum, biological, plastic 
manufacturing, chemical, textile and cosmetic industries. There 
are several models accorded to describe the resourceful nature of 
non-Newtonian fluids [1,2]. In addition, Jeffrey fluid is obtained to 
be the simplest generalisation of the Newtonian fluid. This fluid 
model is apt for narrating the characteristics of relaxation and 
retardation times. From the model of Jeffrey fluid, the second-
grade and viscous fluid models can be deduced by disregarding 
the impacts of their generalised parameters. Being mindful of its 
properties and abilities, the wide application of Jeffrey fluid is 
noticed in biological science such as in plasma, handling of 
biological fluid and blood,  and in mechanics. Hayat et al. [3] 
highlighted the chain solution of the magnetohydrodynamic (MHD) 
Jeffrey fluid in a channel. MHD analysis along with the slip 
condition on Jeffrey fluid was reported by Das et al. [4]. Imtiaz et 
al. [5] initiated the study of MHD Jeffrey fluid and highlighted the 
effects of heterogeneous and homogeneous reactions on the fluid 
flow. The effects of heat generation on MHD Jeffrey fluid in a 
porous medium were studied by Jena et al. [6]. 

Similar studies on MHD Jeffrey fluid are recorded in literature 
[7–14] and the references therein. The versatile and valuable 

impacts of fractional calculus in the field of electrical engineering, 
electrochemistry, control theory, electromagnetism, mechanics, 
image processing, bioengineering, physics, finance, fluid 
dynamics and many others make it a valuable tool for study. For 
systems that have long-term memory, fractional derivatives are 
very important and suitable because they record not only the 
present but also the past. It has numerous applications in physical 
science, such as chemistry, ecology, geology and biology. The 
mechanism of non-Newtonian models has been elaborated 
successfully with fractional calculus in the past decades due to its 
simple and elegant description of the complexity of its behaviour. 
One of the important non-Newtonian fluids is viscoelastic fluids 
which exhibit the behaviour of elasticity and viscosity. These fluids 
have broad implications and importance in several areas of 
engineering, such as industrial engineering, polymerisation, 
mechanical engineering and the automobile industry. Fractional 
calculus is very helpful in interpreting the viscoelastic nature of the 
materials. Taking into account the enormous properties 
mentioned, many researchers have paid attention to studying it 
directly or indirectly in the fractional order derivative field. Bagley 
and Torvik [15] noted the fractional calculus application on the 
viscoelastic fluids. Jamil and Khan [16] explored the impacts of 
slip conditions on the fractional Maxwell fluid and explored the 
closed solution of shear stress and velocity. Kot and Elmaboud 
[17] conducted an analysis of heat transfer of the flow of pulsatile 
time-dependent Maxwell fluid by a vertical stenosed artery with 
body acceleration. They employed the Cattaneo fractional model 
to modify the energy equation. Riaz et al. [18] analysed the 
impacts of heat transfer on MHD fractionalised Oldroyd-B fluid. 
Semi-analytic and numerical solutions are attained for the 
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electroosmotic flow of the fractionalised Oldroyd-B fluid by Alsharif 
et al. [19]. The flow takes place in a vertical microchannel that is 
filled with a porous medium. Khan et al. [20] investigate the 
Casson fluid with the Caputo (C) time derivative. The C and 
Caputo Fabrizio (CF) comparative analysis of second-grade fluid 
with Newtonian heating was investigated by Imran et al. [21]. To 
reveal the interesting facts on the electroosmotic flow of second-
grade fluid, an intriguing study was done by Abdellateef et al. [22]. 
The flow happens through the vertical microchannel. They 
considered the heat equation and modified it with the Cattaneo 
heat flux model and revealed interesting results. Alsharif and 
Elmaboud [23] considered the above-said problem in the vertical 
annulus. They solved the problem with the finite Hankel transform 
and Laplace transform. The results show that as the volume 
concentration rise, the hybrid nanofluid becomes more viscous, 
and electroosmotic flow is accelerated by free convection force. 
Saqib et al. [24] studied the natural convective flow of generalised 
Jeffrey fluid with the CF approach. Shehzad et al. [25] 
demonstrate the problem of 3D MHD flow of the Jeffrey fluid along 
with Newtonian heating. Hayat et al. [26] examined the MHD flow 
of the Jeffrey fluid through a channel and discovered the series 
solutions. Farman et al. [27] conducted research to investigate the 
complex action of the COVID-19 Omicron variant with the CF 
derivative. A numerical scheme is employed for the computational 
and simulation of the COVID-19 model. Some of the contributions 
of the fractional calculus on the viscoelastic fluids are highlighted 
in literature [28–38]. 

Inspired by the above literature, this article is devoted to 
studying the heat and mass transfer analysis of the MHD 
fractional Jeffrey fluid through a channel along with generalised 
boundary conditions. In the paper layout, Section 2 describes the 
governing equation with the geometry of the problem. 
Preliminaries are stated in Section 3. In Section 4, we have 
converted the integer-order derivative Jeffrey fluid model with the 
fractional order derivative C and CF model. The Laplace transform 
(LT) has been employed to attain the analytical solutions. The 
analytical expression for velocity, temperature, and concentration 
are evaluated in a series form. Such exact solutions have never 
been noted in the literature before. Hence this article makes 
valuable contributions to the existing literature in view of the pan-
city of exact solutions of Jeffrey fluid with generalised boundary 
conditions. In Section 5, limiting cases are discussed. The impacts 
of parameters on the fluid flow, heat and mass distributions, are 
captured with the assistance of graphs stated in Section 6. The 
final conclusions are stated in Section 7. 

Tab. 1. Nomenclature 

Symbol Quantity 

w Velocity 

B0 Magnetic force 

q LT Parameter 

ϑ Temperature 

k Heat Conduction 

ρ Density 

λ Relaxation time 

σ Electric Conductivity 

µ Viscosity (Dynamic) 

υ Viscosity (Kinematic) 

cp Specific heat 

g Gravitational force 

 Hartman number 

Pr Prandtl number 

Gr Grashof number(thermal) 

K Porosity 

λ1 Jeffrey fluid parameter 

D Mass diffusivity 

Gc Grashof number(mass) 

Sc Schmidt number 

2. MODEL GOVERNING EQUATIONS 

The phenomenon of heat and mass transfer of the convective 
MHD Jeffrey fluid flow is examined. The fluid is submerged in a 
permeable medium between two upright plates at ξ∗ = 0  and 

ξ∗ = d . At t∗ = 0 , plates and fluid are both static with the 

ambient temperature ϑ∞  and concentration ϕ∞. As t∗ > 0, the 

plate at the ξ∗ = 0 starts to move with velocity U0f(t∗), while the 
other plate is kept fixed. The temperature of the plate descends or 

ascends to ϑd + (ϑw − ϑd)g(t∗) , and concentration ϕd +
(ϕw − ϕd)h(t∗), where f(t∗), g(t∗) and h(t∗) are continuous 
functions and have zero value at t∗ = 0 . Furthermore, a 
transverse magnetic force is introduced vertically to the fluid flow. 
By neglecting the impacts of an induced magnetic field, Joule 
heating, viscous dissipation and assuming that the velocity is a 

function of ξ∗ and t∗ only, the governing equation for the fluid flow 
description using Boussinesq approximation [39, 40] along with 
concentration equation will take the form 

𝜕𝜔(𝜁∗,𝑡∗)

𝜕𝑡∗ =  

𝜐

1+𝜆1
(1 + 𝜆𝑟

𝜕

𝜕𝑡∗)
𝜕2𝜔(𝜁∗,𝑡∗)

𝜕𝜁∗2 − (
𝜈𝜙

𝑘1
+

𝜎𝐵0
2

𝜌
) 𝜔(𝜁∗, 𝑡∗) +

𝑔𝛽𝜗(𝜗𝑤 − 𝜗𝑑) + 𝑔𝛽𝜙(𝜙 − 𝜙𝑑),  

(1) 

𝜌𝐶𝑝
𝜕𝜗(𝜁∗,𝑡∗)

𝜕𝑡∗ = 𝑘
𝜕2𝜗(𝜁∗,𝑡∗)

𝜕𝜁∗2 ,  (2) 

𝜕𝜙(𝜁∗,𝑡∗)

𝜕𝑡∗ = 𝐷
𝜕2𝜙(𝜁∗,𝑡∗)

𝜕𝜁∗2 .  (3) 

The system imposed conditions related to the present problem 
are 

𝜔(𝜁∗, 0) = 0,
𝜕𝜔(𝜁∗,𝑡∗)

𝜕𝑡∗ = 0, 𝜔(𝜁∗, 0) = 0, 𝜙(𝜁∗, 0) =

0,  
(4) 

𝜔(0, 𝑡∗) = 𝑈0𝑓(𝑡∗), 𝜔(𝑑, 𝑡∗) = 0,  (5) 

𝜗(0, 𝑡∗) = 𝜗𝑑 + 𝑔(𝑡∗)(𝜗𝑤 − 𝜗𝑑), 𝜗(𝑑, 𝑡∗) = 𝜗𝑤 ,  (6) 

𝜙(0, 𝑡∗) = 𝜙𝑑 + ℎ(𝑡∗)(𝜙𝑤 − 𝜙𝑑),   𝜙(𝑑, 𝑡∗) = 𝜙𝑤.  (7) 

For the process of dimensionalisation, the following constants 
and parameters are introduced as 

𝜔′ =
𝜔

𝑈0
, 𝜁′ =

𝜁∗

𝑑
, 𝜗′ =

𝜗−𝜗𝑑

𝜗𝑤−𝜗𝑑
, 𝑡′ =

𝑣𝑡∗

𝑑2 , 𝑃𝑟 =

𝜇𝑐𝑝

𝑘
, 𝑆𝑐 =

𝑣

𝐷
, 𝐾 =

𝑘1

𝜙𝑑2 , 𝜆 =
𝜆𝑟𝜐

𝑑2 ,   
 

𝐻𝑎
2 = √

𝜎

𝜇
𝐵0𝑑, 𝐺𝑟 =

𝑔𝛽𝜗𝜐(𝜗𝑤−𝜗𝑑)

𝑈0
3 , 𝐺𝑐 =

𝑔𝛽𝜙𝜐(𝜙𝑤−𝜙𝑑)

𝑈0
3 .  (8) 
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After implementing Eq. (8) into Eqs (1)–(7), the governing 
equations are expressed after dropping the “/” 

𝜕𝜔(𝜁,𝑡)

𝜕𝑥
=

1

1+𝜆1
(1 + 𝜆

𝜕

𝜕𝑡
)

𝜕2𝜔(𝜁,𝑡)

𝜕𝜉2 − (
1

𝐾
+

𝐻𝑎
2) 𝜔(𝜁, 𝑡) + 𝐺𝑟𝜗(𝜁, 𝑡) + 𝐺𝑐𝜙(𝜁, 𝑡),  

(9) 

𝑃𝑟
𝜕𝜗(𝜁,𝑡)

𝜕𝑡
 =  

𝜕2𝜗(𝜁,𝑡)

𝜕𝜉2 ,  (10) 

𝑆𝑐
𝜕𝜙(𝜁,𝑡)

𝜕𝑡
 =  

𝜕2𝜙(𝜁,𝑡)

𝜕𝜉2 ,  (11) 

The imposed conditions in Eqs (4)–(7) for the velocity, 
temperature and concentration profiles become 

𝜔(𝜁, 0) = 0,
𝜕𝜔(𝜁,0)

𝜕𝑡
= 0,   𝜗(𝜁, 0) = 0, 𝜙(𝜁, 0) = 0,  (12) 

𝜔(0, 𝑡) = 𝑓(𝑡), 𝜔(1, 𝑡) = 0, 𝜗(0, 𝑡) =
𝑔(𝑡), 𝜗(1, 𝑡) = 1, 𝜙(0, 𝑡) = ℎ(𝑡), 𝜙(1, 𝑡),  

(13) 

where all the quantities and parameters are stated in the 
nomenclature section. 

 
Fig. 1. Geometrical description of the fluid flow phenomenon 

3. PRELIMINARIES 

The function/non-integer C time derivative is stated as 

𝐷𝑡
𝜂

ℎ(𝜎, 𝑡) =
1

𝛤(1−𝜂)
∫ (𝑡 − 𝜚)−𝜂𝑅 

′

(𝜎, 𝜚)𝑑𝜚,
𝑡

0
𝐶   

𝜂 ∈ (0,1).  
(14) 

Implement the LT on the C time derivative 

𝐿 ( 𝐷𝐶
𝑡
𝜂

𝑅(𝜎, 𝑡)) = 𝑠𝑛𝐿(𝑅(𝜎, 𝑡) − 𝑠𝑛−1𝑅(𝜎, 0).  (15) 

The non-integer CF time derivative is defined as 

𝐷𝑡
𝜂

𝑅(𝜎, 𝑡) =
1

(1−𝜂)
∫ 𝑒

(
−𝜂(𝑡−𝜚)

1−𝜂
)
𝑅 

′

(𝜎, 𝜚)𝑑𝜚,
𝑡

0
𝐶𝐹   

𝜂 ∈ (0,1)    

(16) 

Applying the LT on the time fractional CF derivative changes 
to 

 𝐿 ( 𝐷𝐶𝐹
𝑡
𝜂

𝑅(𝜎, 𝑡)) =  
𝑠𝐿(𝑅(𝜎,𝑡))−𝑅(𝜎,0)

𝑠(1−𝜂)+ 𝜂
.   (17)  

 
 

4. FRACTIONAL FORMULATIONS OF GOVERNING 
EQUATIONS AND SOLUTIONS 

 
4.1.  Caputo formulation and solutions 

Replace the time derivative with the C fractional derivative into 
Eqs (9)–(11) as, 

𝐷𝐶
𝑡
𝜂

𝜔(𝜁, 𝑡) =
1

1+𝜆1
(1 + 𝜆𝐶 𝐷𝑡

𝜂
)

𝜕2𝜔(𝜁,𝑡)

𝜕𝜉2 −

(
1

𝐾
+ 𝐻𝑎

2) 𝜔(𝜁, 𝑡) + 𝐺𝑟𝜗(𝜁, 𝑡) + 𝐺𝑐𝜙(𝜁, 𝑡),  
(18) 

𝑃𝑟 𝐷𝐶
𝑡
𝜂

𝜗(𝜁, 𝑡) =  
𝜕2𝜗(𝜁,𝑡)

𝜕𝜉2 ,  (19) 

𝑆𝑐 𝐷𝐶
𝑡
𝜂

𝜙(𝜁, 𝑡) =  
𝜕2𝜙(𝜁,𝑡)

𝜕𝜉2 ,      (20) 

4.1.1 Investigation of exact solution for temperature profile 

Implementing LT on Eq. (19), we will obtain with transform 
boundary conditions 

𝜕2�̅�(𝜁,𝑞)

𝜕𝜉2 − 𝑃𝑟𝑞𝑛�̅�(𝜁, 𝑞) = 0,  (21) 

�̅�(0, 𝑞) = 𝐺(𝑞), �̅�(1, 𝑞) =
1

𝑞
.  (22) 

Employing the Laplace transformed boundary conditions 
stated in Eq. (22), the solution for Eq. (21) will be as obtained in 
literature [40] 

�̅�(𝜁, 𝑞) = 𝑞𝐺(𝑞) (
𝑠𝑖𝑛ℎ((1−𝜁)

𝑞𝑠𝑖𝑛ℎ(√𝑃𝑟𝑞𝑛)
) + (

𝑠𝑖𝑛ℎ(𝜁√𝑃𝑟𝑞𝑛)

𝑞𝑠𝑖𝑛ℎ(√𝑃𝑟𝑞𝑛)
) =

𝑞𝐺(𝑞)𝜗1(𝜁, 𝑞) + 𝜗2(𝜁, 𝑞).  
(23) 

Here,  

𝜗1(𝜁, 𝑞) =
𝑒(1−𝜁)√𝑃𝑟𝑞𝑛

−𝑒−(1−𝜁)√𝑃𝑟𝑞𝑛

𝑞(𝑒√𝑃𝑟𝑞𝑛
−𝑒−√𝑃𝑟𝑞𝑛

)
=

∑ (
𝑒−(2𝑛−𝜁)√𝑃𝑟𝑞𝑛

𝑞
−

𝑒−(2𝑛+2−𝜁)√𝑃𝑟𝑞𝑛

𝑞
) .∞

𝑛=0   

(24) 

𝜗1(𝜁, 𝑞) = ∑ (∑
(−1)𝑘(2𝑛+𝜁)𝑘(𝑃𝑟)

𝑘
2⁄

𝑘!Γ(1−
𝑘𝜂

2
)

∞
𝑘=0 𝑡−

𝑘𝜂

2 −∞
𝑛=0

∑
(−1)𝑘(2𝑛+2−𝜁)𝑘(𝑃𝑟)

𝑘
2⁄

𝑘!𝛤(1−
𝑘𝜂

2
)

∞
𝑘=0 𝑡−

𝑘𝜂

2 ) .  

(25) 

 

The expression of ϑ2(ζ, q) is in an expanded from defined as 
below 

𝜗2(𝜁, 𝑞) =
𝑒𝜁√𝑃𝑟𝑞𝑛

−𝑒−𝜁√𝑃𝑟𝑞𝑛

𝑞(𝑒√𝑃𝑟𝑞𝑛
−𝑒−√𝑃𝑟𝑞𝑛

)
=

∑ (
𝑒−(2𝑛+1−𝜁)√𝑃𝑟𝑞𝑛

𝑞
−

𝑒−(2𝑛+1−𝜁)√𝑃𝑟𝑞𝑛

𝑞
) .∞

𝑛=0   

(26) 

Implement the inverse LT in Eq. (26) as 

𝜗2(𝜁, 𝑡) = ∑ (∑
(−1)𝑘(2𝑛+1−𝜁)𝑘(𝑃𝑟)

𝑘
2⁄

𝑘!Γ(1−
𝑘𝜂

2
)

∞
𝑘=0 𝑡−

𝑘𝜂

2 −∞
𝑛=0

∑
(−1)𝑘(2𝑛+1+𝜁)𝑘(𝑃𝑟)

𝑘
2⁄

𝑘!𝛤(1−
𝑘𝜂

2
)

∞
𝑘=0 𝑡−

𝑘𝜂

2 ) .  

(27) 

 
 
 



Maryam Asgir, Muhammad Bilal Riaz, Ayesha Islam                       DOI 10.2478/ama-2023-0068 
Exact Analysis of Fractionalised Jeffrey Fluid in a Channel with Caputo and Caputo Fabrizio Time Derivative: A Comparative Study 

584 

Now apply the inverse LT in Eq. (23) as 

 𝜗(𝜁, 𝑡) = ∫ 𝑔 
′

(𝑡 − 𝜏)𝜗1(𝜁, 𝜏)𝑑𝜏 + 𝜗2(𝜁, 𝑡),
𝑡

0
  (28) 

where 𝜗1(𝜁, 𝑡) and 𝜗2(𝜁, 𝑡) are presented in Eqs (25) and (27) 
respectively. 

4.1.2 Investigation of exact solution for concentration profile 

Implementing LT on Eq. (20), and bearing the definition of LT 
of C derivative, we get 

𝜕2𝜙(𝜁,𝑡)

𝜕𝜉2 = 𝑆𝑐  𝑞𝑛�̅�(𝜁, 𝑞) = 0,     (29) 

Along with the transformed boundary conditions 

�̅�(0, 𝑞) = 𝐻(𝑞), �̅�(1, 𝑞) =
1

𝑞
.  (30) 

Inserting the prescribed boundary conditions of Eq. (30) while 
solving Eq. (29), the solution obtained will be 

�̅�(𝜁, 𝑞) = 𝑞𝐻(𝑞) (
𝑠𝑖𝑛ℎ((1−𝜁)√𝑆𝑐𝑞𝑛)

𝑞𝑠𝑖𝑛ℎ(√𝑆𝑐𝑞𝑛)
) + (

𝑠𝑖𝑛ℎ(𝜁√𝑆𝑐𝑞𝑛)

𝑞𝑠𝑖𝑛ℎ(√𝑆𝑐𝑞𝑛)
),  (31) 

To find the solution ϕ1(ζ, q), we write it in a simplified form as 
below  

𝜙1(𝜁, 𝑞) =
𝑒(1−𝜁)√𝑆𝑐𝑞𝑛

−𝑒−(1−𝜁)√𝑆𝑐𝑞𝑛

𝑞(𝑒√𝑆𝑐𝑞𝑛
−𝑒−√𝑆𝑐𝑞𝑛

)
=

∑ (
𝑒−(2𝑛−𝜁)√𝑆𝑐𝑞𝑛

𝑞
−

𝑒−(2𝑛+2−𝜁)√𝑆𝑐𝑞𝑛

𝑞
) .∞

𝑛=0   

(32) 

Implement the inverse LT in Eq. (32) as 

𝜙1(𝜁, 𝑞) = ∑ (∑
(−1)𝑘(2𝑛+𝜁)𝑘(𝑆𝑐)

𝑘
2⁄

𝑘!Γ(1−
𝑘𝜂

2
)

∞
𝑘=0 𝑡−

𝑘𝜂

2 −∞
𝑛=0

∑
(−1)𝑘(2𝑛+2−𝜁)𝑘(𝑆𝑐)

𝑘
2⁄

𝑘!𝛤(1−
𝑘𝜂

2
)

∞
𝑘=0 𝑡−

𝑘𝜂

2 ) .  

(33) 

The expression of ϕ2(ζ, q) in the simplest form is 

𝜙1(𝜁, 𝑞) =
𝑒√𝑆𝑐𝑞𝑛

−𝑒−𝜁√𝑆𝑐𝑞𝑛

𝑞(𝑒√𝑆𝑐𝑞𝑛
−𝑒−√𝑆𝑐𝑞𝑛

)
=

∑ (
𝑒−(2𝑛+1−𝜁)√𝑆𝑐𝑞𝑛

𝑞
−

𝑒−(2𝑛+1+𝜁)√𝑆𝑐𝑞𝑛

𝑞
) .∞

𝑛=0   

(34) 

And employing the inverse LT on Eq. (34), the solution will be 

𝜙2(𝜁, 𝑡) = ∑ (∑
(−1)𝑘(2𝑛+1−𝜁)𝑘(𝑆𝑐)

𝑘
2⁄

𝑘!Γ(1−
𝑘𝜂

2
)

∞
𝑘=0 𝑡−

𝑘𝜂

2 −∞
𝑛=0

∑
(−1)𝑘(2𝑛+1+𝜁)𝑘(𝑆𝑐)

𝑘
2⁄

𝑘!𝛤(1−
𝑘𝜂

2
)

∞
𝑘=0 𝑡−

𝑘𝜂

2 ) .   

(35) 

Now apply the inverse LT on Eq. (31) as 

𝜙(𝜁, 𝑡) = ∫ ℎ 
′

(𝑡 − 𝜏)𝜙1(𝜁, 𝜏)𝑑𝜏 + 𝜙2(𝜁, 𝑡),
𝑡

0
  (36) 

where 𝜙1(𝜁, 𝑡) and 𝜙2(𝜁, 𝑡) are presented in Eqs (33) and (35), 
respectively. 

4.1.3 Investigation of exact solution for velocity profile 

Applying the LT into Eq. (18), we get 

(
1+𝜆𝑞𝑛

1+𝜆1
)

𝜕2�̅�(𝜁,𝑞)

𝜕𝜉2 − (𝑞𝑛 +
1

𝑘
+ 𝐻𝛼

2) �̅�(𝜁, 𝑞) =

−𝐺𝑟�̅�(𝜁, 𝑡) − 𝐺𝑐�̅�(𝜁, 𝑡).  
(37) 

After rearranging the above equation, we attain 

𝜕2�̅�(𝜁,𝑞)

𝜕𝜉2 − Υ1�̅�(𝜁, 𝑞) =
−𝐺𝑟

Υ0
�̅�(𝜁, 𝑡) −

−𝐺𝑐

𝛶0
�̅�(𝜁, 𝑡),  (38) 

where Υ0 =
1+𝜆𝑞𝑛

1+𝜆1
, Υ1 = 𝑞𝑛 +

1

𝑘
+ 𝐻𝛼

2, Υ2 =
𝛶1

𝛶0
.  

The Laplace boundary conditions are 

�̅�(0, 𝑞) = 𝐹(𝑞), �̅�(1, 𝑞) =  (39) 

Introducing Eqs (23) and (31) into Eq. (38), the velocity 
solution in abridged form is 

�̅�(𝜁, 𝑞) =
𝐹(𝑞)

𝑠𝑖𝑛ℎ√𝛶2
𝑠𝑖𝑛ℎ ((1 − 𝜁)√𝛶2) +

 
𝐺𝑟

𝑞𝛶0(𝑃𝑟𝑞𝑛−𝛶2)𝑠𝑖𝑛ℎ√𝛶2
(𝑞𝐺(𝑞)sinh (1 − 𝜁)√𝛶2) −

sinh (𝜁√𝛶2)) −

 
𝐺𝑟

𝑞𝛶0(𝑃𝑟𝑞𝑛−𝛶2)𝑠𝑖𝑛ℎ√𝑃𝑟𝑞𝑛 (𝑞𝐺(𝑞)sinh (1 − 𝜁)√𝑃𝑟𝑞𝑛) −

sinh (𝜁√𝑃𝑟𝑞𝑛)) +

  
𝐺𝑐

𝑞𝛶0(𝑆𝑐𝑞𝑛−𝛶2)𝑠𝑖𝑛ℎ√𝛶2
(𝑞𝐻(𝑞)sinh (1 − 𝜁)√𝛶2) −

sinh (𝜁√𝛶2)) −

   
𝐺𝑐

𝑞𝛶0(𝑆𝑐𝑞𝑛−𝛶2)𝑠𝑖𝑛ℎ√𝑆𝑐𝑞𝑛 (𝑞𝐻(𝑞) sinh(1 − 𝜁) √𝑆𝑐𝑞𝑛) −

sinh(𝜁√𝑆𝑐𝑞𝑛)).   

(40) 

In order to find its inverse Laplace, we write the velocity 
expression in a suitable form 

�̅�(𝜁, 𝑞) = 𝜔1(𝜁, 𝑞) + 𝜔2(𝜁, 𝑞) − 𝜔3(𝜁, 𝑞) +
 𝜔4(𝜁, 𝑞) − 𝜔5(𝜁, 𝑞)                            

(41) 

𝑤here 

𝜔1(𝜁, 𝑞) =
𝐹(𝑞)

𝑠𝑖𝑛ℎ√𝛶2
𝑠𝑖𝑛ℎ ((1 − 𝜁)√𝛶2),  

= 𝐹(𝑞)
𝑒(1−𝜁)√𝛶2−𝑒−(1−𝜁)√𝛶2

𝑒√𝛶2−𝑒−√𝛶2
,  

= 𝐹(𝑞) ∑ (𝑒−(2𝑛+𝜁)√𝛶2 − 𝑒−(2𝑛+2+𝜁)√𝛶2) .∞
𝑛=0    

(42) 

Eq. (42) in the simplest form as 

𝜔1(𝜁, 𝑞) = 𝐹(𝑞)((𝑃(𝜁, 𝑞) − 𝑄(𝜁, 𝑞)),  (43) 

where 

𝑃(𝜁, 𝑞) = 𝑒−(2𝑛+𝜁)√Υ2 =

∑ ∑
(−𝛶3)𝑘

𝑘!

∞
𝑘=0 ∑

Γ(
𝑘

2
+1)

(
𝑘

2
−𝑙+1)

(
1

𝜆
)

𝑘

2
−𝑙

(𝑏 −∞
𝑙=0

∞
𝑛=0

1

𝜆
)

𝑙
∑ (−1)𝑝 Γ(𝑙+𝑝)

𝑝!Γ𝑙
𝜆𝑝𝑞𝜂𝑝,∞

𝑝=0   

(44) 

where  𝛶3 = (2𝑛 + 𝜁)√1 + 𝜆1 and 𝑏 =
1

𝑘
+ 𝐻𝛼

2 .  

 P(ζ, t) can be obtained by applying the inverse LT on the 
above equation 

𝑃(𝜁, 𝑡) = 𝑒−(2𝑛−𝜁)√𝛶2   

= ∑ ∑
(−𝛶3)𝑘

𝑘!

∞
𝑘=0 ∑

Γ(
𝑘

2
+1)

(
𝑘

2
−𝑙+1)

(
1

𝜆
)

𝑘

2
−𝑚

(𝑏 −∞
𝑙=0

∞
𝑛=0

1

𝜆
)

𝑙
∑ (−1)𝑝 Γ(𝑙+𝑝)

𝑝!Γ𝑙
𝜆𝑝 𝑡−𝜂𝑝+1

𝛤(−𝜂𝑝)
.∞

𝑝=0   

  
(45) 
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Here, 

𝑄(𝜁, 𝑞) = 𝑒−(2𝑛+𝜁)√Υ2  =

∑ ∑
(−𝛶4)𝑘

𝑘!

∞
𝑘=0 ∑

Γ(
𝑘

2
+1)

(
𝑘

2
−𝑙+1)

(
1

𝜆
)

𝑘

2
−𝑙

(𝑏 −∞
𝑙=0

∞
𝑛=0

1

𝜆
)

𝑙
∑ (−1)𝑝 Γ(𝑙+𝑝)

𝑝!Γ𝑙
𝜆𝑝𝑞𝜂𝑝,∞

𝑝=0   

(46) 

where  𝛶3 = (2𝑛 + 2 − 𝜁)√1 + 𝜆1 and 𝑏 =
1

𝑘
+ 𝐻𝛼

2. 

Applying the inverse LT on the above equation 

𝑄(𝜁, 𝑡) = 𝑒−(2𝑛−𝜁)√𝛶2 =

∑ ∑
(−𝛶4)𝑘

𝑘!

∞
𝑘=0 ∑

Γ(
𝑘

2
+1)

(
𝑘

2
−𝑙+1)

(
1

𝜆
)

𝑘

2
−𝑙

(𝑏 −∞
𝑙=0

∞
𝑛=0

1

𝜆
)

𝑙
∑ (−1)𝑝 Γ(𝑙+𝑝)

𝑝!Γ𝑙
𝜆𝑝 𝑡−𝜂𝑝+1

𝛤(−𝜂𝑝)
.∞

𝑝=0   

(47) 

Keeping in view Eqs (45) and  (47) and implementing the 
inverse LT on Eq. (43), the expression obtained for ω1(ζ, t) is as 
stated below 

𝜔1(𝜁, 𝑡) = 𝑓(𝑡) ∗ (𝑃(𝜁, 𝑡) − 𝑄(𝜁, 𝑡)).  (48) 

and 𝜔2(𝜁, 𝑞) is expressed as 

𝜔2(𝜁, 𝑞) =
𝐺𝑟

𝑞𝛶0(𝑃𝑟𝑞𝑛−𝛶2)𝑠𝑖𝑛ℎ√𝛶2
(𝑞𝐺(𝑞)sinh (1 −

𝜁)√𝛶2) − sinh (𝜁√𝛶2))  
(49) 

The simplified form of the expression ω2(ζ, q) is 

𝜔2(𝜁, 𝑞) = 𝐺𝑟(1 + 𝜆1)𝐼(𝜁, 𝑞)((𝑞𝐺(𝑞)𝑅(𝜁, 𝑞) −
(𝜁, 𝑞)),  

(50) 

where 

𝐼(𝜁, 𝑞) =
1

(𝑃𝑟𝑞𝑛(1+𝜆𝑞𝑛)−(𝑞𝑛+𝑏)(1+𝜆1))
,  (51) 

and its inverse LT 

𝐼(𝜁, 𝑞) = − ∑ ∑
𝑎0

𝑛−𝑘𝑏0
𝑘

𝑐0
𝑛+1

𝑛!

𝑘!(𝑛−𝑘)!

𝑡𝜂(𝑘−2𝑛)−1

Γ𝑛(𝑘−2𝑛)
,∞

𝑛=0
∞
𝑛=0   (52) 

𝑤here 𝑎0 = 𝑃𝑟𝜆, 𝑏0 = 𝑃𝑟 − 1 − 𝜆1, 𝑐0 = 𝑏(1 + 𝜆1). 
Here,  

𝑅(𝜁, 𝑞) =
𝑠𝑖𝑛ℎ ((1−𝜁)√𝛶2)

𝑞𝑠𝑖𝑛ℎ√𝛶2
,  (53) 

𝑅(𝜁, 𝑞) =
𝑠𝑖𝑛ℎ (𝜁√𝛶2)

𝑞𝑠𝑖𝑛ℎ√𝛶2
,  

(54) 

Inverse LT on Eqs (53) and (54) is stated below as 
𝑅(𝜁, 𝑡) =

∑ ∑
((−𝛶3)𝑘−(−𝛶4)𝑘)

𝑛!

∞
𝑘=0 ∑

Γ(
𝑘

2
+1)

(
𝑘

2
−𝑙+1)

(
1

𝜆
)

𝑘

2
−𝑚

(𝑏 −∞
𝑙=0

∞
𝑛=0

1

𝜆
)

𝑙
∑ (−1)𝑝 Γ(𝑙+𝑝)

𝑝!Γ𝑙
𝜆𝑝 𝑡−𝜂𝑝+1

𝛤(−𝜂𝑝)
,∞

𝑝=0   

(55) 

where 

𝛶3 = (2𝑛 + 𝜁)√1 + 𝜆1  and 𝛶4 = (2𝑛 + 2 − 𝜁)√1 + 𝜆1 

𝑆(𝜁, 𝑡) =

∑ ∑
((−𝛶5)𝑘−(−𝛶6)𝑘)

𝑛!

∞
𝑘=0 ∑

Γ(
𝑘

2
+1)

(
𝑘

2
−𝑙+1)

(
1

𝜆
)

𝑘

2
−𝑚

(𝑏 −∞
𝑙=0

∞
𝑛=0

1

𝜆
)

𝑙
∑ (−1)𝑝 Γ(𝑙+𝑝)

𝑝!Γ𝑙
𝜆𝑝 𝑡−𝜂𝑝+1

𝛤(−𝜂𝑝)
,∞

𝑝=0   

(56) 

𝛶5 = (2𝑛 + 1 + 𝜁)√1 + 𝜆1 and 𝛶6 = (2𝑛 + 1 + 𝜁)√1 + 𝜆1 

Applying the inverse LT in Eq. (50) 

𝜔2(𝜁, 𝑡) = 𝐺𝑟(1 + 𝜆1)𝐼(𝜁, 𝑡)

∗ (𝑔 ′(𝑡) ∗ 𝑅(𝜁, 𝑡) − 𝑆(𝜁, 𝑡)), (57) 

where we get the values of 𝐼(𝜁, 𝑡), 𝑅(𝜁, 𝑡) and 𝑆(𝜁, 𝑡) from Eq. 
(52), Eq. (55)  and Eq. (56) respectively. 

Let us consider now 

𝜔3(𝜁, 𝑡) =
𝐺𝑟

𝑞𝛶0(𝑃𝑟𝑞𝑛−𝛶2)𝑠𝑖𝑛ℎ√𝑃𝑟𝑞𝑛 (𝑞𝐺(𝑞)sinh (1 −

𝜁)√𝑃𝑟𝑞𝑛) − sinh (𝜁√𝑃𝑟𝑞𝑛))  =
𝐺𝑟(1+𝜆1)

(𝑃𝑟𝑞𝑛(1+𝜆𝑞𝑛)−(𝑞𝑛+𝑏)(1+𝜆1))
 * 

(
𝑞𝐺(𝑞)𝑠𝑖𝑛ℎ (1−𝜁)√𝑃𝑟𝑞𝑛)−𝑠𝑖𝑛ℎ (𝜁√𝑃𝑟𝑞𝑛)

𝑞𝑠𝑖𝑛ℎ√𝑃𝑟𝑞𝑛 )  

(58) 

In simplest form ω3(ζ, q) is expressed as 

𝜔3(𝜁, 𝑞) = 𝐺𝑟(1 + 𝜆1)𝐼(𝜁, 𝑞)(𝑞(𝐺(𝑞)𝜗1(𝜁, 𝑞) −

𝜗2(𝜁, 𝑞)),  
(59) 

and its inverse LT expression as 

𝜔3(𝜁, 𝑞) = 𝐺𝑟(1 + 𝜆1)𝐼(𝜁, 𝑞)

∗ (𝑔 ′(𝑡) ∗ 𝜗1(𝜁, 𝑞) − 𝜗2(𝜁, 𝑞)), (60) 

where  𝐼(𝜁, 𝑞), 𝜗1(𝜁, 𝑞), 𝜗2(𝜁, 𝑞) are expressed in Eqs (52), 
(25), and (27), respectively. 

Now consider, 

𝜔4(𝜁, 𝑞) =
𝐺𝑐

𝑞𝛶0(𝑆𝑐𝑞𝑛−𝛶2)𝑠𝑖𝑛ℎ√𝛶2
(𝑞𝐻(𝑞)sinh (1 −

𝜁)√𝛶2) − sinh (𝜁√𝛶2)) =
𝐺𝑐(1+𝜆1)

(𝑆𝑐𝑞𝑛(1+𝜆𝑞𝑛)−(𝑞𝑛+𝑏)(1+𝜆1))
∗

(
𝑞𝐻(𝑞)𝑠𝑖𝑛ℎ (1−𝜁)√𝛶2)−𝑠𝑖𝑛ℎ (𝜁√𝛶2)

𝑞𝑠𝑖𝑛ℎ√𝛶2
).  

(61) 

𝜔4(𝜁, 𝑞) = 𝐺𝑐(1 + 𝜆1)𝐽(𝜁, 𝑞)(𝑞(𝐻(𝑞)𝑅(𝜁, 𝑞) −

𝑆(𝜁, 𝑞)),  

(62) 

where 

𝐽(𝜁, 𝑞) =
1

(𝑆𝑐𝑞𝑛(1+𝜆𝑞𝑛)−(𝑞𝑛+𝑏)(1+𝜆1))
.  (63) 

Implementing the LT in EQ. (63) gives 

𝐽(𝜁, 𝑡) = − ∑ ∑
𝑑0

𝑛−𝑘𝑒0
𝑘

𝑐0
𝑛+1

∞
𝑘=0

∞
𝑛=0

𝑡𝜂(𝑘−2𝑛)−1

𝛤𝜂(𝑘−2𝑛)
,  (64) 

where 𝑑0 = 𝑆𝑐𝜆,   𝑒0 = 𝑆𝑐 − 1 − 𝜆1, 𝑐0 = 𝑏(1 + 𝜆1).  
 The ω4(ζ, q) expression takes the form 

𝜔4(𝜁, 𝑡) = 𝐺𝑐(1 + 𝜆1)𝐽(𝜁, 𝑡)

∗ (ℎ ′(𝑡) ∗ 𝑅(𝜁, 𝑡) − 𝑆(𝜁, 𝑡)), (65) 

where we get the values of 𝐽(𝜁, 𝑡), 𝑅(𝜁, 𝑡) and 𝑆(𝜁, 𝑡) from Eqs 
(64), (55) and (56), respectively. 

𝜔5(𝜁, 𝑞) =
𝐺𝑐

𝑞𝛶0(𝑆𝑐𝑞𝑛−𝛶2)𝑠𝑖𝑛ℎ√𝑆𝑐𝑞𝑛 (𝑞𝐻(𝑞)sinh (1 −

𝜁)√𝑆𝑐𝑞𝑛) − sinh (𝜁√𝑆𝑐𝑞𝑛)) =
𝐺𝑟(1+𝜆1)

(𝑆𝑐𝑞𝑛(1+𝜆𝑞𝑛)−(𝑞𝑛+𝑏)(1+𝜆1))
∗

(
𝑞𝐺(𝑞)𝑠𝑖𝑛ℎ (1−𝜁)√𝑆𝑐𝑞𝑛)−𝑠𝑖𝑛ℎ (𝜁√𝑆𝑐𝑞𝑛)

𝑞𝑠𝑖𝑛ℎ√𝑃𝑟𝑞𝑛 )  

(66) 
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In simplest form, we can write it as 

𝜔5(𝜁, 𝑞) = 𝐺𝑐(1 + 𝜆1)𝐽(𝜁, 𝑞)(𝑞(𝐻(𝑞)𝜙1(𝜁, 𝑞) −

𝜙2(𝜁, 𝑞)),  
(67) 

And its inverse LT 

𝜔5(𝜁, 𝑞) = 𝐺𝑐(1 + 𝜆1)𝐽(𝜁, 𝑡)

∗ (ℎ ′(𝑡) ∗ 𝜙1(𝜁, 𝑡) − 𝜙2(𝜁, 𝑡)),   (68) 

where 𝐽(𝜁, 𝑡), 𝜙1(𝜁, 𝑡), 𝜙2(𝜁, 𝑡)  are obtained in Eqs (64), (33) 
and (35), respectively. 

Introducing the expression of ω1(ζ, t),  ω2(ζ, t),  ω3(ζ, t), 
ω4(ζ, t), ω5(ζ, t) from Eqs (48), (57),  

(60), (65) and (68), respectively, into Eq. (41) after 
implementing the LT, the exact velocity solution is achieved as 

𝜔(𝜁, 𝑡) = 𝜔1(𝜁, 𝑡) + 𝜔2(𝜁, 𝑡) − 𝜔3(𝜁, 𝑡) +
 𝜔4(𝜁, 𝑡) −  𝜔5(𝜁, 𝑡)  

(69) 

The solution obtained for velocity in Eq. (69) (with Gc = 0) is 
similar to the solution attained in literature [40]. 

4.2. Caputo Fabrizio formulation and solution 

Replace the time deriavtive with the CF fractional derivative 
into Eqs (9)–(11) as, 

CF 𝐷𝑡
𝜂

𝜔(𝜁, 𝑡) =
1

1+𝜆1
(1 + 𝜆 CF 𝐷𝑡

𝜂
)

𝜕2𝜔(𝜁,𝑡)

𝜕𝜁2 −

(
1

𝐾
+ 𝐻𝑎

2) 𝜔(𝜁, 𝑡) + 𝐺𝑟𝜗(𝜁, 𝑡) + 𝐺𝑐Φ(𝜁, 𝑡),  
(70) 

𝑃𝑟
 CF 𝐷𝑡

𝜂
𝜗(𝜁, 𝑡) =

𝜕2𝜔(𝜁,𝑡)

𝜕𝜁2 , (71) 

𝑆𝑐
 CF 𝐷𝑡

𝜂
Φ(𝜁, 𝑡) =

𝜕2Φ(𝜁,𝑡)

𝜕𝜁2 ,  (72) 

4.2.1  Investigation of exact solution of  
          for temperature profile 

By introducing the LT into Eq. (71) we get 

𝜕2𝜗(𝜁,𝑞)

𝜕𝜁2 −
𝑃𝑟𝑞𝑧0

𝑞+𝛾
𝜗(𝜁, 𝑞) = 0,  (73) 

where 𝑧0 =
1

1−𝜂
, 𝛾 = 𝜂𝑧0 and 𝜗(𝜁, 𝑞) meets the prescribed 

conditions below 

𝜗(0, 𝑞) = 𝐺(𝑞), 𝜗(1, 𝑞) =
1

𝑞
.        (74) 

The implementation of prescribed boundary conditions Eq. 
(74) on solving the above differential equations produce the 
solution 

𝜗(𝜁, 𝑞) = 𝑞𝐺(𝑞) (
sinh((1−𝜁)√

𝑃𝑟𝑧0𝑞

𝑞+𝛾
) 

𝑞 sinh(√
𝑃𝑟𝑧0𝑞

𝑞+𝛾
 )

) +

(
sinh(𝜁√

𝑃𝑟𝑧0𝑞

𝑞+𝛾
) 

𝑞 sinh(√
𝑃𝑟𝑧0𝑞

𝑞+𝛾
 )

) = 𝑔𝐺(𝑞)𝜗1(𝜁, 𝑞) + 𝜗2(𝜁, 𝑞).  

(75) 

The expression of ϑ1(ζ, t), ϑ2(ζ, t)  after employing the 

inverse LT on ϑ1(ζ, q), ϑ2(ζ, q) respectively, is 

𝜗1(𝜁, 𝑡) =

∑ ∑
(−Ξ0)𝑘−(−Ξ1)𝑘

𝑘!

∞
𝑘=1

∞
𝑛=0 ∗ ∑

𝑘

2!

𝑚!(
𝑘

2
−𝑚)!

∞
𝑚=0 (−1)𝑚 ∗

∑ (−1)𝑝 (𝑚+𝑝−1)!

𝑝!(𝑚−1)!
𝛾−𝑝∞

𝑝=0
𝑡−𝑝

Γ(−𝑝+1)
  

(76) 

where Ξ0 = (2𝑛 + 𝜁)√𝑃𝑟𝑧0 and Ξ1 = (2𝑛 + 2 − 𝜁)√𝑃𝑟𝑧0. 

𝜗2(𝜁, 𝑡) =

∑
2𝑃𝑟

𝜋

∞
𝑛=0 ∫ (

sin(
2𝑛+1+𝜁

√1−𝜂
𝑥)−sin(

2𝑛+1−𝜁

√1−𝜂
𝑥)

𝑥(𝑃𝑟+𝑥2)
)

∞

0
𝑒

−𝜂

1−𝜂
𝑡𝑥2

𝑑𝑥.         (77) 

The inverse LT of Eq. (75) is 

 𝜗(𝜁, 𝑡) = ∫ 𝑔′(𝑡 − 𝜏)𝜗1(𝜁, 𝜏)𝑑𝜏 + 𝜗2(𝜁, 𝑡),
𝑡

0
      (78) 

where 𝜗1(𝜁, 𝑡) and 𝜗2(𝜁, 𝑡) are expressed in Eqs (77) and (78), 
respectively. 

4.2.2  Investigation of exact solution for concentration profile 

Implement the LT into Eq. (72), and on solving we get  

𝜕2Φ(𝜁,𝑞)

𝜕𝜁2 −
𝑆𝑐𝑞𝑧0

𝑞+𝛾
Φ(𝜁, 𝑞) = 0,        (79) 

where 𝑧0 =
1

1−𝜂
, 𝛾 = 𝜂𝑧0  and  Φ(𝜁, 𝑞) satisfies the prescribed 

conditions 

Φ(0, 𝑞) = 𝐻(𝑞), Φ(1, 𝑞) =
1

𝑞
                      (80) 

The implementation of the prescribed boundary conditions Eq. 
(80) on solving the above differential equations produce the 
solution of concentration as 

Φ(𝜁, 𝑞) = 𝑞𝐻(𝑞) (
sinh((1−𝜁)√

𝑆𝑐𝑧0𝑞

𝑞+𝛾
) 

𝑞 sinh(√
𝑆𝑐𝑧0𝑞

𝑞+𝛾
 )

) +

(
sinh(𝜁√

𝑆𝑐𝑧0𝑞

𝑞+𝛾
) 

𝑞 sinh(√
𝑆𝑐𝑧0𝑞

𝑞+𝛾
 )

)      = 𝑔𝐻(𝑞)Φ1(𝜁, 𝑞) + Φ2(𝜁, 𝑞).  

(81) 

 

Employ the inverse LT on Φ1(𝜁, 𝑞) 

Φ1(𝜁, 𝑞) =

∑ ∑
(−Ξ0)𝑘−(−Ξ1)𝑘

𝑘!

∞
𝑘=1

∞
𝑛=0 ∗ ∑

𝑘

2!

𝑚!(
𝑘

2
−𝑚)!

∞
𝑚=0 (−1)𝑚 ∗

∑ (−1)𝑝 (𝑚+𝑝−1)!

𝑝!(𝑚−1)!
𝛾−𝑝∞

𝑝=0
𝑡−𝑝

Γ(−𝑝+1)
  

(82) 

where Ξ0 = (2𝑛 + 𝜁)√𝑆𝑐𝑧0 and Ξ1 = (2𝑛 + 2 − 𝜁)√𝑆𝑐𝑧0. 

Implementing the inverse LT on Φ2(ζ, q) 

Φ2(𝜁, 𝑞) =

∑
2𝑆𝑐

𝜋

∞
𝑛=0 ∫ (

sin(
2𝑛+1+𝜁

√1−𝜂
𝑥)−sin(

2𝑛+1−𝜁

√1−𝜂
𝑥)

𝑥(𝑆𝑐+𝑥2)
)

∞

0
𝑒

−𝜂

1−𝜂
𝑡𝑥2

𝑑𝑥.   

(83) 
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Taking inverse LT in Eq. (81), we will get the expression of 

Φ(ζ, t) 

Φ(𝜁, 𝑡) = ∫ ℎ′(𝑡 − 𝜏)Φ1(𝜁, 𝜏)𝑑𝜏 + Φ2(𝜁, 𝑡),
𝑡

0
   (84) 

where Φ1(𝜁, 𝑡)  and  Φ2(𝜁, 𝑡)  are expressed in Eqs (82) and 
(83), respectively. 

4.2.3  Investigation of exact solution for velocity profile 

Applying the LT in Eq. (70), using the LT formula for CF 
derivative and bearing in mind the corresponding initial condition, 
we get 

(
𝑞𝑧1+𝛾

(1+𝜆1)(𝑞+𝛾)
)

𝜕2ω(𝜁,𝑞)

𝜕𝜁2 − (
𝑞𝑧0

𝑞+𝛾
+

1

𝐾
+ 𝐻𝑎

2) 𝜔(𝜁, 𝑞) =

−𝐺𝑟𝜗(𝜁, 𝑞) = −𝐺𝑐Φ(𝜁, 𝑞),  

(85) 

𝜕2𝜔(𝜁,𝑞)

𝜕𝜁2 − Λ2𝜔(𝜁, 𝑞) =
−𝐺𝑟

Λ0
𝜗(𝜁, 𝑞) −

−𝐺𝑐

Λ0
Φ(𝜁, 𝑞),  (86) 

where 𝑧0 =
1

1−𝜂
, 𝑧1 = 1 + 𝜆𝑧0, Λ0 = (

𝑞𝑧1+𝛾

(1+𝜆1)(𝑞+𝛾)
) , Λ1 =

(
𝑞𝑧0

𝑞+𝛾
+

1

𝐾
+ 𝐻𝑎

2) and Λ2 =
Λ1

Λ0
. 

The boundary conditions after embedding the LT are 

𝜔 = (0, 𝑞) = 𝐹(𝑞), 𝜔 = (1, 𝑞) = 0.  (87) 

After inserting Eq. (75) into Eq. (86), the solution for Eq. (81) 
is obtained as 

𝜔(𝜁, 𝑞) =
𝐹(𝑞)

sinh √Λ2
sinh ((1 − 𝜁)√Λ2)  

+
𝐺𝑟

𝑞Λ0(
𝑃𝑟𝑧0𝑞

𝑞+𝛾
−Λ2) sinh √Λ2

(𝑞𝐺(𝑞) sinh ((1 − 𝜁)√Λ2) −

sinh(𝜁√Λ2)) −

𝐺𝑟

𝑞Λ0(
𝑃𝑟𝑧0𝑞

𝑞+𝛾
−Λ2) sinh √

𝑃𝑟𝑧0𝑞

𝑞+𝛾

(𝑞𝐺(𝑞) sinh ((1 −

𝜁)√
𝑃𝑟𝑧0𝑞

𝑞+𝛾
) − sinh (𝜁√

𝑃𝑟𝑧0𝑞

𝑞+𝛾
)) +

𝐺𝑐

𝑞Λ0(
𝑆𝑐𝑧0𝑞

𝑞+𝛾
−Λ2) sinh √Λ2

(𝑞𝐻(𝑞) sinh ((1 − 𝜁)√Λ2) −

sinh(𝜁√Λ2)) −

𝐺𝑐

𝑞Λ0(
𝑆𝑐𝑧0𝑞

𝑞+𝛾
−Λ2) sinh √

𝑆𝑐𝑧0𝑞

𝑞+𝛾

(𝑞𝐻(𝑞) sinh ((1 −

𝜁)√
𝑆𝑐𝑧0𝑞

𝑞+𝛾
) − sinh (𝜁√

𝑆𝑐𝑧0𝑞

𝑞+𝛾
)).      

(88) 

For suitable presentation of velocity equation, we rewrite Eq. 
(88) into the following simplified form 

𝜔(𝜁, 𝑞) = 𝜔1(𝜁, 𝑞) + 𝜔2(𝜁, 𝑞) − 𝜔3(𝜁, 𝑞) +
𝜔4(𝜁, 𝑞) − 𝜔5(𝜁, 𝑞),  

(89) 

where 

𝜔1(𝜁, 𝑞) =
𝐹(𝑞)

sinh √Λ2

sinh ((1 − 𝜁)√Λ2)

= 𝐹(𝑞)𝐿(𝜁, 𝑞).  

 
(90) 

Employing the inverse LT on L(ζ, q), we arrived at 

𝐿(𝜁, 𝑡) = ∑ ∑
((−Ξ4)𝑘−(−Ξ5)𝑘)

𝑘!
(1 +∞

𝑘=0
∞
𝑛=0

𝜆1)
𝑘

2 ∑
𝑘

2!

𝑚!(
𝑘

2
−𝑚)!

(𝑧3)
𝑘

2
−𝑚(𝑧4)𝑚∞

𝑚=0  

× ∑ (−1)𝑝 (𝑚+𝑝−1)!

𝑝!(𝑚−1)!
𝛾−(𝑚+𝑝)(𝑧1)𝑝 𝑡−(𝑝+1)

Γ(−𝑝)
 ∞

𝑝=0  

 
(91) 

 

where 𝑏 =
1

𝑘
+ 𝐻𝑎

2, 𝑧0 =
1

1−𝜂
, 𝑧1 = 1 + 𝜆𝑧0, 𝑧2 = 𝑧0 + 𝑏,  

 𝑧3 =
𝑧2

𝑧1
, 𝑧4 = 𝛾(𝑏 − 𝑧3), Ξ0 = (2𝑛 + 𝜁) and 

 Ξ1 = (2𝑛 + 2 − 𝜁). 
Implementing the inverse LT of Eq. (90) while bearing in mind 

Eq. (91), we obtain 

𝜔1(𝜁, 𝑡) = 𝑓(𝑡) ∗ 𝐿(𝜁, 𝑡).  (92) 

The expression of ω2(ζ, q) is 

𝜔2(𝜁, 𝑞) =
𝐺𝑟

𝑞Λ0(
𝑃𝑟𝑧0𝑞

𝑞+𝛾
−Λ2) sinh √Λ2

(𝑞𝐺(𝑞) sinh ((1 −

𝜁)√Λ2) − sinh(𝜁√Λ2)),   

(93) 

and in the simplest form 

𝜔2(𝜁, 𝑞) = 𝐺𝑟(1 + 𝜆1)𝐼1(𝜁, 𝑞)(𝑞𝐺(𝑞)𝑅1(𝜁, 𝑞) −

𝑆1(𝜁, 𝑞))  

(94) 

where 

𝐼1(𝜁, 𝑞) =
1

(𝑃𝑟𝑧0𝑞(𝑞𝑧1+𝛾)−(𝑞𝑧2+𝑏𝛾)(𝑞+𝛾)(1+𝜆1))
,   (95) 

 
And its inverse LT is 

𝐼1(𝜁, 𝑡) = − ∑ ∑
𝑓0

𝑛−𝑘𝑔0
𝑘

ℎ0
𝑛+1  

𝑛!

𝑘!(𝑛−𝑘)!
 
𝑡𝜂(𝑘−2𝑛)−1

Γ𝜂(𝑘−2𝑛)
,∞

𝑘=0
∞
𝑛=0   

(96) 

where 𝑓0 = (𝑃𝑟𝑧0𝑧1 − 𝑧2(1 + 𝜆1)),  𝑔0 = (𝑃𝑟𝑧0𝛾 −

𝑧2(1 + 𝜆1) − 𝑏𝛾(1 + 𝜆1)), ℎ0 = 𝑏𝛾2(1 + 𝜆1) 

𝑅1(𝜁, 𝑞) =
(𝑞+𝛾)2 sinh((1−𝜁)√Λ2)

𝑞 sinh √Λ2
,   

(97) 

 

𝑆1(𝜁, 𝑞) =
(𝑞+𝛾)2 sinh(𝜁√Λ2)

𝑞 sinh √Λ2
.  (98) 

Inverse LT in Eqs (97) and (98) is transformed into 

𝑅1(𝜁, 𝑞) =

∑
2!

𝛽!(2−𝛽)!

2
𝛽=0 ∑ ∑

((−Ξ4)𝑘−(−Ξ5)𝑘)

𝑘!
(1 +∞

𝑘=0
∞
𝑛=0

𝜆1)
𝑘

2 ∑
𝑘

2!

𝑚!(
𝑘

2
−𝑚)!

(𝑧3)
𝑘

2
−𝑚(𝑧4)𝑚∞

𝑚=0 ×

∑ (−1)𝑝 (𝑚+𝑝−1)!

𝑝!(𝑚−1)!
𝛾−(𝑚+𝑝+𝛽−2)(𝑧1)𝑝 𝑡−(𝛽+𝑝)

Γ(−(𝛽+𝑝)+1)
,∞

𝑝=0   

 

   (99) 

𝑆1(𝜁, 𝑞) =

∑
2!

𝛽!(2−𝛽)!

2
𝛽=0 ∑ ∑

((−Ξ6)𝑘−(−Ξ7)𝑘)

𝑘!
(1 +∞

𝑘=0
∞
𝑛=0

𝜆1)
𝑘

2 ∑
𝑘

2!

𝑚!(
𝑘

2
−𝑚)!

(𝑧3)
𝑘

2
−𝑚(𝑧4)𝑚∞

𝑚=0 ×

∑ (−1)𝑝 (𝑚+𝑝−1)!

𝑝!(𝑚−1)!
𝛾−(𝑚+𝑝+𝛽−2)(𝑧1)𝑝 𝑡−(𝛽+𝑝)

Γ(−(𝛽+𝑝)+1)
,∞

𝑝=0   

(100) 
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where 𝑏 =
1

𝑘
+ 𝐻𝑎

2,    𝑧0 =
1

1−𝜂
, 𝑧1 = 1 + 𝜆𝑧0,    𝑧2 = 𝑧0 +

𝑏, 𝑧3 =
𝑧2

𝑧1
, 𝑧4 = 𝛾(𝑏 − 𝑧3), Ξ4 = (2𝑛 + 𝜁) and 

 Ξ5 = (2𝑛 + 2 − 𝜁), Ξ6 = (2𝑛 + 1 − 𝜁)  and  Ξ7 = (2𝑛 +
1 + 𝜁). 

The 𝜔2(𝜁, 𝑡) is expressed as 

𝜔2(𝜁, 𝑡) = 𝐺𝑟(1 + 𝜆1)𝐼1(𝜁, 𝑡) ∗ (𝑔′(𝑡) ∗ 𝑅1(𝜁, 𝑡) −

𝑆 − 1 (𝜁, 𝑡))  

(101) 

where we get the values of 𝐼1(𝜁, 𝑡), 𝑅1(𝜁, 𝑡) and 𝑆1(𝜁, 𝑡) from 
Eqs (96), (99) and (100), respectively. 

Consider now, 

𝜔3(𝜁, 𝑞) =

𝐺𝑟

𝑞Λ0(
𝑃𝑟𝑧0𝑞

𝑞+𝛾
−Λ2) sinh √

𝑃𝑟𝑧0𝑞

𝑞+𝛾

(𝑞𝐺(𝑞) sinh ((1 −

𝜁)√
𝑃𝑟𝑧0𝑞

𝑞+𝛾
) − sinh (𝜁√

𝑃𝑟𝑧0𝑞

𝑞+𝛾
))  

(102) 

And the abridged form 

𝜔3(𝜁, 𝑞) = 𝐺𝑟(1 + 𝜆1)𝐼1(𝜁, 𝑞)(𝑞𝐺(𝑞)𝜑1(𝜁, 𝑞) −

𝜑2(𝜁, 𝑞)).  

(103) 

Taking the inverse LT in Eq. (103) 

𝜔3(𝜁, 𝑡) = 𝐺𝑟(1 + 𝜆1)𝐼1(𝜁, 𝑡) ∗ (𝑔′(𝑡) ∗ 𝜑1(𝜁, 𝑡) −

𝜑2(𝜁, 𝑡)),  

(104) 

where 𝐼1(𝜁, 𝑡), is obtained in Eq. (96), and 𝜑1(𝜁, 𝑡), 𝜑2(𝜁, 𝑡) are 
obtained as below 

𝜑1(𝜁, 𝑞) = 

∑
2!

𝛽!(2−𝛽)!

2
𝛽=0 ∑ ∑

((−Ξ0)𝑘−(−Ξ1)𝑘)

𝑘!
 ∞

𝑘=0
∞
𝑛=0   

∑
𝑘

2!

𝑚!(
𝑘

2
−𝑚)!

(−1)𝑚∞
𝑚=0   

∑ (−1)𝑝 (𝑚+𝑝−1)!

𝑝!(𝑚−1)!
𝛾−(𝛽+𝑝−2)(𝑧1)𝑝 𝑡−(𝛽+𝑝)

Γ(−(𝛽+𝑝)+1)
,∞

𝑝=0   

(105) 

where Ξ2 = (2𝑛 + 𝜁)√𝑃𝑟𝑧0  and Ξ3 = (2𝑛 + 2 − 𝜁)√𝑃𝑟𝑧0, 

and  

𝜑1(𝜁, 𝑞) =  

∑
2!

𝛽!(2−𝛽)!

2
𝛽=0 ∑ ∑

((−Ξ8)𝑘−(−Ξ9)𝑘)

𝑘!
 ∞

𝑘=0
∞
𝑛=0   

∑
𝑘

2!

𝑚!(
𝑘

2
−𝑚)!

(−1)𝑚∞
𝑚=0   

× ∑ (−1)𝑝 (𝑚+𝑝−1)!

𝑝!(𝑚−1)!
𝛾−(𝛽+𝑝−2)(𝑧1)𝑝 𝑡−(𝛽+𝑝)

Γ(−(𝛽+𝑝)+1)
,∞

𝑝=0   

(106) 

where Ξ8 = (2𝑛 + 1 − 𝜁)√𝑃𝑟𝑧0 andΞ9 = (2 + 1 + ζ)√Pr𝑧0. 

Here, 

𝜔4(𝜁, 𝑞) =
𝐺𝑐

𝑞Λ0(
𝑆𝑐𝑧0𝑞

𝑞+𝛾
−Λ2) sinh √Λ2

(𝑞𝐻(𝑞) sinh ((1 − 𝜁)√Λ2) −

sinh(𝜁√Λ2)),   

(107) 

which can be written in abridged form as 

𝜔4(𝜁, 𝑞) = 𝐺𝑟(1 + 𝜆1)𝐽1(𝜁, 𝑞)(𝑞𝐺(𝑞)𝑅1(𝜁, 𝑞) −

𝑆1(𝜁, 𝑞)),  

(108) 

 

where 

𝐽1(𝜁, 𝑞) =
1

(𝑆𝑐𝑧0𝑞(𝑞𝑧1+𝛾)−(𝑞𝑧2+𝑏𝛾)(𝑞+𝛾)(1+𝜆1))
  (109) 

And its inverse LT 

𝐽1(𝜁, 𝑡) = − ∑ ∑
𝑓01

𝑛−𝑘𝑔01
𝑘

ℎ01
𝑛+1  

𝑛!

𝑘!(𝑛−𝑘)!
 
𝑡𝜂(𝑘−2𝑛)−1

Γ𝜂(𝑘−2𝑛)
,∞

𝑘=0
∞
𝑛=0    

(110) 

where 𝑓01 = (𝑆𝑐𝑧0𝑧1 − 𝑧2(1 + 𝜆1)),     𝑔01 = (𝑆𝑐𝑧0𝛾 −

𝑧2(1 + 𝜆1) − 𝑏𝛾(1 + 𝜆1)), ℎ01 = 𝑏𝛾2(1 + 𝜆1), 

The ω4(ζ, t) is expressed as 

𝜔4(𝜁, 𝑡) = 𝐺𝑐(1 + 𝜆1)𝐽1(𝜁, 𝑡) ∗ (ℎ′(𝑡) ∗ 𝑅1(𝜁, 𝑡) −

𝑆2(𝜁, 𝑡)),  

(111) 

where we get the values of 𝐽1(𝜁, 𝑡) , 𝑅1(𝜁, 𝑡) , 𝑆1(𝜁, 𝑡)  from 
Eqs(110), (99) and (100), respectively. 

The expression for ω5(ζ, q) is stated below as 

𝜔4(𝜁, 𝑞) =

𝐺𝑐

𝑞Λ0(
𝑆𝑐𝑧0𝑞

𝑞+𝛾
−Λ2) sinh √

𝑆𝑐𝑧0𝑞

𝑞+𝛾

(𝑞𝐻(𝑞) sinh ((1 −

𝜁)√
𝑆𝑐𝑧0𝑞

𝑞+𝛾
) − sinh (𝜁√

𝑆𝑐𝑧0𝑞

𝑞+𝛾
)).  

(112) 

For simplification, 

𝜔5(𝜁, 𝑡) = 𝐺𝑐(1 + 𝜆1)𝐽1(𝜁, 𝑞)(𝑞𝐻(𝑞)𝜓1(𝜁, 𝑞) −

𝜓1(𝜁, 𝑞)),  
(113) 

and its inverse LT will take the form 

(𝜁, 𝑡) = 𝐺𝑐(1 + 𝜆1)𝐽1(𝜁, 𝑡)

∗ (ℎ′(𝑡) ∗ 𝜓1(𝜁, 𝑡) − 𝜓2(𝜁, 𝑡)),  (114) 

where 

𝜓1(𝜁, 𝑞) =  

∑
2!

𝛽!(2−𝛽)!

2
𝛽=0 ∑ ∑

((−Ξ2)𝑘−(−Ξ3)𝑘)

𝑘!
 ∞

𝑘=0
∞
𝑛=0    

× ∑
𝑘

2!

𝑚!(
𝑘

2
−𝑚)!

(−1)𝑚∞
𝑚=0   

× ∑ (−1)𝑝 (𝑚+𝑝−1)!

𝑝!(𝑚−1)!
𝛾−(𝛽+𝑝−2)(𝑧1)𝑝 𝑡−(𝛽+𝑝)

𝛤(−(𝛽+𝑝)+1)
,∞

𝑝=0   

(115) 

𝜓2(𝜁, 𝑞) =  

∑
2!

𝛽!(2−𝛽)!

2
𝛽=0 ∑ ∑

((−Ξ10)𝑘−(−Ξ11)𝑘)

𝑘!
 ∞

𝑘=0
∞
𝑛=0    

× ∑
𝑘

2!

𝑚!(
𝑘

2
−𝑚)!

(−1)𝑚∞
𝑚=0   

× ∑ (−1)𝑝 (𝑚+𝑝−1)!

𝑝!(𝑚−1)!
𝛾−(𝛽+𝑝−2)(𝑧1)𝑝 𝑡−(𝛽+𝑝)

𝛤(−(𝛽+𝑝)+1)
,∞

𝑝=0   

(116) 

where Ξ8 = (2𝑛 + 𝜁)√𝑆𝑐𝑧0 and   Ξ11 = (2 + 1 + ζ)√Sc𝑧0. 

Introducing the expression of 𝜔1(𝜁, 𝑡), 𝜔2(𝜁, 𝑡),  𝜔3(𝜁, 𝑡), 
𝜔4(𝜁, 𝑡), 𝜔5(𝜁, 𝑡) from Eqs (92), (101), (104), (111) and (114), 
respectively, into Eq. (89), the velocity solution is attained as 

𝜔(𝜁, 𝑡) = 𝜔1(𝜁, 𝑡) + 𝜔2(𝜁, 𝑡) − 𝜔3(𝜁, 𝑡) +
𝜔4(𝜁, 𝑡) − 𝜔5(𝜁, 𝑡).  

(117) 
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5. LIMITING CASES OF MOMENTUM EQUATION 

 
5.1. Velocity solution for second grade fluid 

5.1.1 Caputo sense 

Incorporating λ1 → 0, the velocity solution expressed in Eq. 
(40) transforms into the second-grade fluid solution 

�̅�(𝜁, 𝑞) =
𝐹(𝑞)

𝑠𝑖𝑛ℎ√Ω2
𝑠𝑖𝑛ℎ ((1 − 𝜁)√𝛶2) +

 
𝐺𝑟

𝑞Ω0(𝑃𝑟𝑞𝑛−Ω2)𝑠𝑖𝑛ℎ√𝛶2
(𝑞𝐺(𝑞)sinh (1 − 𝜁)√Ω2) −

sinh (𝜁√Ω2)) −

 
𝐺𝑟

𝑞𝛶0(𝑃𝑟𝑞𝑛−Ω2)𝑠𝑖𝑛ℎ√𝑃𝑟𝑞𝑛 (𝑞𝐺(𝑞)sinh (1 −

𝜁)√𝑃𝑟𝑞𝑛) − sinh (𝜁√𝑃𝑟𝑞𝑛)) +

  
𝐺𝑐

𝑞Ω0(𝑆𝑐𝑞𝑛−Ω2)𝑠𝑖𝑛ℎ√𝛶2
(𝑞𝐻(𝑞)sinh (1 − 𝜁)√Ω2) −

sinh (𝜁√Ω2)) −

   
𝐺𝑐

𝑞Ω0(𝑆𝑐𝑞𝑛−Ω2)𝑠𝑖𝑛ℎ√𝑆𝑐𝑞𝑛 (𝑞𝐻(𝑞) sinh(1 −

𝜁) √𝑆𝑐𝑞𝑛) − sinh(𝜁√𝑆𝑐𝑞𝑛)).  

(118) 

where  Ω0 = 1 + 𝜆𝑞𝑛, Ω2 =
𝜆1

𝛺0
.  

By taking Gc = 0 in Eq. (118), the solution obtained is similar 

to the limiting solution attained by Asgir et al. [40]. For η → 1, and 

resuming Gc = 0, we will get the limiting result obtained by Aleem 
et al. [39]. 

5.2. Caputo Fabrizio sense 

By taking λ1 → 0, the velocity solutions in Eq. (88) present 
the result of second-grade fluid 

𝜔(𝜁, 𝑞) =
𝐹(𝑞)

sinh √ϱ2
sinh ((1 − 𝜁)√ϱ2)

 +
𝐺𝑟

𝑞ϱ0(
𝑃𝑟𝑧0𝑞

𝑞+𝛾
−ϱ2) sinh √ϱ2

(𝑞𝐺(𝑞) sinh ((1 −

𝜁)√ϱ2) − sinh(𝜁√Λ2))  

 
𝐺𝑟

𝑞ϱ0(
𝑃𝑟𝑧0𝑞

𝑞+𝛾
−ϱ2) sinh √

𝑃𝑟𝑧0𝑞

𝑞+𝛾

(𝑞𝐺(𝑞) sinh ((1 −

𝜁)√
𝑃𝑟𝑧0𝑞

𝑞+𝛾
) − sinh (𝜁√

𝑃𝑟𝑧0𝑞

𝑞+𝛾
)) 

  +
𝐺𝑐

𝑞ϱ0(
𝑆𝑐𝑧0𝑞

𝑞+𝛾
−Λ2) sinh √ϱ2

(𝑞𝐻(𝑞) sinh ((1 −

𝜁)√ϱ2) − sinh(𝜁√ϱ2)) −

𝐺𝑐

𝑞ϱ0(
𝑆𝑐𝑧0𝑞

𝑞+𝛾
−Λ2) sinh √

𝑆𝑐𝑧0𝑞

𝑞+𝛾

(𝑞𝐻(𝑞) sinh ((1 −

𝜁)√
𝑆𝑐𝑧0𝑞

𝑞+𝛾
) − sinh (𝜁√

𝑆𝑐𝑧0𝑞

𝑞+𝛾
)),   

(119) 

where 𝑧0 =
1

1−𝜂
, 𝑧1 = 1 + 𝜆𝑧0,  ϱ0 = (

𝑞𝑧1+𝛾

(1+𝜆1)(𝑞+𝜆)
), Λ1 =

(
𝑞𝑧0

𝑞+𝜆
+

1

𝑘
+ 𝐻𝛼

2) , 𝜚2 =
Λ1

𝜚0
. For  𝜂 → 1, the results recovered 

are of ordinary second-grade fluid. Further taking 𝐺𝑐 = 0, the 
results attained are similar to the limiting result of velocity [39]. 

5.3. Velocity solution for viscous fluid  

5.3.1 Caputo sense 

By introducing  λ → 1, λ1 → 0, and absence of porosity 
reduces the velocity solution of Jeffrey fluid into viscous fluid 
solution, which is stated as below 

𝜔(𝜁, 𝑞) =
𝐹(𝑞)

sinh √𝑞𝑛+𝐻𝛼
2

sinh ((1 − 𝜁)√𝑞𝑛 + 𝐻𝛼
2) +

+
𝐺𝑟

𝑞(𝑃𝑟𝑞𝑛−(𝑞𝑛+𝐻𝛼
2)) 𝑠𝑖𝑛ℎ √𝑞𝑛+𝐻𝛼

2
(𝑞𝐺(𝑞) 𝑠𝑖𝑛ℎ ((1 −

𝜁)√𝑞𝑛 + 𝐻𝛼
2) − 𝑠𝑖𝑛ℎ(𝜁√𝑞𝑛 + 𝐻𝛼

2)) −
𝐺𝑟

𝑞(𝑃𝑟𝑞𝑛−(𝑞𝑛+𝐻𝛼
2)) 𝑠𝑖𝑛ℎ √𝑃𝑟𝑞𝑛

(𝑞𝐻(𝑞) 𝑠𝑖𝑛ℎ ((1 −

𝜁)√𝑃𝑟𝑞𝑛) − 𝑠𝑖𝑛ℎ(𝜁√𝑃𝑟𝑞𝑛)) +

 
𝐺𝑐

𝑞(𝑆𝑐𝑞𝑛−(𝑞𝑛+𝐻𝛼
2)) 𝑠𝑖𝑛ℎ √𝑞𝑛+𝐻𝛼

2
(𝑞𝐺(𝑞) 𝑠𝑖𝑛ℎ ((1 −

𝜁)√𝑞𝑛 + 𝐻𝛼
2) − 𝑠𝑖𝑛ℎ(𝜁√𝑞𝑛 + 𝐻𝛼

2)) −
𝐺𝑐

𝑞(𝑆𝑐𝑞𝑛−(𝑞𝑛+𝐻𝛼
2)) 𝑠𝑖𝑛ℎ √𝑃𝑟𝑞𝑛

(𝑞𝐻(𝑞) 𝑠𝑖𝑛ℎ ((1 −

𝜁)√𝑃𝑟𝑞𝑛) − 𝑠𝑖𝑛ℎ(𝜁√𝑃𝑟𝑞𝑛)).   

(120) 

Further taking Gc = 0, the results attained are similiar to the 

limiting result of velocity [40]. For η →  1, and Gc = 0, we will 
attain the results for ordinary viscous fluid obtained by Aleem et 
al. [39]. 

5.3.2 Caputo Fabrizio sense 

By introducing  λ → 0, λ1 → 0, in Eq. (88) and the absence 
of porosity presents the velocity solution of viscous fluid as below 

𝜔(𝜁, 𝑞) =

𝐹(𝑞)

sinh √
𝑞𝑧0
𝑞+𝛾

+𝐻𝛼
2

sinh ((1 − 𝜁)√
𝑞𝑧0

𝑞+𝛾
+ 𝐻𝛼

2) +

𝐺𝑟

𝑞(
𝑃𝑟𝑧0𝑞

𝑞+𝛾
−(

𝑞𝑧0
𝑞+𝛾

+𝐻𝛼
2)) 𝑠𝑖𝑛ℎ √

𝑞𝑧0
𝑞+𝛾

+𝐻𝛼
2

(𝑞𝐺(𝑞) 𝑠𝑖𝑛ℎ ((1 −

𝜁)√
𝑞𝑧0

𝑞+𝛾
+ 𝐻𝛼

2) − 𝑠𝑖𝑛ℎ (𝜁√
𝑞𝑧0

𝑞+𝛾
+ 𝐻𝛼

2)) −

𝐺𝑟

𝑞(
𝑃𝑟𝑧0𝑞

𝑞+𝛾
−(

𝑞𝑧0
𝑞+𝛾

+𝐻𝛼
2)) 𝑠𝑖𝑛ℎ √

𝑃𝑟𝑧0𝑞

𝑞+𝛾

(𝑞𝐺(𝑞) 𝑠𝑖𝑛ℎ ((1 −

𝜁)√𝑃𝑟𝑞𝑛) − 𝑠𝑖𝑛ℎ(𝜁√𝑃𝑟𝑞𝑛)) +

 
𝐺𝑐

𝑞(
𝑆𝑐𝑧0𝑞

𝑞+𝛾
−(

𝑞𝑧0
𝑞+𝛾

+𝐻𝛼
2)) 𝑠𝑖𝑛ℎ √

𝑞𝑧0
𝑞+𝛾

+𝐻𝛼
2

(𝑞𝐺(𝑞) 𝑠𝑖𝑛ℎ ((1 −

𝜁)√
𝑞𝑧0

𝑞+𝛾
+ 𝐻𝛼

2) − 𝑠𝑖𝑛ℎ (𝜁√
𝑞𝑧0

𝑞+𝛾
+ 𝐻𝛼

2)) −

𝐺𝑐

𝑞(
𝑆𝑐𝑧0𝑞

𝑞+𝛾
−(

𝑞𝑧0
𝑞+𝛾

+𝐻𝛼
2)) 𝑠𝑖𝑛ℎ √

𝑆𝑐𝑧0𝑞

𝑞+𝛾

(𝑞𝐻(𝑞) 𝑠𝑖𝑛ℎ ((1 −

𝜁)√
𝑆𝑐𝑧0𝑞

𝑞+𝛾
) − 𝑠𝑖𝑛ℎ (𝜁√

𝑆𝑐𝑧0𝑞

𝑞+𝛾
)),   

(121) 

where 𝑧0 =
1

1−𝜂
.  For 𝜂 →  1,  we will attain the results for 

ordinary viscous fluid obtained by Aleem et al. [39].  
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6. GRAPHS AND DISCUSSION 

The heat and mass transference study of MHD free 
convective flow of Jeffrey fluid bounded amidst two vertical plates 
via time-fractional C and CF is elaborated here. The flow 
phenomenon of the fluid happens owing to the moment of one 
plate while the other is kept constant. The dimensionless system 
of equations representing the fluid flow phenomenon is solved by 
the integral LT. The obtained results are presented in a series 
form. The graphical illustration is used to present the behaviour of 
embedded physical variables such as relaxation time, thermal 
Grashof number, permeability parameter, mass Grashof number, 
Schmidt number, Jeffrey fluid parameter Prandtl number and 
memory parameter on the temperature, concentration and velocity 

profile where the F(q) =
1

q
, G(q) =

1

q2 , H(q) =
1

q2 . Fig 2. 

manifests the temperature profile’s fractional parameter control. 

As η  increases, the boundary layer thickens, causing the 
temperature to rise. The boundary layer thickness elevates the 
heat of the particles. The finding for η → 1 is easily validated 
because it is already existing in the literature [39]. The 
concentration curves rise as well due to the same reason as 
shown in Fig. 5. The dominance of the mass diffusivity in fluid flow 
outcome is a reduction of the thermal boundary layer. The thermal 
boundary layer reduces, resulting in a decline in temperature. 

These are the effects of Pr which are elaborated in Fig. 3. 

 
Fig. 2. Temperature plot for multiple values η with Pr = 5 

The thermal boundary layer becomes thick with time, which 
results in an upgrade in temperature curves, as plotted in Fig. 4. 
We observed the similar impacts of time on the concentration 
profile graphed in Fig. 7. The govern of Sc on the concentration 
curves is depicted in Fig. 6. It is observed that the concentration 
descends with the rise in Sc values. Physically, this is true, 
because the Schmidt number increases and the concentration 
curves move towards the boundary, indicating the larger surface 
mass transfer. 

The effect of the memory parameter η on fluid flow is depicted 

in Fig. 8. It is obvious that as η  increases, so does the fluid 
velocity. The reason for this is that as η increases, so does the 
thickness of the boundary layer, resulting in velocity acceleration. 

 
Fig. 3. Temperature plot for multiple values of Pr with η = 0.3 

 
Fig. 4. Temperature plot for multiple values of t with Pr = 12 and η = 0.3 

 
Fig. 5. Concentration plot for multiple values η with Sc = 5.0 
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Fig. 6. Concentration plot for multiple values of Sc with η = 0.3 

 
Fig. 7. Concentration plot for multiple values of t with Sc = 5.0  

and η = 0.3 

 
Fig. 8. Velocity plot for multiple values η with Gr = 5,Gc = 8,k = 0.2, 

Sc = 0.5,Ha = 0.3, λ = 0.9, λ1 =1.6,Pr = 7 

The Prandtl number variation influence on the fluid flow is 

graphed in Fig. 9. From the figure, it is noted that higher Pr values 

reduce the velocity field. The thickness of the boundary layer was 
reduced with enhancement in the Prandtl number. 

To elaborate on the effects of Gr,  Fig. 10 is plotted. We 
observed that the fluid accelerates with the higher velocity with an 
ascent of thermal Grashof number Gr. Physically, increasing the 
value of Gr increases the buoyancy forces, which reduces the 
thickness of the momentum boundary layer and increases the 
velocity. 

 
Fig. 9. Velocity plot for multiple values of Pr, Gr = 5,Gc = 8,k = 0.2, 

Sc = 0.5,Ha = 0.3,λ = 0.9, λ1 =1.6, η = 0.3  

 
Fig. 10. Velocity plot for multiple values of Gr with Gc = 8,k = 0.2, 

  Sc = 0.5,Ha = 0.3,λ = 0.9, λ1 =1.6, Pr = 7,η = 0.3 

The velocity curves under the effect of mass Grashof number 
Gc can be observed in Fig. 11. It is observed that there is a rise in 
velocity curves with the ascent of mass Grashof number. This is 
true because the concentration gradient increases the buoyancy 
forces, and therefore velocity accelerates. 

Fig.12 elucidates the impacts of the porosity on the fluid flow. 
An increment in the estimation of the porosity parameter 
diminishes the fluid flow speed. Resistive forces bring about a 
decline in the speed of fluid flow. Fig 13. portrays the impacts of 
Sc on the fluid flow. Adding up the value of the Sc  results in 
descending velocity curves. The point to be observed is that 
higher values of the Schmidt number results in more viscosity in 
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fluid, causing a fall in the mass diffusion rate, and hence 
accordingly the fluid velocity diminishes. 

 
Fig. 11. Velocity plot for multiple values of Gc, with Gr = 5, 

 k = 0.2,Sc.=0.5,Ha = 0.3,λ = 0.9,λ1 = 1.6, Pr = 7, η = 0.3  

 
Fig. 12. Velocity plot for multiple values of K with with Gr = 5,Gc = 8, 

  Sc = 0.5,Ha = 0.3,λ =0.9,λ1 = 1.6,Pr = 7,η = 0.3 

 
Fig. 13. Velocity plot for multiple values of Sc with Gr = 5, Gc = 8, 

 k = 0.2, Ha = 0.3, λ = 0.9, λ1 = 1.6, Pr = 7, η = 0.3   

 
Fig. 14. Velocity plot for multiple values of Ha with Gr = 5,Gc = 8, 

   k = 0.2,Sc = 0.5,λ = 0.9,λ1 = 1.6,Pr = 7,η = 0.3 

 
Fig. 15. Velocity plot for multiple values of λ  with Gr = 5, Gc = 8, 

 k = 0.2, Sc 0.5, Ha = 0.3, λ1 = 1.6, Pr = 7, η = 0.3 

 
Fig. 16. Velocity plot for multiple values of λ1  with Gr = 5, Gc = 8, 

  k = 0.2, Sc = 0.5, Ha = 0.3, λ = 0.9, Pr = 7, η = 0.3 
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Fig. 17. Velocity plot for multiple values of t  with Gr = 5, Gc = 8, k =

0.2, Sc = 0.5, Ha = 0.3, λ = 0.9, λ1 = 1.6, Pr = 7, η = 0.3 

 
Fig. 18. Velocity plot for multiple values of y  with Gr = 5, Gc =   8, k =

 0.2, Sc = 0.5, Ha = 0.3, λ1 = 1.6, Pr = 7, η = 0.3  

 
Fig. 19. Velocity plot for limiting cases 

The Hartman number impacts on the velocity of the fluid, as 
portrayed in Fig. 14. It has been observed that an ascent in the 
Hartman number reduces the fluid flow. This conduct is 

undeniable as transverse magnetic fields resist the flow of fluid 
and hence result in depreciation in the velocity field. 

The governing of material parameter λ on the fluid flow is 
elaborated in Fig. 15. It has been observed that with the enormity 
of λ  up, a descent in the velocity curves occurs owing to an 
increase in the viscous forces and elasticity of the fluid. 

To visualise the impact of the rheology of fluid in the presence 
of Jeffrey fluid parameter λ1  on the velocity curves, Fig.16 is 
graphed. It has been noticed that the fluid velocity boosts up as 

we add up the value of λ1. From the reasoning point of view, 
tangential stress increases, which accelerates the fluid flow. 

The velocity curves for the time variation are shown in Fig. 17. 
The flow of the fluid accelerates as time passes. 

The velocity curves versus time are shown in Fig. 18. 
In the comparison between the C and CF models, we noticed 

that the CF model has smaller velocity, temperature and 
concentration curves as compared with the C model. The limiting 
case’s velocity profile is plotted in Fig. 19. 
 

7. FINAL REMARKS 

Caputo and Caputo Fabrizio’s time-fractional approach is 
used to analyse the Jeffrey fluid on two parallel vertical plates 
immersed in a permeable medium. The exact expressions for 
temperature, concentration and velocity are obtained using the 
LT. The effect of the associated implanted parameters on velocity, 
temperature and concentration are detailed here using graphs. 
The following are the final remarks: 

 Increasing the fractional parameter η increases velocity, 
temperature and concentration. 

 Temperature curves decay with the rise in Pr and time. 

 Concentration profile decays with the rise in Sc and time. 

 The fluid velocity slows as the values of Pr,λ,Ha,K rise. 

 The enhancement in fluid flow is observed with the increase in 
Gr,Gc, λ1 and Sc values. 

 The C model has a higher velocity, temperature and 
concentration than the CF model. 

 The recovered results are of integer order derivative Jeffrey 
fluid for η → 1. 

 The results obtained for both λ → 0, λ1 → 0 and η → 1 are 
for ordinary viscous fluid. 
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Abstract: This paper deals with boiling heat transfer in the flow of water through an asymmetrically heated horizontal rectangular  
mini-channel. The mini-channel was made by gluing three transparent glass plates and a copper block. Through the glass window, the  
variable along the length of the mini-channel two-phase flow structures were recorded to determine local values of the void fraction. Four 
resistance heaters were attached to the copper block, powered by direct current, generating the heat initiating the flow boiling inside the 
channel. During the experiment, the following were measured: water volumetric flow rate, inlet pressure with pressure drop, inlet and outlet 
water temperature, copper block temperatures at three points inside its body, voltage and current supplied to the heaters. Stationary and 
laminar fluid flow with low Reynolds numbers were assumed in the mathematical model of heat transfer in selected elements of the  
measuring module. The temperature distributions in the copper block and flowing water were described by the appropriate energy  
equations: the Laplace equation for the copper block and the Fourier–Kirchhoff equation with parabolic fluid velocity for the flowing water. 
These equations were supplemented with a set of boundary conditions based on measurement data; moreover, data from experimental 
studies were the basis for numerical calculations and their verification. Two-dimensional temperature distributions of the copper block and 
water were calculated with the Trefftz method (TM). The main objective of this study was to determine the heat transfer coefficient on the 
contact surface of the copper block and water, which was calculated from the Robin boundary condition. The results of the calculations 
were compared with the results of numerical simulations performed using the Simcenter STAR-CCM+ software, obtaining consistent  
values. Computational fluid dynamics (CFD) simulations were verified based on experimental data including void fraction and temperature 
measurements of the copper block and flowing water. 

Key words: flow boiling, void fraction, heat transfer coefficient, Simcenter STAR-CCM+, CFD, Trefftz method  

1. INTRODUCTION. BRIEF STATE OF THE ART  

Boiling heat transfer in mini-channel flow has been the subject 
of extensive experimental and numerical research presented in 
the literature [1–11]. Due to the complexity of the process, the 
development of comprehensive correlations and/or flow boiling 
models based solely on experimental data is not possible. The 
use of numerical simulation in the modelling thermal and flow 
phenomena allows estimating the approximate values of physical 
parameters (e.g. temperature or pressure) and examining their 
impact on the studied phenomenon [8–11]. Numerical simulation 
also reduces the time needed for time-consuming and costly 
experimental investigation. However, it should be noted that the 
results of numerical simulations should always be verified based 
on the results of the experiment. 

Experimental studies of flows in mini- and micro-channels fo-
cus on boiling flow and, to a lesser extent, condensation. Flow 
modelling with change of fluid phase is hampered by the fact that 
these flows are described on a macroscopic scale as stationary, 
but the formation, growth, coagulation and collapse of vapour 
bubbles generate local non-stationary changes in temperature, 

pressure and flow velocity. Complex two-phase boiling flow mod-
els require numerous simplifying assumptions or hard-to-measure 
experimental data. For this reason, numerous models of specific 
boiling flow cases have been developed, such as the three-zone 
model for the case of flow of elongated bubbles [12,13] or the 
model for annular flow [9], both of which are the characteristic 
flows for mini- and micro-channels. The Lagrangian–Eulerian 
framework with finite element method (FEM) requires a laborious 
and complicated numerical procedure for a one-fluid model and 
thus has limited applicability [14].  

The briefly described state of modelling and numerical simula-
tion indicates the necessity for invention of a general and specific 
model of flow boiling in mini-channels as well as corresponding 
computation methods. The most common methods used in flow 
boiling in mini-channels include correlation equations, the Galerkin 
FEM, volume of fluid (VOF) method, lattice Boltzmann methods 
(LBM), the Trefftz method (TM) and the recently rapidly develop-
ing computational fluid dynamics (CFD) methods. The description 
of the current experimental and numerical approaches to the 
analysis of heat transfer in mini- and micro-channels can be found 
in the literature [5,15–18]. A particularly important parameter for 
the description of flow boiling is the local value of the void fraction, 
which causes the search for various non-intrusive methods of its 
measurement. In these methods, it is important that the measur-
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ing transducer does not disturb the flow and does not affect the 
observed two-phase structure. Methods that meet this condition 
are usually based on the use of changes in certain physical pa-
rameters of the flowing fluid related to the void fraction, e.g. 
change in the dielectric constant of the two-phase mixture (capaci-
tance method [19–21]), change in the acoustic properties of the 
two-phase mixture for ultrasonic wave propagation [22] and opti-
cal methods based on image analysis, which are often used in 
experimental studies of two-phase flows in mini-channels [18]. An 
extended overview of experimental techniques and correlations 
for the void fraction can be found in the literature [23]. 

In the presented experimental research, the new approach 
concerning high-speed filming with a high-resolution camera, 
specific photographic data reduction and experimental errors 
analysis of the observed two-phase boiling flow structures in a 
horizontal, rectangular mini-channel [3] was applied. This tech-
nique allowed simultaneous boiling two-phase flow visualisation 
and local void fraction measurement. 

In the paper, the results were obtained using the TM and nu-
merical simulation performed in the CFD environment. The choice 
of methods results from the main goal of the article, which is to 
formulate and solve a mathematical model concerning the heat 
transfer problem in flow boiling in mini-channels.  

The TM, compared to traditional numerical methods, offers 
advantages in terms of computational efficiency and accuracy. By 
utilising Trefftz functions, which are solutions to the governing 
equations, the method can provide highly accurate results, with 
fewer computational resources. The TM is a meshless method 
that allows for stable solutions to inverse heat transfer problems 
and does not require advanced software. Numerical simulations 
performed using CFD codes enable predictions and analysis of 
temperature distributions of heaters elements and working fluid in 
exchanges. This allows to gain deeper insights into the physics of 
the system and identify any heat transfer inefficiencies. 

In the paper, the results of numerical simulations were com-
pared with the results of the TM. Overall, the Trefftz and 
Simcenter STAR-CCM+ results are coincident. In the future, the 
TM can be used to validate, together with experimental data, the 
results of numerical simulations carried out on commercial CFD 
codes. 

2. EXPERIMENTAL APPARATUS AND PROCEDURE  

2.1. Experimental apparatus 

The diagram of the experimental apparatus is shown in Fig. 1. 
The mini-channel, which is the basic element of the apparatus, 
was created by gluing three transparent glass plates and a rec-
tangular milled copper block, as shown in Fig. 1b. The copper 
block forms the structural basis for the mini-channel and acts as a 
thermal buffer, ensuring equalisation of the temperature field. One 
of the surfaces of the block is the heating surface in the mini-
channel (Fig. 1b). Heat is generated by four flat heating resistors 
placed on the outer surface of the copper block opposite the 
heating surface in the mini-channel.  

The heating resistors were powered by a TDK Lambda GEN 
50–30 high-current DC power supply. Optiwhite glass was chosen 
as the construction material for the walls of the mini-channels. It is 
colourless, contains a limited amount of iron and has a high light 
transmission factor. To illuminate the channel, a proprietary illumi-

nator system based on Citizen CL-L233-HC13L1-C LED elements 
was used. LOCTITE® SI 5145 adhesive was used to glue the 
mini-channel glass and copper elements. The dimensions of the 
mini-channel are as follows: length 180 mm, width 4 mm and 
depth 1.5 mm, with a cross-section of 6 mm2. The hydraulic di-
ameter of the mini-channel is 2.18 mm, as shown in Fig.1b. Five 
thermocouples were placed in the mini-channel module, one at 
the inlet, one at the outlet of the mini-channel and three inside the 
copper heating block (Fig. 1b). Two pressure sensors were placed 
at the inlet and outlet of the channel. The flow of distilled water 
was generated by a precision gear pump and reached a maximum 

values of 1.5  107 m3/s. The flow in the mini-channel was 
laminar, where Re = 198. Flows at low Reynolds numbers are 
quite often used in miniature cooling systems for electronic devic-
es. 

 
Fig. 1. (a) Scheme of the experimental apparatus: 1 – measurement 

module with a mini-channel, 2 – copper heating block, 3 – tem-
perature and pressure sensors [Czaki K-type, TP-201; Kobold,  
0–2.5 bar], 4 – LED lighting, 5 – DC power supply [TDK Lambda], 
6 – cooler, 7 – fan, 8 – rotameter [Heinrichs], 9 – filter, 10 – preci-
sion gear pump [Tuthill Concord DGS 38 PP], 11 – pressure con-
trol, 12 – compressed air valves, 13 – compressed air tank,  
14 – preheater, 15 – control and measurement module [NI cDAQ-
9178 chassis], 16 – computer controlling the experiment with  
a LabView script, 17 – high-speed video camera [Phantom 711,  
Vision Research], Pca – compressed air pressure sensor; Tin, Pin 
temperature, pressure at the inlet to the channel, Tout, Pout tem-
perature, pressure at the outlet of the channel, (b) General view  
of the mini-channel: TC1, TC2 i TC3 thermocouples located inside 
 the copper heating block 

Figs. 2 and 3 show the view of the test stand and the measure-
ment module with a mini-channel, respectively. 
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Fig. 2. View of the experimental setup, markings as in Fig. 1 

 

Fig. 3. View of the measuring module with mini-channels, markings:  
1a – mini-channel, 18 – radiator of the LED illuminator,  
other markings as in Fig. 1. 

2.2. Experimental procedure 

The measurement procedure used for the experiments per-
formed at the stand (Fig. 1) is as follows: 
(a) Pumping the fluid through the mini-channel at the set volumet-
ric flow rate, inlet temperature and pressure. 
(b) Two-stage heating of the fluid up to the boiling point by using a 
preheater, followed by a heating copper block for the mini-
channel. 
(c) Recording of the basic thermal and flow parameters: water 
volumetric flow rate, water inlet and outlet temperatures, inlet 
pressure, pressure drop along the length of the mini-channel, 
power supply to the heater and temperature in three points of the 
copper heater. A single measurement had the following course: 
within 6–7 s, all experimental parameters were read and saved to 
a computer disk. 
(d) Filming two-phase flow structures with a high-speed video 
camera and saving the recorded file to a computer disk. 

Images of two-phase flow structures recorded by a high-speed 
camera were used to determine the local void fraction in the chan-
nel, as mentioned in papers [3,7]. This was achieved by a special-
ly developed procedure based on image analysis on the MatLab 
environment. 

3. MATHEMATICAL MODEL AND CALCULATION METHODS  

This paper study proposes two approaches to determine the 
heat transfer coefficient between a copper heating surface and 
distilled water flowing in a mini-channel. In the first approach, it 
was assumed that the temperature distribution of the copper block 

satisfies the Laplace equation, and the water temperature satisfies 
the corresponding the energy equation with one component of the 
velocity vector (with other components equal to zero) parallel to 
the direction of fluid flow. The given energy equations have been 
supplemented with an appropriate set of resulting boundary condi-
tions from measurement data. The semi-analytical TM [24] was 
used to determine the two-dimensional temperature distributions 
of the copper block and water. The idea behind the TM is to ap-
proximate the unknown solution of a partial differential equation 
with a linear combination of functions (these are the Trefftz func-
tions) that satisfy the equation exactly. Knowing the boundary 
conditions allows determining the coefficients of a linear combina-
tion based on the least squares method. The approximation ob-
tained in this way is a continuous and differentiable function that 
satisfies the governing equation in an exact manner and the 
boundary conditions in an approximate manner. In the presented 
approach, the knowledge of the temperature distribution of the 
copper block and water allows determining the heat transfer coef-
ficient at the copper block surface–water interface from the Robin 
boundary condition. A wide range of applications of the TM for 
solving direct and inverse engineering problems can be found in 
articles and monographs, e.g. [25–30]. 

In the second approach, as in [31], Simcenter STAR-CCM+ 
software was used to analyse the heat transfer in the measure-
ment module. The geometrical dimensions of the heating copper 
block and the physical parameters of both the material of the block 
and the flowing fluid were used in the numerical calculations, as 
well as the spatial orientation of the entire measurement module 
and the thermal and flow parameters recorded during the experi-
ment.  

It is important to note that the TM and CFD simulations have 
advantages and limitations, and the choice between the two 
methods depends on the specific problem at hand, the available 
resources and the desired accuracy and scope of the solution. 
Tab. 1 shows the differences between the Simcenter STAR-CCM+ 
simulation and the TM. 

Tab. 1. Differences between the Simcenter STAR-CCM+ simulation    
  and the TM 

Differences CFD simulation TM 

Need meshing + - 

Solution satisfies 

the governing 

equation 

Approximately Exactly 

Used to solve 

non-linear equa-

tions 

+  *) 

Domain 
No limitations on 

shape 
Simple shape **) 

Computer 
Requires large 

processing power 

Does not require large 

processing power and 

advanced software 

*Combination of the TM with other methods (e.g. FEM, Picard method) 

enables solving non-linear equations. 
**Geometrically complex domain can be divided into simple subdomains. 

3.1. Trefftz method 

The model given below is a simplified version of the model de-
scribed in [7], where it was assumed that the measurement mod-
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ule is in a steady state and the heat transfer process in the copper 
block and water is carried out in two directions: x (referring to the 
length of the block and the mini-channel) and perpendicular to it, y 
(referring to the height of the block and the depth of the mini-
channel δM). As in [7], assuming that the physical phenomena 
occurring on the side edges of the module do not significantly 
affect the thermodynamics of the process taking place in the 
central part of the module, further considerations concerned only 
the central part of the measurement module, i.e. the section along 

its length. A laminar flow with one velocity component v(y) with a 
parabolic profile fulfilling the condition was assumed in the chan-
nel: 

1

𝛿𝑀
∫ 𝑣(𝑦)𝑑𝑦

𝛿𝑀

0
= 𝑣ave           (1) 

where δM is the mini-channel depth, v(y) is the parabolic water 

velocity and vave is the average speed of water in the mini-
channel based on the known volume flow.  

The model assumes that the temperature of the copper block 
and water satisfies the Laplace equation and the Fourier–
Kirchhoff equation, respectively, in the appropriate forms: 

 For a copper block in the domain, 

 𝐷𝑐 = {(𝑥, 𝑦) ∈ 𝑅2 : 0 < 𝑥 < 𝐿, 0 < 𝑦 < 𝛿𝐶} 

𝛻2𝑇𝐶 = 0               (2) 

 For water in the domain, 

 𝐷𝑓 = {(𝑥, 𝑦) ∈ 𝑅2 : 0 < 𝑥 < 𝐿, 𝛿𝐶 < 𝑦 < 𝛿𝐶 + 𝛿𝑀}  

𝜆𝑓𝛻2𝑇𝑓 = 𝑣(𝑦)𝑐𝑝𝜌𝑓
𝜕𝑇𝑓

𝜕𝑥
           (3) 

where TC  is the cooper block temperature, δC  is the cooper 

block depth, L is the length of the measurement module, Tf  is 

liquid (water temperature), λf is the water thermal conductivity, ρf 
is the water density and cp is the water specific heat. For Eqs (2) 

and (3), the appropriate Dirichlet and Neumann boundary condi-
tions were adopted. Following boundary conditions were assumed 
for Eq. (2): 

 the temperature of the block 𝑇𝐶𝑘 is known from the measure-

ments in its three inner points (𝑥𝑘 , 𝛿𝑚𝑝) (Fig. 1b)  

𝑇𝐶(𝑥𝑘 , 𝛿𝑚𝑝) = 𝑇𝐶𝑘  for k = 1,2         (4)  

 its outer wall and walls perpendicular to the mini-channel are 
insulated  

𝜕𝑇𝐶(𝑥,0)

𝜕𝑦
= 0              (5) 

𝜕𝑇𝐶(0,𝑦)

𝜕𝑥
= 0              (6) 

𝜕𝑇𝐶(𝐿,𝑦)

𝜕𝑥
= 0              (7) 

 heat exchange takes place on the contact surface with the 
resistors, i.e. for 𝑥𝜖𝐷 , where 𝐷 = 〈2.5 𝑚𝑚; 41.5 𝑚𝑚〉 ∪
〈47.5 𝑚𝑚; 86.5 𝑚𝑚〉 ∪ 〈93.5 𝑚𝑚; 132.5 𝑚𝑚〉 ∪
〈139.5 𝑚𝑚; 178.5 𝑚𝑚〉 

𝜆𝐶
𝜕𝑇𝐶(𝑥,0)

𝜕𝑦
= −𝑞             (8) 

where 𝑞 is the heat flux and 𝜆𝐶  is the cooper thermal conductivity. 
The following assumptions constitute a set of boundary condi-

tions for Eq. (3):  

 ideal thermal contact between the copper block and the water 

𝑇𝐶(𝑥, 𝛿𝐶) = 𝑇𝑓(𝑥, 𝛿𝐶)          (9) 

𝜆𝐶
𝜕𝑇𝐶(𝑥,𝛿𝐶)

𝜕𝑦
= 𝜆𝑓

𝜕𝑇𝑓(𝑥,𝛿𝐶)

𝜕𝑦
              (10)  

 the knowledge of water temperature at the entrance and exit 
to/from the mini-channel 

𝑇𝑓(0, 𝑦) = 𝑇𝑓,𝑖𝑛              (11)  

𝑇𝑓(𝐿, 𝑦) = 𝑇𝑓,𝑜𝑢𝑡                    (12)  

where Tf,in  is the water temperature at the inlet to the mini-

channel and Tf,out is the water temperature at the outlet from the 

mini-channel. 
The system of differential equations defined in this way to-

gether with the boundary conditions leads to the solution of two 
inverse Cauchy-type problems [25,32] in two different regions 
(copper block and mini-channel) with different shapes and physi-
cal parameters. To determine the two-dimensional temperature 
distributions of the copper block and water, the TM described in 
detail in [28,29] was used. The knowledge of temperature distribu-
tion in both areas allows determining the heat transfer coefficient 
of on their contact surface from the Robin boundary condition: 

𝛼(𝑥) =
−𝜆𝐶

𝜕𝑇𝐶
𝜕𝑦

(1−𝜑(𝑥))

𝑇𝐶−𝑇𝑙,ave
               (13) 

where Tf,ave is the reference water temperature and φ is the local 

void fraction. 

Reference water temperature Tf,ave was calculated as the av-

erage water temperature in the mini-channel, and the local void 
fraction φ was approximated by the logistic curve in further calcu-
lations. 

3.2. Simcenter STAR-CCM+ software 

To verify the calculation results obtained by using the TM, the 
temperature distribution of the copper block and water and the 
value of the heat transfer coefficient were calculated using 
Simcenter STAR-CCM+ software (version 2020.2.1 (15.04.010-
R8)). 

The calculations assume that (i) the fluid flow is incompressi-
ble with a known constant flow rate, (ii) the temperature of the fluid 
at the inlet to the mini-channel and its overpressure at the outlet 
are known, (iii) the temperature of the copper block at three 
measurement points is known (Fig. 1b), (iv) there is no heat losses 
to the surroundings, (v) the heat flux delivered to the resistors is 
known and (vi) the material properties do not depend on tempera-
ture.  

A PC with an Intel Core i9 CPU (24 cores), clocked at 3.50 
GHz and 256 GB of RAM, was used for the calculations. The 
polyhedral computational grid in the entire module was created 
from 7,573,690 cells (the grid in the mini-channel consisted of 
340,198 cells), as shown in Fig. 4. The material parameters used 
in the calculations are presented in Tab. 2. 

Numerical calculations were performed using the multiphase 
VOF model found in the literature [33]. In this approach, the issues 
of heat transfer and fluid flow are described by the equations of 
mass, momentum and energy balances and the void fraction in a 
two-phase mixture. The problem formulated in this way is solved 
by the finite volume method (FVM) [34], which consists in discre-
tising the integral form of given equations to a system of algebraic 
equations. Values of functions in nodes located in the centres of 
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control areas equivalent to the cells of the calculation grid are 
sought. 

Tab. 2. Material parameters of the measurement module 

Element of the measuring module 

Material parameter 
Cooper 
block 

Heater 
Distilled  

water 

Density [kg/m3] 8,940.0 7,832.0 997.561 

Dynamic viscosity [Pa/s] - - 0.00088871 

Specific heat [J/kg/K] 386.0 434.0 4,181.72  

Thermal conductivity [W/m/K] 398.0 63.9 0.620271 

 

 

Fig.4. (a) Calculation grid applied to the mini-channel with the heating 
block, (b) enlargement of the cross-section at the entrance  
to the mini-channel, (c) water temperature at a distance  
of 0.0045 m from the inlet to the mini-channel, (d) middle cross-
section of the mini-channel with the heating block along their 
length, (e) heating block temperature in the middle cross-section 

Systematic refining of the grid size is important for computer 
simulations. 

The grid convergence method (GCI) [35,36], based on the 
Richardson extrapolation (RE) [37,38], was used to examine and 
evaluate the quality of the adopted computational grid. According 
to the procedure for estimation of discretisation error described in 
the literature [36] and recommended by the Fluids Engineering 
Division of the American Society of Mechanical Engineers 
(ASME), the grid convergence index for the 3D grid has the follow-
ing form: 

𝐺𝐶𝐼𝑖𝑗 =
1.25𝑒𝑖𝑗

𝑟𝑖𝑗
𝑝−1

                 (14) 

where  

𝑒𝑖𝑗 = |
𝜙𝑖−𝜙𝑗

𝜙𝑖
|                                    (15) 

while 𝜙𝑘 denotes the solution on the k th grid. 
The grid refinement factor r  in Eq. (14) was calculated ac-

cording to the following formula: 

𝑟𝑖𝑗 =
ℎ𝑖

ℎ𝑗
  for  ℎ𝑗 < ℎ𝑖                   (16) 

while the order p of the method is the solution of the following 
equation: 

𝑝 −

|𝑙𝑛|
𝜀32
𝜀21

|+𝑙𝑛
𝑟21

𝑝−sgn(
𝜀32
𝜀21

)

𝑟32
𝑝−sgn(

𝜀32
𝜀21

)
|

ln(𝑟21)
= 0             (17) 

where representative grid size h for the 3D grid was calculated 
from the following formula: 

ℎ = [
1

𝑁
∑ (Δ𝑉𝑖)

𝑁
𝑖=1 ]

1/3

              (18) 

and 𝑉𝑖 is the volume of the ith cell and N is the total number of 
cells used for the computations, 
while 

휀𝑖𝑗 = 𝜙𝑖 − 𝜙𝑗                  (19) 

where 𝜙𝑘 is defined as in Eq. (15). 
Calculations should be carried out for at least three different 

grids such that the grid refinement factor r should be >1.3 [36]. 
Additional extrapolated values can be taken from: 

𝜙𝑖𝑗
𝑒𝑥𝑡 =

𝑟𝑖𝑗
𝑝𝜙𝑗−𝜙𝑖

𝑟𝑖𝑗
𝑝−1

                   (20) 

and  

𝑒𝑖𝑗
𝑒𝑥𝑡 = |

𝜙𝑖𝑗
𝑒𝑥𝑡−𝜙𝑗

𝜙𝑖𝑗
𝑒𝑥𝑡 | .                (21) 

The aim of the calculation was the numerical uncertainty GCI21 in 
the fine-grid solution, which is the basis for generating the results 
presented in the article. Tab. 3 illustrates results of this calculation 
procedure for three selected grids.  

Tab. 3. Values of parameters in calculations of discretisation error 

Parameter 
Experiment 1 

𝒒 = 𝟕. 𝟖𝟎 kW/m2 

Experiment 2 

𝒒 = 𝟐𝟏. 𝟗𝟎 kW/m2 

     Experiment 3 

𝒒 = 𝟐𝟔. 𝟓𝟐 kW/m2 

N1 

N 2 

N 3 

7,573,690 
2,837,607 
1,251,945 

7,573,690 
2,837,607 
1,251,945 

7,573,690 
2,837,607 
1,251,945 

𝑟21 1.39 1.39 1.39 

𝑟32 1.31 1.31 1.31 

𝜙1 381.59 K 390.42 K 382.43 K 

𝜙2 381.69 K 390.77 K 382.30 K 

𝜙3 381.83 K 391.30 K 382.26 K 

p 1.4 2 2.9 

𝜙21
𝑒𝑥𝑡 381.40 K 390.04 K 382.51 K 

𝑒21 0.10% 0.30% 0.12% 

𝑒32 0.12% 0.44% 0.03% 

𝑒21
𝑒𝑥𝑡  0.17% 0.32% 0.07% 

𝐺𝐶𝐼21 0.21% 0.40% 0.09% 
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 Eq. (14) is interpreted as an uncertainty estimate of discretisa-
tion error [39], whereas Eqs (15) and (21) express the value of the 
approximate relative error. For the calculation of a more conserva-
tive estimate uncertainty of the discretisation error, authors of 
Report INL/EXT-06-11789 TRN: US0800104 [40] suggest the 
following formula: 

𝛿 =
1

4
(𝑒21 + 𝑒32 + 𝑒21

𝑒𝑥𝑡 + 𝐺𝐶𝐼21)                                       (22) 

The confidence interval (at a confidence level (1 – α) * 100%, here 
α = 0.05) of the estimate of the discretisation error was defined as 
follows: 

(𝑚𝑎𝑥 (0, 𝛿 − 𝑠 𝑡𝛼/2), 𝛿 + 𝑠 𝑡𝛼/2)                                         (23) 

where s is the estimate of the standard deviation of all the values 

calculated from Eqs (14), (15) and (21), and 𝑡𝛼/2  is calculated 

from T-distribution. For α = 0.05 (confidence level is equal to 95%) 
and the T-distribution with 3 degrees of freedom, the value of the 

coverage factor 𝑡𝛼/2 is equal to 3.182. 

Values of parameters lead to obtain the confidence interval de-
fined by Eq. (23), as given in Tab. 4. 

Tab. 4. Values of parameters in calculations of the estimate  
   of the  numerical uncertainty  

Parameter 
 

Experiment  1 
𝒒 = 𝟕. 𝟖𝟎 kW/m2 

Experiment  2 
𝒒 = 𝟐𝟏. 𝟗𝟎 kW/m2 

Experiment 
3  𝒒 =

𝟐𝟔. 𝟓𝟐 kW/m2 

𝛿 0.0015 0.0037 0.0008 

𝑠 0.0005 0.0007 0.0003 

𝑠 𝑡𝛼/2 0.0016 0.0022 0.0011 

 
As can be seen from Tab. 4, expanded uncertainty (at the con-

fidence level of 95%) of the discretisation error for the three se-
lected grids in presented experiments varies from 0.19% to 0.59%. 

4. RESULTS 

The values of other experimental parameters used in the 
calculations along with their measurement errors are presented 
in Tabs. 2 and 5. 

Tab. 5. Values of experimental parameters  
            and their measurement errors  

Parameter 
Variation range 

of the parameter 

Experimental 
error 

Inlet pressure [kPa] 5.33–26.33 1.25 

Pressure drop [Pa] 20.25–108.17 3.75 

Inlet temperature [K] 352–362 
0.5 

 

Outlet temperature [K] 374–382 0.5 

Average inlet subcooling [K] 17.10 0.5 

Copper block temperature at 
the measuring points [K] 

TC1:382.03–391.10   
TC2:382.92–391.96 

TC3:382.89–391.45 

0.5 

Ambient temperature [K] 294 0.5 

Heat flux [kW/m2] 7.80–26.52 6% 

Mass flux [kg/m2s] 11–111.9 7.8% 

 Fig. 5 lists the values of the experimentally determined void 
fraction, its approximation with the logistic curve and the results 
obtained from the simulations performed in STAR-CCM+.  

 

 

Fig. 5. (a) Experimental void fraction obtained from calculations using  
the STAR-CCM+ program, (b) Void fraction approximation with 
the logistic curve; experimental data: heat flux q = 7.80 kW/m2 
and vave =  0.011 m/s, heat flux q = 26.52 kW/m2 and vave =  
0.023 m/s 

The maximum absolute differences (MAD) are calculated us-
ing the following formula: 

𝑀𝐴𝐷 = 𝑚𝑎𝑥|𝑓 − 𝑔|               (24) 

where f, g are functions.  
The MAD between the experimental void fraction and the void 

fraction calculated using the STAR-CCM+ program ranged from 
0.12 to 0.31, and the largest differences occurred for the smallest 
heat fluxes (q = 7.80 kW/(m2 K)) and in the middle part of the mini-
channel. The logistic curve approximates the void fraction very 
well, where the smallest coefficient of determination R2 was 0.95. 
There is an increase in the void fraction with the increase in the 
distance from the inlet to the mini-channel, with slightly higher 
values for the void fraction approximated by the logistic curve than 
that obtained from the CFD program. The MAD between the 
values of both functions (i.e. the logistic curve and the void frac-
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tion obtained by STAR-CCM+) do not exceed 0.34, and the larg-
est differences occur in the middle part of the mini-channel.  

Fig. 6 shows the temperature of the copper block measured in 
three points (marked in Fig. 1b) with the temperature distributions 
obtained by using the TM and STAR-CCM+.   

 

 
Fig. 6. Temperature of the copper block measured in three points and the 

temperature obtained by using the TM and STAR-CCM+ program; 
experimental data: (a) heat flux q = 7.80 kW/m2,  
(b) heat flux q = 21.90 kW/m2  

To compare the measured and computed temperatures of the 
copper block, the maximum average relative difference (MARD) 
calculated from the formula are used: 

MARD = max (
‖𝑓−𝑔‖

‖𝑓‖
,

‖𝑓−𝑔‖

‖𝑔‖
)            (25) 

where ‖ ‖ denoted L 2 norm. 
The MARD and MAD for considered results are presented in 

Tab. 6.  
Fig. 7 shows the course of water temperature variability along 

the flow axis obtained by the TM and numerical simulations per-
formed in STAR-CCM+ for various heat fluxes. The water temper-
ature for both numerical approaches has similar values; the MAD 
between the results range from 5.33 K to 9.17 K (the largest dif-
ference is for heat flux q = 21.90 kW/m2). The MARD do not ex-
ceed 1%. 

 

Tab. 6. MARD and MAD values. 

Compared results MARD [%] MAD [K] 

The cooper block temperature 
measurements and results 
obtained by STAR-CCM+ 

0.14–0.26 0.56–1.01 

The cooper block temperature 
measurements and results 

obtained by the TM 
0.03–0.22 0.1–0.86 

Temperature of the cooper 
block obtained by the TM and 

STAR-CCM+ 
0.09–0.33 0.89-–1.25 

 

Fig. 7. Water temperature distribution along the flow axis obtained by the 
TM and STAR-CCM+ program; experimental data: (a) heat flux q 
= 7.80 kW/m2 and vave = 0.011 m/s, (b) heat flux q = 21.90 
kW/m2 and vave= 0.011 m/s. TM, Trefftz method 

 
Fig. 8. Temperature distribution of fluid in three cross-sections  

perpendicular to the flow direction: (a) x = 0.02 m, (b) x = 0.08 m,  
(c) x = 0.16 m and heat flux q = 21.90 kW/m2 
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 Fig. 9. Heat transfer coefficient obtained by the TM and STAR-CCM+ 

program. Below the graph, there are photos of two-phase struc-
tures and phase contours for the distance from the beginning  
of the channel: (a) 0.04 m, (b) 0.1 m, (c) 0.16 m. TM, Trefftz 
method 

Fig. 8 shows temperature distributions in selected cross-
sections (x = 0.02 m, x = 0.08 m, x = 0.16 m) of the fluid flow in 
the mini-channel. Temperature fields are determined based on a 
model of a homogeneous two-phase mixture. The actual course of 
boiling deviates from this strong assumption, and clustered phase 
structures of liquid and vapour are observed. However, from the 
point of view of the averaged parameters, it is assumed that both 
approaches are equivalent. The model of a homogeneous two-
phase mixture allows a good reflection of the temperature field in 
the cross-section of the fluid flow, which is well correlated with the 
probability of the appearance of vapour bubbles in the real flow. 

The dependence of the heat transfer coefficient as a function 
of distance from the inlet to the mini-channel is shown in Fig. 9, 
with a visible decrease in the growing distance. It is the effect of 
the increasing void fraction in the mini-channel (Fig. 5). The heat 
transfer coefficient calculated using CFD software “quickly” de-
creases compared to the coefficient calculated using the TM. The 
greatest differences between the values of heat transfer coeffi-
cients can be noticed in the initial section of the mini-channel, with 
the average difference between them reaching 1.6 kW/(m2 K).The 
largest differences between the results are achieved for the lowest 
heat flux.  

The effectiveness of the adopted computational grid was ex-
amined and assessed using the grid convergence method (GCI). 
Calculations were carried out for three different grids, with the grid 
refinement factor >1.3. The values of the numerical uncertainty 

𝐺𝐶𝐼21 in the fine-grid solution range from 0.09% to 0.40% (see 
Tab.3). As can be seen from Tab. 4, expanded uncertainty (at a 
confidence level of 95%) of the discretisation error for the three 
selected grids in presented experiments does not exceed 0.6%. 

5.  CONCLUSIONS 

The article describes the study of saturated boiling during the 
flow of distilled water through an asymmetrically heated mini-
channel. 

The results of experiments were the basis for numerical calcu-
lations. To solve the heat transfer problem, two numerical ap-
proaches were used: one approach was based on the Trefftz 
functions and the other based on the Simcenter STAR-CCM+ 
program. Inverse heat transfer problem was solved using the TM, 
while a direct heat transfer problem was solved using the 
Simcenter STAR-CCM+ program. 

The following conclusions can be drawn from the experiments 
and the analysis of the results obtained using the TM and the 
simulation in CFD software: 
 The results of CFD simulations are consistent with the results 

obtained by using the TM and the results of the experiment. 
The obtained MAD are at a low level, which allows validation 
of the CFD model and the calculations by the TM. 

 In selected experiments presented in this article, the value of 
the heat transfer coefficient determined by using the TM is 
higher than the heat transfer coefficient obtained from CFD 
simulations. The most significant differences were observed 
near the mini-channel inlet, and the average difference did not 
exceed 1.6 kW/(m2 K). 

 Regardless of the method used for determining the heat trans-
fer coefficient, the coefficient decreased with the increase in 
the distance from the inlet to the mini-channel, which was ac-
companied by an increase in the void fraction local value. 
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 Expanded uncertainty (at a confidence level of 95%) of the 
discretisation error for three selected grids in the presented 
experiments does not exceed 0.6% 
The advantage of CFD software lies in the ability to obtain a 

solution in domains with complex shapes and comprehensive 
analysis of results with their visualisation. It is worth noting that 
STAR CCM+ software requires discretisation of the studied do-
main, which leads to some simplifications and inaccuracies. The 
TM can bypass this problem by solving differential equations in 
the whole domain without meshing, which helps avoid discretisa-
tion errors. Additionally, the TM enables flexible incorporation of 
boundary conditions to the error functional, thus leading to a 
better representation of real conditions. 

The planned experimental studies are aimed at time-
dependent and non-adiabatic flows in mini-channels and modifica-
tion of the two-dimensional model and the TM. It is also planned to 
use CFD software in research, which will allow reducing the exper-
imental part in favour of numerical simulations. However, it should 
be kept in mind that the results of numerical simulations should 
always be verified by the results of the experiment.  
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Abstract: The wastewater treatment plant (WWTP) is a complex system due to its non-linearity, time-variance and multiple time scales  
in its dynamics among others. The most important control parameter in a WWTP is the dissolved oxygen (DO) concentration. The tracking 
problem of the DO concentration is one of the most fundamental issues in biological wastewater treatment. Proper control of DO  
concentration is necessary to achieve adequate biological conditions for microorganisms in the WWTP. Aeration is an important process to 
achieve those conditions, but it is expensive. It was performed using an aeration system, which includes blowers, pipelines and diffusers. 
This paper presents a new approach to designing a non-linear control system for controlling DO concentration using an adaptive  
backstepping algorithm. A model of biological processes and aeration system were applied in designing the control system. Simulation 
tests of the control system were performed and very good results on control were obtained. The proposed solution has proved  
to be effective and computationally efficient. 

Keywords: aeration system, backstepping control algorithm, dissolved oxygen, non-linear system, wastewater treatment plant, SBR 

1. INTRODUCTION 

The growth of global population and rising urbanization have 
contributed to diminishing clean water supply and irreversibly 
damaging many ecosystems. Therefore, uncontrolled disposal of 
wastewater and waste, which relies solely on the self-purifying 
properties of natural ecosystems, is not acceptable. The scientific 
and technical development allows to create better solutions in the 
field of wastewater treatment and reduces the negative effect on 
the environment, health and quality of people’s lives [1]. 

In this paper, a municipal, biological, batch-type (sequencing 
batch reactor [SBR]) wastewater treatment plant (WWTP) with 
fine-bubble compressed air aeration is applied. The biological 
processes occurring in a WWTP are complex dynamic, non-linear, 
time-variant processes with many interactions and varying time 
constants. Thus, it is justified to apply modern control algorithms 
to such a system. The main goal of developing new control meth-
ods for a WWTP is to improve pollution indices and maintain 
acceptable pollutant concentrations in the effluent, according to 
the water-law permit. Moreover, the objective is to improve the 
efficiency, i.e. reduce the operational costs of a WWTP, in particu-
lar, the cost of pumping air through the aeration system [2]. 

One of the most important factors that have an impact on the 
biological wastewater treatment process is dissolved oxygen (DO) 
concentration. The population and activity of waste-treating mi-
croorganisms vary depending on this factor. The demanded DO 
concentration is guaranteed through the wastewater aeration 

process. Additionally, it is used for mixing the activated sludge 
and raw wastewater. However, the aeration process generates 
the highest power consumption out of all the elements of the 
treatment process, and thus the highest operational costs of a 
WWTP [3]. Therefore, an efficient DO concentration and aeration 
system control allows to reduce these costs. 

The history of designing control algorithms for biological pro-
cesses in the activated sludge process dates back to the 1970s 
and 1980s. The examples of early DO concentration control algo-
rithms are a self-tuning, robust controller [4] and an adaptive 
controller with an online estimation of oxygen transfer and respira-
tion rates [5]. With the advancement of digital technology and 
increasing possibilities for automatic control algorithm implemen-
tation, more advanced control methods were developed, e.g., 
model predictive control (MPC). This method was used in the 
literature [6], where instead of generating a reachable reference 
trajectory, process performance was optimised using the econom-
ic objective function. In the literature [7], the authors proposed a 
two-level hierarchical control system with the supervisory layer 
(MPC and Fuzzy) designating the setpoint of the DO concentra-
tion based on the ammonia composition and the lower layer con-
troller (proportional-integral [PI]) dealing with DO concentration. 
Another fuzzy controller in the supervisory layer, which calculates 
the setpoint of DO concentration and adapts parameters of the 
lower control layer, was presented in the literature [8]. Fuzzy logic 
may also be applied in direct DO concentration control, e.g., using 
a fuzzy-proportional-integral-derivative (PID) control strategy [9]. 
In the literature [10], an adaptive PID controller with a radial basis 

https://orcid.org/0000-0003-4528-3449
https://orcid.org/0000-0002-7501-0436
https://orcid.org/0000-0002-8660-300X
https://orcid.org/0000-0001-6679-2985


Michał Kolankowski, Michał Banach, Robert Piotrowski, Tomasz Ujazdowski                        DOI 10.2478/ama-2023-0070 

A New Approach to Designing Control of Dissolved Oxygen and Aeration System in Sequencing Batch Reactor by Applied Backstepping Control Algorithm 

606 

function network for parameter adaptation was used to control the 
DO concentration. 

Designing model-based control (MPC) requires not only 
knowledge of the system and the design of utility models but also 
significant computational resources. Another challenge is the non-
linear nature of the DO and aeration system equations, and in the 
literature, one often encounters the use of approaches dedicated 
to solving linear problems, which can have negative effects on 
system robustness. Fuzzy control solutions have many ad-
vantages; however, their development requires substantial expert 
knowledge about the system and the formulation of a set of rules. 
Furthermore, despite the popularity of fuzzy control in academic 
research, it has limited practical implementations in various fields 
[11]. Another drawback of algorithms that require significant ex-
pert knowledge (MPC and Fuzzy) is the social concerns of opera-
tors and technologists regarding new technologies. On the other 
hand, popular PID controllers with fixed parameters are simple 
algorithms designed for linear problems. They remain popular, 
especially with additional modifications for parameter adaptation. 
However, in practice, most controllers of this type operate in basic 
versions with suboptimal settings or settings determined by engi-
neering methods, prioritizing system stability without considering 
the quality. 

The proposed adaptive backstepping algorithm is dedicated to 
non-linear problems, ensuring stability in the Lyapunov sense. 
Furthermore, due to its form, it can be easily implemented on 
programmable logic controllers (PLCs). An additional advantage is 
the algorithm’s adaptation capabilities, which are important in the 
context of differences between simulation systems and real-world 
systems where significant disturbances occur. 

Aeration is the most important and most expensive activity in 
WWTP [12]. From a control point of view, this system is dynamic 
and highly non-linear. Controlling this process using a PID control-
ler with fixed parameters, over a wide operating range, can be 

inefficient and ineffective. Therefore, a new approach to designing 
a non-linear control system for DO concentration control using an 
adaptive backstepping algorithm is proposed. 

The control method considered in this paper is applied in 
many different fields of technology. The adaptive backstepping 
method was used in the literature [13] to control a dual-arm of a 
humanoid robot based on fuzzy approximation. In literature [14], a 
double-star induction machine control system was designed using 
the backstepping method. The backstepping approach was ap-
plied for reference value tracking of flux and speed and for uncer-
tainty compensation. 

The remainder of this paper is organised as follows. Section 2 
includes the description of the case-study SBR system and its 
model, as well as the model of DO concentration and the descrip-
tion of the considered aeration system. The designed control 
system and its elements, followed by the synthesis of the back-
stepping controller are presented in Section 3. The simulation 
results are presented and discussed in Section 4. The paper 
concludes in Section 5. 

2. DESCRIPTION AND MODELLING OF THE CONTROL PLANT 

2.1. Sequencing batch reactor 

The process of wastewater treatment is divided into physical, 
biological and chemical methods. This paper concerns only bio-
logical methods. In biological treatment, the pollutants are trans-
formed or decomposed by microorganisms. The main objective of 
biological treatment is to remove or reduce the biodegradable 
organic matter, nitrogen and phosphorus compounds that are 
contained in wastewater to an acceptable level, according to the 
water-law permit [1]. 

 
Fig. 1. Scheme of the Swarzewo WWTP

One of the most common biological wastewater treatment 
methods is the activated sludge method, which is considered in 
the paper. The activated sludge is a suspension of flocs, which is 
mainly composed of anaerobic heterotrophic bacteria and other 
organisms, such as protozoa, rotifera and fungi, as well as mineral 
particles. Wastewater treatment is based on the mineralization of 

organic pollutants present in the effluent by the microorganisms of 
the activated sludge in controlled conditions. Because of this 
process, the microorganisms acquire the energy that is necessary 
for them to live. Additionally, mineral compounds of carbon, nitro-
gen, phosphorus and sulphur are formed and the biomass grows. 

The WWTP in Swarzewo is a biological-chemical-mechanical 
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system, which means that the treatment process consists of sev-
eral stages. The first stage of mechanical primary treatment in-
volves the retention of solid contaminants on grids, screens, grit 
chambers and sand separators. In the secondary stage, which is 
a biological treatment, the activated sludge method is applied. 
Then the sludge is separated from the treated wastewater in the 
sedimentation process. The process may be supported by using 
chemical reagents. 

The biological part of the WWTP in Swarzewo consists of six 
independent SBRs. The technological scheme of the plant is 
shown in Fig. 1. 

In this paper, the SBR 2 (see Fig. 1) and its aeration system 
are considered. The reactor’s capacity is 5,000 m3. A single SBR 
cycle includes the following phases: filling, biological reactions 
(aerobic and anaerobic), sedimentation, decantation and idling. At 
the end of the treatment process, the treated wastewater is dis-
charged into the Baltic Sea. The excess sludge is removed, fur-
ther processed, and finally may be used for the fertilization of 
crops. 

In the modelling of biological processes occurring in an SBR, 
a widely used model Activated Sludge Model No. 2d (ASM2d) was 
applied [14]. It is an extension of previous models: ASM1 and 
ASM2. It is one of the most popular descriptions of the activated 
sludge process. ASM2d consists of 21 biological processes and 
19 state variables, 8 of which describe soluble fractions and 11 
particulate fractions. The values of those parameters are equal to 
their default values at 20°C [15]. The model was implemented in 
the Simba environment, applying data and parameters of the 
WWTP in Swarzewo [16]. 

2.2. DO concentration 

The DO concentration is one of the most important variables 

in the control of biological processes. In this paper, the model 

proposed in the literature [17] was applied: 

𝑑DO(𝑡)

𝑑𝑡
= 𝑘𝐿𝑎 (𝑄air,ref(𝑡)) ⋅ (DOsat(𝑡) − DO(𝑡)) +

− 
DO(𝑡)

𝐾DO+DO(𝑡)
⋅ 𝑅(𝑡)     (1) 

𝑘𝐿𝑎 (𝑄air,ref(𝑡)) = α ⋅ 𝑄air,ref(𝑡)    (2) 

where kLa (∙) – oxygen transfer function into sewage through 

aeration system; Qair,ref – reference trajectory of airflow to SBR 

[m3/h]; DOsat = 8.63736 – dissolved oxygen saturation concentra-

tion [g O2/m3]; KDO= 2 – Monod constant [g O2/m3]; R – respira-

tion [g O2/m3 h]; α = 0.0016 – oxygen transfer coefficient [1/m3]. 

2.3. Aeration system 

During the aerobic phase, the wastewater is aerated by the 
aeration system (blowers, pipes and diffusers). This is the most 
expensive process in the WWTP. The scheme of the aeration 
system is presented in Fig. 2. 

The first component is the blower Aerzen AT 150-1.0S with a 
power of 11 5kW. It is connected via the main pipeline with a 
diameter of 0.4 m and a length of 62.7 m, and then separate pipes 
to two diffuser systems, which are located in the SBR. Disk mem-
brane diffusers ABS PIK 300 manufactured by Sulzer were used 
in the system. The working flow range of a single diffuser is 1.5–

8.0 m3/h, which means that it opens, when a pressure of 2 kPa is 
exceeded. The size of the obtained air bubbles is 1–3 mm. Diffus-
er systems 1 and 2 consist of 616 and 600 diffusers, respectively. 

 
Fig. 2. Structure of the aeration system in the Swarzewo WWTP  

Modelling the aeration system in an analogy to an electrical 
system, based on phenomena characteristic of fluid mechanics, 
has a long history [18]. In this model, the airflow is analogous to 
the amperage and the pressure drop is analogous to the voltage 
in the electrical circuit. The remaining elements are presented as 
resistors, capacitors, current and voltage sources. Based on the 
electrical diagrams, a mathematical model was derived. The 
aeration system was assumed to be a static element compared to 
the SBR model. The aeration system dynamics are measured in 
seconds; thus they are much faster compared to the SBR dynam-
ics (minutes and hours). Hence, the aeration system’s dynamics 
can be omitted when designing the control system. The scheme of 
the aeration system’s model is presented in Fig. 3. 

 
Fig. 3. Aeration system model 

Airflow, represented by Q in Fig.3, is an analogy to electric 
current. Air pressure drop Δp is analogous to voltage drop in 
electrical systems. The blower was approached, analogically to 
current sources, as elements with non-linear characteristics of 
airflow Qb [m3/h], which is a function of pressure drop on the 
blower Δpb [Pa] and its rotational speed nb [rpm]. Airflow re-
sistance at the connection point of the blower to the main pipeline 
was modelled by the resistance Rr. The variable resistance Cc 
was used to model the capacitance of the main pipeline. The two 
branches of the circuit at the right-hand side of the scheme are a 
model of two diffuser systems. Resistances Rg,j correspond to the 
airflow resistance of a pipeline leading to each diffuser system. 
Capacitances Cd,j correspond to the capacitances of those pipe-
lines, while resistances Rd,j – to airflow resistance of diffusers. 
The pressure drop Δph,j, which occurs in the SBR caused by the 
aeration system, was modelled as a voltage source. 

The characteristic of the blower is further described in Section 
3. The pressure drop on the blower is described by the following 
equation: 
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𝛥𝑝𝑏,𝑖 = 𝑝𝑏 − 𝑝𝑎 (3) 

where pb -– pressure at the output of the blower [Pa]; 

𝑝𝑎 = 1.014 ∙ 105-– atmospheric pressure [Pa]. 
The resistance Rr, which is a function of the airflow Qb, is giv-

en by: 

𝑅𝑟(𝑄𝑏) =
𝛥𝑝𝑟

𝑄𝑏
 (4) 

where Δpr– pressure drop on the resistance Rr related to the 
connection point of the blower to the main pipeline [Pa]. 

Pressure in the main pipeline, its dynamics, and the values 
describing – the capacitance Cc and the volume of the main 
pipeline it are as follows: 

𝛥𝑝𝑐 = 𝛥𝑝𝑏,𝑖 − 𝛥𝑝𝑟 + 𝑝𝑎 = 𝑝𝑏 − 𝛥𝑝𝑟; 𝑖 ∈ {1,2} (5) 

𝑑𝑝𝑐

𝑑𝑡
=

1

𝐶𝑐
(𝑄𝑏 − 𝑄𝑐)  (6) 

𝐶𝑐 = 𝑘𝑐𝑉𝑐𝑝𝑐;  𝑉𝑐 =
1

4
𝜋𝑑𝑐

2𝑙𝑐 (7) 

where pc – pressure in the main pipeline [Pa]; Cc – air capaci-

tance in the main pipeline [m3]; Qc – airflow in the main pipeline 

[m3/h]; kc – conversion coefficient [m2s4/kg2]; Vc – volume of the 

main pipeline [m3]; dc – diameter of the main pipeline [m]; lc – 

length of the main pipeline [m]. 

The values of the parameters kc, dc and lc were determined 

based on the geometry of the main pipeline. The formulas de-

scribing the capacitance of each diffuser system Cd,j and volume 

of each branch of the aeration system Vd,j take the following form: 

𝐶𝑑,𝑗 = 𝑘𝑑,𝑗𝑉𝑑,𝑗𝑝𝑑,𝑗;  𝑉𝑑,𝑗 =
1

4
𝜋𝑑𝑑,𝑗

2 𝑙𝑑,𝑗;  𝑗 ∈ {1,2} (8) 

where pd,j – pressure in the pipeline in the j-th branch [Pa]; Cd,j – 

air capacitance of the pipeline in the j-th branch [m3]; kd,j – con-

version coefficient in the j-th branch [m2s4/kg2]; Vd,j – volume of 

the pipeline in the j-th branch [m3]; dd,j – diameter of the pipeline 

in the j-th branch [m]; ld,j – length of the pipeline in the j-th branch 

[m]. 

The values of the parameters kd,j, dd,j and ld,j were deter-

mined based on the geometry of the main pipeline. 

The resistance Rg,j, which is a function of the airflow Qj in the 

j-th branch, is described by: 

𝑅𝑔,𝑗(𝑄𝑗) =
𝛥𝑝𝑔,𝑗

𝑄𝑗
 (9) 

where Δpg,j – pressure drop on the resistance Rg,j related to 
the pipeline of the j-th branch [Pa]. 

The inflow of air to the diffusers in the branch j Qair,j is as fol-
lows: 

𝑄𝑎𝑖𝑟,𝑗 = {
𝑤𝑗

𝛥𝑝𝑑,𝑗−𝛥𝑝𝑑,𝑗
open

𝑅𝑑,𝑗
dla 𝛥𝑝𝑑,𝑗 ≥ 𝛥𝑝𝑑,𝑗

open

0 dla 𝛥𝑝𝑑,𝑗 < 𝛥𝑝𝑑,𝑗
open

𝑗 ∈ {1,2}   (10) 

where wj – number of diffusers in the j-th branch[-]; Δpd,j
open

 – 

pressure drop across the pipeline of the j-th branch, necessary to 
open the diffuser [Pa]. 

The value of the parameter wj was determined based on the 

documentation of the WWTP. The value of Δpd,j
open

 was deter-

mined based on diffusers’ characteristics. 
The inflow of air to diffusers has the following dynamics: 

𝑅𝑑,𝑗𝐶𝑑,𝑗

𝑑𝑄air,𝑗

𝑑𝑡
+ 𝑄air,𝑗 = 𝑄𝑗  ;  𝑗 ∈ {1,2} (11) 

The pressure drop across the j-th branch is described by: 

𝛥𝑝ℎ,𝑗 = 𝜌gℎ𝑗  ;  𝑗 ∈ {1,2} (12) 

where ρ – density of wastewater in the reactor [kg/m3];  

g – standard gravity [m/s2]; hj – immersion depth of diffusers in 

the reactor in the j-th branch [m]. 

The total value of the airflow Qc inflowing to the system con-
sisting of two diffuser branches is the sum of airflows in each 
branch of the system: 

𝑄𝑐 = ∑ 𝑄𝑗𝑗∈{1,2}  (13) 

The influence of temperature on the pressure in the main 
pipeline was modelled as: 

𝑝𝑐 = 𝑝𝑏
𝑇2

𝑇1
 (14) 

where T1 – temperature of the pumped air at the input of the main 
pipeline [˚C]; T2 – temperature of the pumped air at the output of 
the main pipeline [˚C]. 

Airflow in each branch of the aeration system is related to the 
air temperature: 

𝑄1 =  
𝑇3

𝑇2
(𝑝𝑐 − 𝛥𝑝𝑑,1) ∙

1

𝑅𝑔,1
; 𝑄2 =  

𝑇4

𝑇2
(𝑝𝑐 − 𝛥𝑝𝑑,2) ∙

1

𝑅𝑔,2
 (15) 

where T3 – temperature of the pumped air in the first branch of 
the system [˚C]; T4 – temperature of the pumped air in the second 
branch of the system [˚C]. 

For the identification of the aeration system, a simplification of 
the model was performed. Because the values of parameters 
Rg,1 and Rg,2 are small and similar with each other, and the 
number of diffusers in each is similar, two diffuser systems were 
reduced to one. The scheme of the simplified model is presented 
in Fig. 4. 

 
Fig. 4. Simplified aeration system model. 
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The parameters of the equivalent branch are as follows: 

𝐶𝑑 =  𝐶𝑑,1 + 𝐶𝑑,2 (16) 

𝑄air =  𝑄air,1 + 𝑄air,2 = 𝑎𝑑 ∙ (𝑘1𝛥𝑝𝑑,1 + 𝑘2𝛥𝑝𝑑,2) (17) 

𝛥𝑝𝑑,1 =  𝛥𝑝𝑑,2 = 𝛥𝑝𝑑  (18) 

where ad – slope of the diffuser’s characteristic [-]; k1, k2 – num-
ber of diffusers in the first branch and the second branch, respec-
tively [-]. 

Given Eqs (17) and (18): 

𝑄𝑎𝑖𝑟 =  𝑎𝑑 ∙ (𝑘1 + 𝑘2) ∙ 𝛥𝑝𝑑 (19) 

The equivalent airflow resistance Rd is 

1

𝑅𝑑
=  

1

𝑅𝑑,1
+

1

𝑅𝑑,2
=

𝑄air

𝛥𝑝𝑑
= 𝑎𝑑 ∙ (𝑘1 + 𝑘2) (20) 

The final form of the simplified model of the aeration system con-
sists of the model of the blower, Eqs (6) and (7) and equations: 

𝑑∆𝑝𝑑

𝑑𝑡
=

𝑄𝑏

𝐶𝑐+𝐶𝑑
−  

∆𝑝𝑑

𝑅𝑑(𝐶𝑐+𝐶𝑑)
 (21) 

𝐶𝑑 =
1000∙𝑉𝑑

𝑅𝑚∙𝑇𝑑
;  𝑉𝑑 =

1

4
𝜋𝑑𝑑

2𝑙𝑑 (22) 

where Rm – gas constant [J·m3·K-1]. 
The aeration system model was implemented in the Matlab 

environment and verified based on the results of the simulation 
tests. The results were compared with data from the case study 
WWTP in Swarzewo. Because the results were satisfactory, the 
model was applied to the considered control system. 

3. CONTROL SYSTEM DESIGN 

The biological wastewater treatment processes in an SBR are 
non-linear complex processes. Therefore, designing a control 
system for it is not a trivial research task. However, it may be 
approached by decomposing the system into subsystems with 
different time constants. Then it is possible to apply a hierarchical 
control system with an upper-level controller (supervisory control-
ler) and a lower-level controller (see Fig. 5). 

 

 
Fig. 5. Scheme of the novel control system

The supervisory controller is responsible for specific phase or-
der in the SBR and the predefined duration of each phase. The 
input variable of the supervisory controller is the level of wastewater 
in the reactor h(t). Based on it, the duration of the filling phases is 
determined. In the filling phases, the reactor is filled to a specified 
level. The output of the controller is the state vector, which deter-
mines the state (on/off) of the following utilities or stages of the 
SBR work cycle: pumps responsible for the inflow of wastewater to 
the SBR, stirrers, blowers, decantation and excess sludge pumps. 
The order of the phases applied in the supervisory controller is 
given in Table 1. 

Tab. 1. Phases in the SBR’s cycle in the supervisory controller 
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Based on the phase of the SBR cycle, the supervisory control-
ler generates a control signal, which is the reference value of the 
DO concentration DOref(t). 

An inverse model of the aeration system was derived to find the 
control variables of the aeration system. In order to acquire the 
inverse model, the model described in the literature [19] was used. 
The output variable of the inverse model is nb(t) – which is a rela-
tive (to the characteristic velocity) rotational speed. The input varia-
bles of the inverse model are the reference value of airflow 
Qair,ref(t), which is calculated by the DO concentration controller 
and the pressure present in the aeration system p(t). 

The nb(t) is determined based on the matrix of characteristic 
velocities, the matrix of blower characteristic airflows and the matrix 
of blower characteristic pressures. 

Limitations, such as modelling the overheat and the surge of 
the blower, were included in the inverse model. The equations of 
the limitations are: 

𝑝1(𝑡) = 0.0094 ∙ 𝑄air,ref(𝑡) + 0.8792  (23) 

𝑝2(𝑡) = 0.0205 ∙ 𝑄air,ref(𝑡) − 36.1888 (24) 

𝑝3(𝑡) = 0.0094 ∙ 𝑄air,ref(𝑡) − 12.6264 (25) 

where p1(t), p2(t) and p3(t) are pressure limit functions. 

Supervisory

controller

Adaptive

backstepping

controller

Aeration system

inverse modelQ
air,ref

(t)
DOref(t)

Aeration system

nb(t)

SBR
Qair(t) DO(t)

Ntot(t)

Ptot(t)

ChZT(t)
Control plant

Measuring

devices

DOm(t)

hm(t)

-

p(t)
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The overheat limitation is active if the pressure in the aeration 
system p(t)<p1(t) or if p(t)<p2(t). The surge limitation is active if 
p(t)>p3(t). 

By considering the limitations, the characteristics of the blower 
were obtained (see Fig 6). 

 
Fig. 6. Characteristics of the blower 

The model of DO concentration (1)–(2) is a parametric, dynam-

ic, non-linear, deterministic and continuous lumped-parameter 

model. The parameter R(t) introduces uncertainty and time invari-

ance to the model, thus significantly complicating the task of de-

signing a controller for the process. The scheme of the DO concen-

tration control system is shown in Fig. 5. 

 
Fig. 5. Scheme of DO concentration control system 

In the role of the DO controller, the adaptive backstepping algo-
rithm was applied. It is a recursive method, which allows to achieve 
a globally stable control system for non-linear dynamic systems, as 
it ensures a solution for control and tracking problems. The method 
is based on a mathematical model and is used primarily for cas-
cade systems. At every step of the design process, a stable control 
law is achieved based on the Lyapunov function theorem. The 
classical backstepping method is used for designing a static feed-
back loop. However, if there are uncertainties in the system, which 
can be written as unknown, variable parameters, it is justifiable to 
use adaptive backstepping. It allows to design a dynamic feedback 
loop [20]. 

The disturbances in this control system are the total nitrogen 

Ntot(t), the total phosphorus Ptot(t) and the chemical oxygen de-

mand COD(t). 

The control variable is the reference value of airflow: u(t) =
Qair,ref(t). The unknown parameter is respiration: θ(t) = R(t). 

As the first step of the backstepping procedure, the control error 
variable ec(t) was defined as a deviation of the control variable from 
its reference value: 

𝑒𝑐(𝑡) = 𝐷𝑂(𝑡) − 𝐷𝑂ref(𝑡) (26) 

where ec(t) – control error. 
The derivative of the control error was obtained: 

𝑑𝑒𝑐(𝑡)

𝑑𝑡
=

𝑑DO(𝑡)

𝑑𝑡
−

𝑑DOref(𝑡)

𝑑𝑡
= −

DO(𝑡)

DO(𝑡)+𝐾DO
∙ 𝜃(𝑡) +  α ∙

(DOsat − DO(𝑡)) ∙ 𝑢(𝑡) −
𝑑DOref(𝑡)

𝑑𝑡
 (27) 

where θ(t) – unknown parameter [g O2/m3 h]. 
The following control law was proposed: 

𝑢(𝑡) =
1

𝛼(DOsat−DO(𝑡))
 (𝑘𝑒𝑐(𝑡) −

DO(𝑡)

DO(𝑡)+KDO
𝜃(𝑡) −

𝑑DO𝑟𝑒𝑓(𝑡)

𝑑𝑡
)

 (28) 

where k – controller parameter [1/h], k>0. 

The parameter θ(t) is unknown, thus it was substituted with its 

estimated value θ̂(t). Given this change, the control law Eq. (8) 
takes the form: 

𝑢(𝑡) =
1

𝛼(DOsat−DO(𝑡))
 (𝑘𝑒𝑐(𝑡) −

DO(𝑡)

DO(𝑡)+𝐾DO
�̂�(𝑡) −

𝑑DOref(𝑡)

𝑑𝑡
)

 (29) 

Given Eqs (7) and (9), the following equation was obtained: 

𝑑𝑒𝑐(𝑡)

𝑑𝑡
= −𝑘𝑒𝑐(𝑡) −

DO(𝑡)

DO(𝑡)+𝐾DO
∙ (𝜃(𝑡) − �̂�(𝑡)) (30) 

Lyapunov function was proposed: 

𝑉(𝑒𝑐) =
1

2
𝑒𝑐

2(𝑡) +
1

2𝛾
∙ (𝜃(𝑡) − �̂�(𝑡))2 (31) 

where γ – adaptation mechanism parameter [-]. 
Its derivative is: 

𝑑𝑉(𝑒𝑐)

𝑑𝑡
= 𝑒𝑐(𝑡) ∙

𝑑𝑒𝑐(𝑡)

𝑑𝑡
+

1

𝛾
∙ (𝜃(𝑡) − 𝜃(𝑡)) ∙ 𝜃(𝑡) (32) 

Substituting 
dec(t)

dt
 in Eq. (32) with Eq. (28): 

𝑑𝑉(𝑒𝑐)

𝑑𝑡
= −𝑘𝑒𝑐

2(𝑡) − (𝑒𝑐(𝑡) ∙
DO(𝑡)

DO(𝑡)+𝐾DO
+

1

𝛾
∙

𝑑�̂�(𝑡)

𝑑𝑡
) ∙

(𝜃(𝑡) − �̂�(𝑡)) (33) 

The following adaptation law was proposed: 

𝑑�̂�(𝑡)

𝑑𝑡
= −𝛾 ∙ 𝑒𝑐(𝑡) ∙

DO(𝑡)

DO(𝑡)+𝐾𝐷𝑂
 (34) 

Finally: 

𝑑𝑉(𝑒𝑐)

𝑑𝑡
= −𝑘𝑒𝑐

2(𝑡) < 0 (35) 

Hence, the Lyapunov function’s derivative is negative definite, 
thus it guarantees asymptotic convergence of the control error ec(t) 
to zero. 

Adaptation law

Adaptive

backstepping

controller
DOref(t)

0(t)
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Control plant
Q

air,ref
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4. RESULTS AND DISCUSSION 

The simulation results of the control system designed in Section 
3 are shown in Fig. 7. Full work cycle of the SBR is presented. The 
cycle includes three aerobic phases with a predetermined duration. 
During these phases, the aeration system and the DO controller are 
activated. Outside aerobic phases, the DO controller is turned off, 
which means that the control signal Qair,ref(t) (Fig. 7b) is set as 
zero. 

DO(t) was compared with its reference trajectory in Fig. 7a. Due 
to the time variance of the control plant and the influence of dis-
turbances, the trajectory of DO(t) in each aerobic phase differs. The 
achieved rise time of DO(t) was within the range of 3.73–4.23 min 
and it was satisfactory. The shortest rise time was achieved for the 
second aerobic phase and it was approximately 3.73 min. The 
longest rise time was achieved for the third aerobic phase and it 
was approximately 4.23 min. Following the overshoot at the begin-
ning of each aerobic phase, DO(t) is maintained within an accepta-
ble control error value, as the control error does not exceed 2.5% of 
the reference value. The ‘noise’ in the DO(t) signal in a steady state 
is a result of the aeration system’s action. The control signal 
Qair,ref(t) (Fig. 7b) assumes negative values, although it is not 
physically achievable. However, in the aeration system inverse 
model, the negative values of Qair,ref(t) are set as zero; thus it 
does not affect the functioning of the control system. The trajectory 
of Qair(t), which is the output of the aeration system, is shown in 
Fig. 7c. The values assumed by Qair(t) are as expected, which 
shows that the control system has been designed correctly. 

a) 

 

b) 

 

c) 

 

Fig. 7. Control results for constant DOref trajectory; a) dissolved oxygen;   
 b) reference airflow trajectory; c) airflow rate 

An analysis of the algorithm for a variable DO trajectory was al-
so carried out (Fig. 8). It was assumed that in the first phase the 
wastewater is under-oxygenated therefore an increased DO refer-
ence value was used, while in the third phase, the DO value was 
reduced, due to the pre-oxygenation in the previous phases. 

Overall, the obtained results highlight the successful implemen-
tation of the DO control strategy. The control system demonstrated 

its capability to achieve high-quality control performance for both 
variable and constant setpoint trajectories, ensuring the desired DO 
levels are maintained with accuracy and stability. These findings 
contribute to the understanding of the effectiveness of the control 
algorithm in practical applications and provide valuable insights for 
future process optimisation and control improvements. 

a) 

 

b) 

 

c) 

 

Fig. 8. Control results for variable DOref trajectory; a) dissolved oxygen;  
  b) reference airflow trajectory; c) airflow rate 

Rapid attainment of the desired DO value is crucial in maintain-
ing the proper duration of the phase. Microorganisms rapidly con-
sume the supplied oxygen, making the speed of reaching the set-
point more important in the context of reactor conditions than the 
occurrence of overshoot. 

5. CONCLUSIONS 

In this paper, a novel approach to designing a controller track-
ing the reference trajectory of DO concentration was presented.  
A hierarchical control system with an adaptive backstepping con-
troller as the lower-level controller was designed. Simulation tests 
of the control system were performed based on real data from the 
Swarzewo WWTP and the properties and performance of the con-
trol system were assessed. A good tracking performance was 
achieved. The results obtained for the fixed and variable DO refer-
ence trajectory are satisfactory. The control error does not exceed 
2.5% of the reference value, and a near-zero steady-state deviation 
was obtained for each oxygen phase in both cases. Furthermore, in 
addition to good control performance, the presented algorithm has 
low computational complexity and adaptability to ensure control 
robustness. 

The next step of this research will be designing and implement-
ing an optimal supervisory controller, which allows to achieve an 
appropriate quality of cleared wastewater while maintaining minimal 
operational costs of the WWTP. 
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