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Abstract: The features of magneto-abrasive machining of taps for metric thread cutting were investigated. The calculation method 
of integral intensity of the magneto-abrasive machining of the working surfaces of the taps by the quantitative values of normal 
and tangential components of moving speed of the quasi-stable volumes of the magneto-abrasive tool was developed. Based  
on the results of calculations, it was possible to predict the probable influence of the taps’ location in the working zone on the quality  
and efficiency of machining their working surfaces. The calculation method is relevant for taps of all diameters with a profile angle of 60°.  
The working surfaces of the tool would not be effectively machined if the location angle of taps to the plane of the working zone  
of the machine equals 20–60°. Depending on the expected major polishing or strengthening effect of magneto-abrasive machining, the 
taps are required to be located at an angle of 60–90° to the plane of the working zone of the machine. 

Keywords: Tap, magneto-abrasive machining, cutting tools, machining intensity, polishing effect, strengthening effect 

1. INTRODUCTION 

Taps are widely used for the formation and machining of an 
internal metric thread. They are used on different types of ma-
chines that provide rotational and translational motions (Patel et 
al., 2011). However, while using taps, some problems do occur, 
such problems as rapid wear, teeth chipping, size loss, binding 
and breakdown of the tool due to inefficient removal of chips, high 
cutting forces or inadequate strength (Benga et al., 2009; Gultekin 
and Ihsan, 2016; Pereira et al., 2020; Piska and Sliwkova, 2015; 
Saito et al., 2016). One of the promising finishing technologies for 
improving the quality and working capacity of the cutting tool (СТ) 
is magneto-abrasive machining (MAM) (Baron, 2008; Hashimoto 
et al., 2016; Jain et al., 2007; Mori et al., 2003; Singh et al., 2013; 
Vahdati and Rasouli, 2016). Investigation of influence of the MAМ 
process on the state of microgeometry of details showed that it is 
appropriate to use at the final stages of production. This method 
allows the occurrence of combined influence on the state of the 
surface layer, controllably change its physical and mechanical 
properties, microgeometry as the working surfaces and the cutting 
edges of the tool (Baron, 2008; Denkena et al., 2014; Karpus-
chewski et al., 2009; Maiboroda et al., 2012a,b, 2017; Olt et al., 
2018; Payam et al., 2016; Shadab et al., 2017; Tikal, 2009; Wu et 
al., 2016; Yamaguchi et al., 2014). 

The geometry of working part of the taps, particularly their cut-
ting edges, has a complex space shape. The modes and condi-
tions of MAM of the taps will be significantly different from the 
machining modes of other cutting tools (Baron, 2008; Denkena et 
al., 2014; Karpuschewski et al., 2009; Keksin, 2013; Maiboroda et 
al., 2012, 2017; Maksarov and Keksin, 2018). A great influence on 
the quality indexes of the tools have features of location of the 
taps in the working zone of the machine, rotation speed, value of 
magnetic induction, type and fraction of the magneto-abrasive 

powder. Information on the study of influence of the location and 
rotation speed of taps during MAM process on the intensity and 
quality of machining their complex surfaces is lacking. The papers 
Dzhulii and Maiboroda (2008), Jayswal et al. (2005), Keksin 
(2013), Kim and Choi (1995) and Kwak (2012) give the methodol-
ogy and certain results of the process simulation and determina-
tion of parameters of MAМ, which have an influence on the quality 
of surfaces. Improvement of the calculation methodology, which is 
aimed at determining the intensity of machining of working surfac-
es of taps, depending on such parameters as the location in the 
working zone of the machine and the rotation speed, will allow 
performing prediction and optimization of the method of MAМ of 
this tool. 

The goal of the research is to study the features of МАМ of 
taps in the ring-type working zone and conditions for effective 
machining of their working surfaces and cutting edges. 

2. MATHEMATICAL MODEL OF THE МАМ PROCESS  
OF THE TAPS 

The mathematical model of the MAM process of the taps with 
an angle between the flanks equal to 60 degrees was developed 
for machines with a circular arrangement of the working area 
(Maiboroda et al., 2017). The model was developed to determine 
the probable normal 𝑉𝑛 and tangential 𝑉𝜏 components of the 
moving speed of individual quasi-stable volumes of the magneto-
abrasive tool (MAT), which come in contact with machined surface 
at each investigated point of working part of tap and for identifying 
specific zones during machining. The diagram of taps’ positioning 
in this type of machine is shown in Fig. 1. On the diagram, p is the 
angle of mandrel inclination, which is measured in a tangent plane 
to the plane of the working zone of the machine, q is the angle of 
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rotation of the mandrel relative to the tangent plane to the ring-
type working zone. For the mathematical modelling of the MAM 
process, we set the following coordinate systems: 

 the coordinate system XWYWZW is connected with a ring-type 
working zone and rotates with a frequency ωW around ZW axis; 

 the coordinate system XMYMZM is connected with the mandrel. 
An axis ZM is the axis of rotation of the mandrel. This coordi-
nate system rotates around YW axis by an angle p, as well as 

around the vertical axis ZW by an angle q, which allows inclin-
ing the tap by an arbitrary angle in the working zone. The co-
ordinate system XMYMZM is offset relative to the vertical axis 
ZW of the working zone of the machine by the value of A – the 
radius of the middle part of the annular working zone; 

 the coordinate system XТYТZТ is connected with the machined 
tap and rotates at a speed ωM around the axis ZМ. 

 
Fig. 1. Diagram of location of coordinate systems in mathematical modelling of the process 

For determining the coordinates of a given point P and the di-
rection of the vector of normal N in the coordinate system of the 
mandrel when the tap is rotated about its own axis by the angle ε, 
we use the rotation matrix of the vector by the angle M(ε): 

𝐌(𝜺) = (
cos 𝜀 − sin 𝜀 0
sin 𝜀 cos 𝜀 0
0 0 1

) (3) 

𝐏𝑴 =  𝐌(𝜺) ∙ 𝐏 (4) 

𝐍𝑴 =  𝐌(𝜺) ∙ 𝐍 (5) 

The coordinates of the given point P and the direction of the 
vector of normal N in the coordinate system of the annular work-
ing zone at the inclination of the mandrel by the angle p and the 
rotation by the angle q are defined as: 

𝐌(𝒑) = (
1 0 0
0 sin 𝑝 − cos 𝑝
0 cos 𝑝 sin 𝑝

) (6) 

𝐌(𝒒) = (
cos 𝑞 − sin 𝑞 0
sin 𝑞 cos 𝑞 0
0 0 1

) (7) 

𝐏𝑾 =  𝐌(𝒑) ∙ 𝐌(𝒒) ∙ 𝐏𝑴 + 𝐴 (8) 

𝐍𝑾 =  𝐌(𝒑) ∙ 𝐌(𝒒) ∙ 𝐍𝑴 (9) 

where M(p) is the matrix of the rotation of the vector by the angle 
p; M(q) is the matrix of the rotation of the vector by the angle q; A- 
radius of the annular working zone. 

We determine the speed of moving the point around the axis 
of the annular working zone VW  using the equation: 

𝐑𝑾 = [
(𝐏𝑾)0

(𝐏𝑾)1
0

] (10) 

𝐕𝑾 = 𝑤𝑊 × 𝐑𝑾 (11) 

where RW is the distance from the given point on the working 
surface of the tap to ZW axis of the annular working zone. 

We determine the linear speed of moving the point around the 
axis of the mandrel VM using the below equation: 

𝐑𝑴 = [
(𝐏𝑴)0
(𝐏𝑴)1

0

] (12) 

𝐕𝑴 = 𝐌(𝒑) ∙ 𝐌(𝒒) ∙ (𝑤𝑀 × 𝐑𝑴) (13) 

where RM is the distance from the point to the mandrel axis ZM. 
The absolute speed of moving of the point V is defined as: 

𝐕 = 𝐕𝑾 + 𝐕𝑴 (14) 

The angle β between the vector of speed and the vector of 
normal to the surface at the concrete point of the working surface 
is determined as: 

𝛽 = cos−1 (
𝐕 ∙ 𝐍𝑾

|𝐕| ∙ |𝐍𝑾|
) (15) 

Then, the value of normal Vn and tangential Vτ components 
of the moving speed of quasi-stable volumes of MAT in the inves-
tigated point of the working surface of the taps is determined as: 

𝑉𝑛 = |𝐕| ∙ cos 𝛽 (16) 

𝑉𝜏 = |𝐕| ∙ sin 𝛽 (17) 

Depending on the direction of the speed vectors of the proba-
ble relative movement of the quasi-stable volumes of the MAT, 
that are in contact with the surface of the taps, a different nature 
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of their interaction is possible. Namely, there may be either a 
predominant polishing process, or a process of strengthening the 
surface layer, or even a machining process may be absent, when 
the surface of the tool is located in the ‘shadow zone’. This occurs 
when the angle between the normal vector to the surface in which 
this point or region lies, and the vector of speed V is greater than 

90°. Thus, the active components of speed, where 𝑉𝑛 > 0 and 
𝑉𝜏 > 0 can be defined as: 

𝑉𝑛𝑎𝑐𝑡(𝜀) = |𝐕| ∙ cos(𝑎𝑐𝑡𝛽𝑛(𝜀)) (18) 

𝑉𝜏𝑎𝑐𝑡(𝜀) = |𝐕| ∙ sin(𝑎𝑐𝑡𝛽𝜏(𝜀)) (19) 

where 𝑎𝑐𝑡𝛽𝑛 and 𝑎𝑐𝑡𝛽𝜏 are the angles at which the surface is 
machined effectively. When the angle β is in the range 0–90°, 

then 𝑎𝑐𝑡𝛽𝑛 and 𝑎𝑐𝑡𝛽𝜏 is equal to it. In other cases,  𝑎𝑐𝑡𝛽𝑛 =
𝜋

2
, 

𝑎𝑐𝑡𝛽𝜏 = 0. 

 

Fig. 2. The zone of ‘overlapping’ of the cutting edge by the teeth, 
which located in the front 

 

 

Fig. 3. Pass of the point on the surface to the ‘overlapping’ area 

At the MAM of taps at different angles p to the working zone, 
there is an effect of ‘overlapping’ of the tooth and the cutting edge 
by other teeth, which are located in the front (Fig. 2, 3). 

In this zone, there are no 𝑉𝑛𝑎𝑐𝑡(𝜀) and 𝑉𝜏𝑎𝑐𝑡(𝜀), so the 
MAO process is ineffective. To determine the quantitative evalua-
tion of the active normal and tangential components of the speed 
of the working surfaces of the tap, it is necessary to determine the 
angles of rotation of the tool around its own axis, at which the 
zone of ‘overlapping’ of the machined points of the surface begins 
and ends. To determine the value of the angle φ of beginning of 
the ‘overlapping’, the graphical simulation of the formation of the 
‘overlapping’ zone in the MAM was carried out (Fig. 4). 

From the end surface of the tool, the plane P1 on the figure 
shows the diameter of tap D and the diameter d along which the 
studied point of the surface moves. In plane P2 and P3, the above 

diameters are represented by graphic modelling at an angle p to 
the plane of the machine working area. In figure, it is shown that R 
is the radius of the tooth of the working part of the tap, which 
overlaps with the next tooth during the machining; r is the radius 
on the surface of the overlapped tooth, on which is located the 
investigated point of the surface; a is the distance from the top of 
the tooth, which overlaps with the plane perpendicular to the tap 
axis, on which the investigated point is located. 

At machining by the angle p to the plane of the working zone, 
the ‘overlap’ of the investigated point on the surface begins at the 
point H3 and ends at a point, which is symmetrical to H3 relative to 
the axis Y3. 

To determine the coordinates of the point of beginning of the 
‘overlap’ H3 in the X3Y3 coordinate system, it is necessary to find 
the intersection point of the two ellipses. For this purpose, we use 
the equation of these ellipses: 

𝑋3
2

𝑅2 +
(𝑌3 + 𝑎 ∙ sin 𝑝)2

(𝑅 ∙ cos 𝑝)2
= 1 (20) 

𝑋3
2

𝑟2 +
𝑌3

2

(𝑟 ∙ cos 𝑝)2
= 1 (21) 

Solving the system of equations from (20) and (21), we re-
ceive the coordinates of the point of beginning of the ‘overlap’ in 
the coordinate system X3Y3 and find the coordinates of the point 
of beginning ‘overlap’ H1 in the coordinate system X1Y1: 

𝑋1 = 𝑋3 (22) 

𝑌1 =
𝑌3

cos 𝑝
 (23) 

For finding the angle φ by which it is necessary to rotate the 
tap so the point of the surface falls into the ‘overlapping’ area, we 

find the angle between the axis 𝑂1𝑌1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   and the vector 𝑂1𝐻1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  : 

cos𝜑 =
𝐎𝟏𝐘𝟏
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ∙ 𝐎𝟏𝐇𝟏

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

|𝐎𝟏𝐘𝟏
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  | ∙ |𝐎𝟏𝐇𝟏

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗|
 (24) 

𝜑 = cos−1 (
𝐎𝟏𝐘𝟏
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ∙ 𝐎𝟏𝐇𝟏

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

|𝐎𝟏𝐘𝟏
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  | ∙ |𝐎𝟏𝐇𝟏

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗|
) (25) 

At the MAM, with location of taps by the some angle to the 
plane of the working area p, the ‘overlap’ of the machined point of 
the tooth begins at the tap rotation around its own axis by the 
definite angle φ and ends when the angle of rotation reaches 

(360°- φ). 
Note that it is necessary to take into account the cases when 

the system of equations (20, 21) has no solution, that is, when the 
machined point is always in the ‘overlapping’ zone or never gets 
there. 

This means that taking into account the presence of the 
‘shadow zone’ and of the ‘overlapping’ zone, it is possible to 
determine the active normal and tangential components of the 
speed of quasi-stable MAT volumes relative to the back surface of 
the taps. In the investigated point, when the tap rotates at 

𝜑 ≤ 𝜀 ≤ (360° − 𝜑), 𝑉𝑛𝑎𝑐𝑡 = 0 and 𝑉𝜏𝑎𝑐𝑡 = 0, in other 
cases, the active components are determined by (18, 19). 

By determining the nature of the interaction of quasi-stable 
volumes of MAT with processed elements, we calculate the inte-
gral intensity of the machining as a quantitative estimate, which 
characterize the energy aspect of the interaction of grains and 
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their groups with the machined surfaces by the values 𝑉𝑛𝑎𝑐𝑡(𝜀) 

and 𝑉𝜏𝑎𝑐𝑡(𝜀). They are defined as the sum of active speeds for a 
separate component for the point of the machined surface for the 
complete turn of the tap around its own axes. 

According to the calculations of the integral intensity of the 

machining 𝑉𝑛𝑎𝑐𝑡(𝜀) and 𝑉𝜏𝑎𝑐𝑡(𝜀), one can predict the predomi-
nant nature of the machining. Therefore, in order to ensure effi-
cient machining, it is necessary to control the ratio between the 

tangential and normal components of the interaction speed of the 
MAT with the working surfaces of the taps, which depend on the 
parameters of the tool location in the machines with the annular 
arrangement of the working zones. 
The calculation method is relevant for taps of all diameters with a 
profile angle of 60°. The ratio of 𝑉𝑛𝑎𝑐𝑡(𝜀) to 𝑉𝜏𝑎𝑐𝑡(𝜀) will be the 
same regardless of the taps’ diameter. 

 
Fig. 4. Graphical diagram for determining the ‘overlapping’ zone 

 

3. RESULTS OF ANALYTICAL CALCULATIONS 

Integral intensities of machining on the back surface of taps 
M10, made according to DIN 352, at various values of angle p 
were calculated. The points at which were determined the integral 
intensities of components the machining speed on the back sur-
face are shown in Fig. 5. 

 
Fig. 5. Points on the cutting edge for which the calculations  

          were made 

Points 1–5 and 7–11 are located on the cutting edge of the 
tooth profile, points 6 and 12 on the cutting edge of the inner and 
outer diameters of the taps, respectively. Point 13 is located on 
the cutting edge of the taper lead; therefore, we consider that 
there is no ‘overlapping’ zone for this point. 

The results of calculations of the integral intensity of the com-
ponents of the machining speed according to the method de-
scribed above on the back surface of the working part of the taps 
in the clockwise rotation mode at different angles of the taps’ 
location to the plane of the working zone are presented in the form 
of histograms in Fig. 6, 7. 

It is shown that effective machining of all surfaces of the work-
ing part of the taps occurs at the angle of the tool inclination to the 
plane of the working zone p = 60–90°. That is, the MAM of taps by 
p = 20–60° is not effective, because some of the surfaces are in 
the ‘overlapping’ zone where there is no active interaction with the 
MAT. 

For the range of angle p = 60–90°, additional calculations 
of integral intensity were carried out for the full cycle of machining 
– both in the rotation mode of the taps clockwise and in the oppo-
site direction. The results of calculations are presented  
in Fig. 8, 9. 
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Fig. 6. Integral intensity of machining 𝐼𝑉𝜏 on the back surface at p = 20–90° 

 

 
Fig. 7. Integral intensity of machining 𝐼𝑉𝑛 on the back surface at p = 20–90° 

 

 
Fig. 8. Integral intensity of machining 𝐼𝑉𝜏 on the back surface for the full cycle of machining at p = 60–90° 
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Fig. 9. Integral intensity of machining 𝐼𝑉𝑛 on the back surface for the full cycle of machining at p = 60–90° 

 

Figure 10 shows the values of ratios of the integral intensities 
of processing ІVτ to ІVn at different points of the cutting edge of 
the taps, depending on the angle p. 

 

Fig. 10. Average value IVτ / IVn 

It is established that at p = 60°, equal polishing and strength-
ening effect of MAT is observed on the flank surfaces of the teeth, 
and with increasing the angle p, the polishing is prevalent. On the 
cylindrical surface of the teeth, the polishing effect of the MAT 
decreases and aligns with the strengthening as the angle p in-
creases. At taper lead, the prevailing polishing interaction of MAT 
with the surface is observed at p = 60° and p = 90°. 

4. CONCLUSIONS 

The method of calculating the quantitative assessment of ac-
tion of the quasi-stable volumes of MAT on the working surfaces 
of taps during magneto-abrasive machining is developed. The 
peculiarities of the MAM process of the taps in the conditions of 
the ring type working zones, depending on the features of their 
location in the working zone, were determined. It was established 
that based on the results of calculations, it is possible to predict 
the probable effect of location of the taps in the working zone on 
the quality of machining their working surfaces. The calculation 
method is relevant for taps of all diameters with a profile angle of 
60°. It was shown that when taps are located at the angle p = 20–
60° to the plane of the working zone, not all surfaces would effec-
tively interact with the MAT. Effective magneto-abrasive machin-

ing of taps is appropriate to perform under conditions of their 
location at an angle of 60–90° to the plane of the working zone. 
For receiving the prevalent polishing effect, the inclination angle of 
the taps should be equal to 80–90°, and for the strengthening, it 
should be equal to 60–70°. 
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Abstract: Plate-like structures with attached piezo-patch elements are widely used in marine, aerospace and civil infrastructure applica-
tions to power small devices with low power demand or used for monitoring of vibration structures. In order to assess the feasibility of an 
energy harvesting system to generate power output from a harvester, an accurate electromechanical model of the piezo-patch harvester 
attached to a 2D structure in modal coordinates is required. Taking into account this fact, this study is focused on the analysis of the piezo-
harvester orientations on the SFSF (Simply Supported-Free-Simply Supported-Free) plate undergoing forced dynamic excitation. The re-
sults obtained from the numerical analysis of a smart structure led to determining quasi-optimal piezo-harvester location on the structure, 
and next, to determining a multi-mode representation of the equivalent circuit model. The experimental set-up carried out on the lab stand 
properly verified the parameters of the ECM model. Finally, the proposed approach can be used for the structural health monitoring of vi-
bration of some 2D mechanical structures like the front wall of a dishwasher.   

Keywords: Aluminium plate, piezo-harvester, energy harvesting system, modal analysis, Equivalent Circuit Model (ECM) 

1. INTRODUCTION 

The number of applications of self-powered wireless sensors 
and health monitoring systems has been growing increasingly 
because the external power requirement has reduced to the mi-
cro-watt range in the past two decades (Koszewnik, 2019; Hu and 
Zhang, 2011). As a result, vibration-based energy harvesting 
systems have become a promising approach to provide constant 
power supply of low power electronics (Roundy et al., 2003). 
Taking into account the scope of some references, it is well known 
that this effect can be achieved by using different types 
of transduction mechanisms like electromagnetic (Naifar et al., 
205; A,nrożiewicz et al., 2020), electrostatic (Chiu and Tseng, 
2008; Lee et al., 2009), magnetostrictive (Wang and Yuan, 2008) 
and piezoelectric (Okosun et al., 2019; Koszewnik and Wernio, 
2016). However, only piezoelectric energy harvesting transducers 
have drawn more attention due to the ease of their fabrication and 
the possibility to be applied  in microsystems and macroscale 
devices (Cook-Chennault et al., 2007).  

Generally, the piezoelectric energy harvesting systems are 
strongly focused on analysing 1D structures with piezo-ceramic 
layers, due to the fact that they are easy to model and implement 
(Borowiec, 2015). For this reason, analytical and numerical mod-
els of cantilever beams with a perfectly bonded piezo-harvester 
have been extensively developed by several research groups. For 
instance, analytical distributed–parameter modelling of beams for 
chaotic vibration with experimental set-up were presented in 
reference (Litak et al., 2009), while modelling of a self-resonating 
energy harvester system of cantilever beams with identification 
and experimental investigations in Aboulfotoh et al. (2017). In 
other practical implementations, the EH system is used to monitor 

water pipes as a novel technology for leak detection (Okosun  
et al., 2019).  

As compared to the number of studies dealing with piezoelec-
tric harvester beams, research on 2D structures with an attached  
piezoceramic patch harvester is very limited (Gosiewski, 2008). 
For instance, Marqui presented an electromechanical finite ele-
ment model for a PEH embedded in a cantilever plate, and later 
on extended this model with airflow excitation problems by elec-
troelastic coupling for energy harvesting from aeroelastic flutter 
(De Marqui, 2011). We have found a similar application in the 
paper published by Anton, who was the first to design and investi-
gate novel piezoelectric devices installed on UAV platforms. For 
instance, the author in reference (Anton Nove, 2019) showed a 
piezoelectric patch with a thin-film battery as a multifunctional self-
charging device for scavenging energy. Later, the same author 
presented a hybrid device, containing piezo-electric stripes, mac-
ro-fibre and piezo-fibre composites, that allows harvesting energy 
from wing vibrations (Anton, 2011).  

The results obtained in these investigations led to further  de-
velopment of this research area and their applications for civil 
structures. For instance, Harne modelled electroelastic dynamics 
of a vibrating panel with a corrugated piezoelectric spring and 
then analysed this corrugated harvester device by attaching it to a 
panel of public bus (Hantre, 2012, 2013). In other papers, authors 
used vibration energy harvesting devices for monitoring a full-
scale bridge as a 2D structure undergoing forced dynamic vibra-
tions generated by  vehicle or passenger trains going over them 

(Cahill et al., 2014,2018).  An additional advantage of this is the 
fact that the harvested energy can be used to sufficiently power 
other small devices with low power demand.    

The results obtained from the above papers and monitoring of 
civil infrastructure (bridge) by using longitudinally located piezo 
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harvesters gave motivation to analyse the harvester locations and 
orientations on the structure and assess the energy harvesting 
system effectiveness. In order to do this, firstly, the mechanical 
strains of the structure considered in this paper were analysed for 
two perpendicular directions. This allowed to indicate the best 
piezo-harvester locations and orientations on the structure and 
determine the electromechanical model of the whole structure. 
Additionally, the experimental test carried out on the lab stand 
allowed to verify the numerical results and showed that this ap-
proach can be used to assess voltage generating by the piezo-
harvester. As a result, the proposed approach enables exploiting 
the harvesting capabilities of the piezoelectric patch-based har-
vester attached to a thin rectangular plate with any linear and 
nonlinear electrical components. Moreover, multi-vibration mode 
equivalent circuit model of the PZT patch-based harvesters, de-
termined in this way, also allow to simplify the optimization pro-

cess of these systems in order to maximize the power output. As 
a result, the proposed approach filled the gap in modelling EH 
systems for 2D structures, and it enables designing structural 
health monitoring systems of some structures, like dishwashers.   

2. ANALYTICAL DISTRIBUTED PARAMETER MODEL  
OF SFSF PLATE WITH HARVESTER 

The analytical distributed-parameter model of the SFSF plate 
with a perfectly bonded piezo patch harvester is presented in this 
Section. For this purpose, all parameters of the whole smart struc-
ture are firstly collected in Tab. 1, and then, the model of this 
structure based on the parameters and by using the Kirchhoff’s 
plate theory is determined. 

xh1 xh2 xas1 xas2

yh1
yh2

yas1
yas2

RVp(t)

SS

SS

F

F

X

Y

Z

PA_1

PEH

Qxx
Qxx

2Qxx

L

W

 
Fig. 1. The host plate with piezo-patches working as a harvester (PEH) and actuator – PA_1 

Tab. 1. Parameters of the host structure and piezo-stripes  
             (Koszewnik, 2016) 

Parameter Plate 
Piezo-

element 
Actuator 
QP20N 

Harvester 
V21BL 

Length  [m] L 0.4 lp/ lpeh 0.05 0.048 
Width  [m] W 0.2 wp/wpeh 0.025 0.0125 

Thickness  [m] hplate 0.0002 ha / hpeh 0.000782 0.000787 
Young module 

[GPa] Eb 70 Ep 0.18 0.18 

Density [kg/m3] ρplate 2720 ρp 7200 7200 

strain constant 
of piezo [pm/V] - - d33 -125 - 

piezoelectric 
stress/charge 

constant [pC/m2] 
- - e31 - -6.5 

As it can be seen in Fig. 1, the plate is excited to vibrations by 
the piezo actuator covering the surface of the plate at corners 
(xas1,yas1) and (xas2,yas2). As a result, the whole plate is excit-
ed to vibration by the bending moment Mx(x,y) at the position of 
the actuator. The piezo-harvester (PEH) with the length of (lpeh), 
the width of (wpeh) and the thickness of (hpeh), was additionally 
integrated with the structure at the positions (xh1,yh1) and (xh2, 
yh2) in order to measure voltage from the vibrations. As a result, 
by assuming an external electrical load (a resistive load R), and 
the piezo-stripe element coupling with the host structure only 
electromechanically, the transverse vibration of the smart plate 
can be expressed in the following form (De Marqui, 2011): 

 

𝐷 ቆ
∂ସ𝑤(𝑥, 𝑦, 𝑡)

∂𝑥ସ
+ 2

∂ସ𝑤(𝑥, 𝑦, 𝑡)

∂𝑥ଶ𝑦ଶ
+

∂ସ𝑤(𝑥, 𝑦, 𝑡)

∂𝑥ସ
ቇ + 𝑐

∂𝑤(𝑥, 𝑦, 𝑡)

∂𝑡
+ 𝜌௣௘௛ℎ௣௘௛

∂ଶ𝑤(𝑥, 𝑦, 𝑡)

∂𝑡ଶ
 

−Γ𝑉௣(𝑡)

⎩
⎨

⎧൤
𝑑𝛿(𝑥 − 𝑥௛ଵ)

𝑑𝑥
−

𝑑𝛿(𝑥 − 𝑥௛ଶ)

𝑑𝑥
൨ × [𝐻(𝑦 − 𝑦௛ଵ) − 𝐻(𝑦 − 𝑦௛ଶ)] +

൤
𝑑𝛿(𝑦 − 𝑦௛ଵ)

𝑑𝑦
−

𝑑𝛿(𝑦 − 𝑦௛ଶ)

𝑑𝑦
൨ × [𝐻(𝑥 − 𝑥௛ଵ) − 𝐻(𝑥 − 𝑥௛ଶ)]

⎭
⎬

⎫

= ቈ
∂ଶ𝑀௑(𝑥, 𝑦)

∂𝑥ଶ
቉ 

(1) 

where hpeh denotes the thickness of the harvester, ρpeh – the density of the harvester, D – the flexural rigidity of the considered plate, δ(x), 
δ(y) – the Dirac delta function along the X and Y axes, respectively, Vp(t) – voltage across the external resistive load R, while Γ – the elec-

tromechanical coupling term (Γ = 𝑒ଷଵ(
௛೛೗ೌ೟೐ା௛೛೐

ଶ
)). 
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The considered plate, according to Fig. 1, has two simply 
supported edges oriented longitudinally to the Y axis whose 
boundary conditions are written in Eq. (2). As a result, considering 
these conditions, the eigen vectors of this structure are deter-
mined and expressed as: 

𝑤(𝑥, 𝑦) = 0;      
பమ௪(௫,௬)

ப௫మ + ν
பమ௪(௫,௬)

ப௬మ = 0;        

for 𝑥 = 0, 𝐿 
(2) 

𝑤(𝑥, 𝑦) = Θ௜ ൤൬
𝐴௜𝑐ℎ𝛼௜𝑦 + 𝐵௜𝑠ℎ𝛼௜𝑦 +
𝐶௜𝛼௜𝑐ℎ𝛼௜𝑦 + 𝐷௜𝛼௜𝑠ℎ𝛼௜𝑦

൰ sin𝛼௜𝑥൨ (3) 

where: α୧ =
୧஠

୐
, i is i-th mode shape, Ai , Bi, Ci, Di - the coeffi-

cients of the vertical deflection individually determined for each 
mode shape, Θ୧ - the modal amplitude constant. 

Next, substituting the obtained Eq. (3) for Eq. (1) led to solving 
the eigenvalue problem of the smart plate for short circuit condi-
tions (R→0). Then, the natural frequency ωmn of the structure is  
simplified to the following form: 

𝜔௠௜ = 𝜔௜ =
𝜆௜𝜋

ଶ

𝐿ଶ ඨ
𝐷

𝜌௣ℎ௣

 (4) 

where: λ୧ is the frequency parameter of an undamped plate. 
From the energy harvesting system point of view, determining 

the differential equation of the coupled circuit dynamics is also an 
important step. For this purpose, the constitutive equation that 
governs the electrical circuit of the system has the following form: 

𝐶௣

𝑑𝑉௣(𝑡)

𝑑𝑡
+

𝑉௣

𝑅
+ Γ ቎ න න ቆ

∂ଷ𝑤(𝑥, 𝑦, 𝑡)

∂𝑥ଶ ∂𝑡

௫  ೓మ
 

௫೓భ

௬೓మ

௬೓భ

+
∂ଷ𝑤(𝑥, 𝑦, 𝑡)

∂𝑦ଶ ∂𝑡
ቇ 𝑑𝑥𝑑𝑦቏ = 0 

(5) 

where the capacitance of the piezo-patch is defined as: 

 𝐶௣ =
ఌതయయ(௫೓మି௫೓భ)(௬೓మି௬೓భ)

௛೛೐೓
 (5a) 

By following the modal analysis procedure for Eq. (1) and Eq. 
(5), the electromechanically coupled ordinary differential equa-
tions of a 2D structure in modal coordinates can be written as: 

 
ௗమఎ೘೔(௧)

ௗ௧మ + 2𝜉௠௜𝜔௠௜
ௗఎ೘೔(௧)

ௗ௧
+

𝜔ଶ
௠௜𝜂௠௜(𝑡) − Γ෨௠௜𝑣(𝑡) = 𝑓௠௜(𝑡)ଵ 

(6a) 

𝐶௣

𝑑𝑉௣(𝑡)

𝑑𝑡
+

𝑉௣(𝑡)

𝑅
+ ෍ ෍ Γ෨௡

𝑑𝜂௠௜(𝑡)

𝑑𝑡

ஶ

௡ୀଵ

ஶ

௠ୀଵ

= 0 (6b) 

where: 𝜔௠௜  – the undamped short circuit of natural frequency for 
mith vibration mode, 𝜉௠௜  – the modal damping ratio, 𝑓௠௜(𝑡)ଵ – 
the modal force derived from the piezo-actuator, Γ෨௜ – the modal 
electromechanical coupling term. 

Then, both modal electromechanical coupling term and modal 
excitation force given by Eq. (6a) for the considered SFSF plate 
are expressed in the form: 

Γ෨௜ = Γ ቎ න
∂ϕ௜(𝑥, 𝑦)

∂𝑥
ฬ

௫೓భ

௫೓మ

𝑑𝑦

௬೓మ

௬೓భ

+ න
∂ϕ௜(𝑥, 𝑦)

∂𝑦
ฬ

௬೓భ

௬೓మ

𝑑𝑥

௫೓మ

௫೓భ

቏ (7) 

𝑓௠௜(𝑡)ଵ = 𝑓௜(𝑡)ଵ = 

න න 𝑓(𝑡)𝛿

௅

଴

(𝑥 − 𝑥௔௦ଵ)𝛿 ቀ𝑦 −
𝑦௔௦ଶ − 𝑦௔௦ଵ

2
ቁ

ௐ

଴

ϕ௜(𝑥, 𝑦)𝑑𝑥𝑑𝑦 +

න න 𝑓(𝑡)𝛿

௅

଴

(𝑥 − 𝑥௔௦ଶ)𝛿 ቀ𝑦 −
𝑦௔௦ଶ − 𝑦௔௦ଵ

2
ቁ

ௐ

଴

ϕ௜(𝑥, 𝑦)𝑑𝑥𝑑𝑦 +

2 න න 𝑓(𝑡)𝛿

௅

଴

ቀ𝑥 −
𝑥௔௦ଶ − 𝑥௔௦ଵ

2
ቁ 𝛿 ቀ𝑦 −

𝑦௔௦ଶ − 𝑦௔௦ଵ

2
ቁ

ௐ

଴

ϕ௜(𝑥, 𝑦)𝑑𝑥𝑑𝑦

 
(8) 

Further analysis of the plate with integrated piezo-stripes in 
modal coordinates (Eq. (6a) and Eq. (6b)) leads to calculating the 
steady-state voltage response V(t) through the resistive load R 
expressed as: 

𝑉௣(𝜔)

=
−𝑗𝜔 ∑ ∑

CΓ෨௜

𝜔௠௜
ଶ + 2𝑗𝜉௠௜𝜔௠௜𝜔 − 𝜔ଶ

ே
௜ୀଵ

ே
௠ୀଵ

𝑗𝜔𝐶௣ +
1
𝑅

+ ∑ ∑
𝑗𝜔Γ෨௜

ଶ

𝜔௜
ଶ + 2𝑗𝜉௠௜𝜔௠௜𝜔 − 𝜔ଶ

ே
௜ୀଵ

ே
௠ୀଵ

 (9) 

where: 

C = 𝐹଴ϕ௜ ቀ𝑥௔௦ଵ,

𝑦௔௦ଶ − 𝑦௔௦ଵ

2
ቁ + 𝐹଴ϕ௜ ቀ𝑥௔௦ଶ,

𝑦௔௦ଶ − 𝑦௔௦ଵ

2
ቁ

−2𝐹଴ϕ௜ ቀ
𝑥௔௦ଶ − 𝑥௔௦ଵ

2
,
𝑦௔௦ − 𝑦௔௦ଵ

2
ቁ + 𝐹଴ϕ௜ ቆ

𝑥௔௦ସ − 𝑥௔௦ଷ

2 ,
𝑦௔௦ଷቇ +

𝐹଴ϕ௜ ቆ
𝑥௔௦ସ − 𝑥௔௦ଷ

2 ,
𝑦௔௦ସቇ − 2𝐹଴ϕ௜ ቀ

𝑥௔௦ସ − 𝑥௔௦ଷ

2
,
𝑦௔௦ସ − 𝑦௔௦ଷ

2
ቁ

3. FINITE ELEMENT MODEL 

The numerical investigations of a rectangular aluminium plate 
with piezo-elements (harvester and actuator) attached to its sur-
face were performed to determine a multi vibration mode equiva-
lent circuit representation of the piezoelectric patch harvester 
connected to the resistive load. For this purpose, firstly, the eigen-
value problem of the structure is solved  in the range of frequency 
up to 250 Hz containing the first five lowest mode shapes, be-
cause these modes are used to design a vibration control system 
of this structure in Koszewnik (2018) and Koszewnik and Gosiew-
ski (2016). This led to the division of modes into odd and even 
ones and indicating which group of the lowest modes is the best 
one from the energy harvesting point of view.  

In the next step, a proper harvester location on the plate is de-
termined based on the analysis of mechanical strain fields and 
values of forces generated by the piezo-actuator for chosen mode 
shapes. In this study, the plate and piezo-stripes are modelled as 
a plane element (PLANE42), while epoxy glue as a spring-damper 
element (COMBIN14). As a result, the obtained numerical model 
is divided into 435 elements, each of them 25 mm long and 12.5 
mm wide. By following the modal analysis procedure, the first five 
eigenvectors corresponding to eigenvalues are determined. The 
obtained mode shapes with natural frequencies are shown in Fig. 
2. 
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Fig. 2. The first five mode shapes of the transverse deformation for the  
           SFSF plate in the frequency range 1–250 Hz (Koszewnik, 2018). 

Fig. 2 shows the first five mode shapes of the transverse de-
formation of the smart plate with SFSF boundary conditions. As it 
can be seen in Fig. 2, the fundamental mode shape is in-phase on 

the overall surface with the maximum deflection placed at the half-
length of this structure corresponding with the frequency of 35.2 
Hz. In the case of two next modes, each of them has one node 
line in two perpendicular directions, respectively. The second 
mode (f2 = 69.5 Hz)  has  a node line longitudinally to Y axis at 
the centre of the plate, while the third mode (f3 = 137.2 Hz) at the 
centre of the X direction. Other modes (fourth and fifth) are totally 
different. The fourth mode has nodal lines located at the centre of 
the plate in both directions X and Y, respectively, while the fifth 
mode (f5 = 220.6 Hz) has also two nodal lines but they are located 
longitudinally to the Y axis. 

Further analysis of modes’ shapes in regard to the amount 
and direction of the nodes lines leads to assigning two kinds of 
modes, called ‘odd modes’ and ‘even modes’, respectively. As a 
result, the group of ‘odd modes’ is represented by only symmet-
rical modes located along the Y axis, while the ‘even modes’ – by 
modes symmetrically only along the X axis or screw-symmetrically 
versus X and Y axis. 

The specified groups of mode shapes in the indicated fre-
quency range 1–250 Hz allowed to determine a proper harvester 
location and orientation on the structure. For this purpose, the FE 
model was used again to calculate bending strain fields of the 
plate in two perpendicular directions X and Y, respectively.  

 
Fig. 3. The strain fields of the smart plate with an integrated piezo-stripes  
            actuator and harvester for the first five mode shapes in X direction 

 
Fig. 4. The strain fields of considered plate with an actuator and  
            harvester for the first five mode shapes in Y direction  
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The analysis of the obtained results shows that modal bending 
strain fields have strain nodal lines in both directions except for 
the fundamental mode of the plate first mode. From the energy 
harvesting point of view, it is a crucial problem because the output 
voltage is proportional to the strains. This implies that the output 
voltage generated by the harvester decreases dramatically when 
the piezoelectric stripe has a strain nodal line. Taking into account 
the electromechanical phenomena called voltage cancellation, it 
can be noticed that the longitudinal harvester orientations on the 
plate to the Y axis are less beneficial for the multi-vibration analy-
sis. The harvester location in the proposed location (X = 0.10 m, Y 
= 0.05 m or X = 0.10 m, Y = 0.15 m) can be an exception, howev-
er, only for the second and the fourth modes. The strain fields in 
these areas are in-phase or out-of-phase. As a result, orienting 
the harvester only longitudinally to the X axis can be a better 
solution in this case. It is the consequence of the fact that this 
element can generate electrical outputs for almost all locations in 
the structure. Finally, the piezo harvester with a negligible effect 
on the strain distribution is placed at the left-lower quadrant of the 
plate in the distance of X = 20 mm from the simply-supported 
edge and Y = 50 mm from the free edge. 

The indicated harvester locations and orientations on the host 
structure lead to calculating the modal value of the electrome-
chanical coupling term Γ. For this purpose, based on Eq. (7), the 
modal value of this coefficient was calculated for each considered 
mode shapes. The obtained values of the electromechanical 
coupling term are collected and shown in Tab. 2.  

Tab. 2. The value of modal elecromechanical coupling term determined  
            for the five lowest natural frequencies 

Mode shape  The electromechanical  

coupling term 
i

  

1st -0.1231e-4 

2nd -0.0331e-4 

3rd -0.0593e-4 

4th -0.3096e-4 
5th -0.0604e-4 

 
The modal force generated by the piezo-actuator is another 

parameter needed to calculate the DC voltage. For this purpose, 
the numerical model with a piezo-actuator located in the chosen 
places (see red rectangle in Fig. 5) on the plate are used again. In 
addition, the process of determining the piezo-actuator location is 
described in details in [22]. Each time it was assumed that the 
voltage applied to the piezo-actuators electrodes was 180 V, it 
allowed to generate a unit force in the indicated placement of the 
actuator and next, calculate the modal force fi(t) given by Eq. (8). 

The analysis of the obtained results, presented in Fig. 5, show 
a significant increase of the modal forces values, especially for the 
odd modes. As a result, the process of determining a multi-mode 
representation of the Equivalent Circuit Model (ECM) is performed 
only for the first three odd mode shapes of the smart structure. 

The obtained numerical results of the steady-state response 
of DC voltage are compared with a ECM model and shown  
in Fig. 9. 

  

 
Fig. 5. The maximum amplitude of the modal force calculated  
            for the piezo-actuator for the first five mode shapes 

4. EQUIVALENT CIRCUIT MODELLING 

The obtained distributed-parameters of the piezo-harvester in-
tegrated to the top surface of a 2D mechanical structure allowed 
to predict the power output with a good accuracy . It was achieved 
for the case when a linear component (e.g., resistor) is connected 

-200

0.15

Width Y [m]

0.1
0.3

Length X [m]

-100

0.20.05
0.1

0

Control force - 2nd mode

100
f2(t)=0.6469

0.15

-500

Width [m]

0.1

0.30.05

Length [m]

0.2
0.1

0

Control force  - 3rd mode

500
f3(t)=70.52

-1000

0.15

Width Y [m]

0.1

-500

0.05
0.3

Length X [m]

0.2
0.1

0

Control force  - 4th mode

500 f4(t)=4.76

0.15

-1000

0.1

0.05

Length X [m]

0.350.30.250.20.150.10.05

0

Control force - 5th mode
1000

f5(t)=113.69



DOI 10.2478/ama-2020-0002              acta mechanica et automatica, vol.14 no.1 (2020) 

13 

to the system. Then, an equivalent circuit model (ECM) of the 
structure in the multi-mode is described by a finite number of 
lumped-parameters representing each vibration mode. In this 
case, the ECM model is composed of only three subsystems 
corresponding to the first odd mode shapes each of whom is 
described by the second order model. As a result, taking into 
account the electromechanical behaviour of the harvester, each 
vibration mode of the harvester is expressed by its capacitance 
(Cp), resistive load (R) and inductance (L), respectively. By apply-
ing Kirchhoff’s Voltage Law to the multi-vibration mode circuit and 
by analogy with Eq. (6a), the parameters of the ECM model are 
identified and given by Eq. (10). Tab. 3 gives a summary of the 
analogy between the analytical distributed-parameter expression 
and the ECM, while Fig. 6 shows the comparison of both models, 
mechanical and ECM, in the frequency range of 1–250 Hz. 
 
 𝐺ா஼ெ(𝑠) =

௦య

(௦మାସ.ସଶ௦ାସ.଼ଽ௘ସ)(௦మାଽ.ଶସ௦ା .ହହ௘ହ)(௦మାଶ.ଶଷ௦ା .ହସ௘଺)
        (10) 

Tab. 3. Analogy between mechanical and electrical model 
            of the piezo-stripe harvester 

Parameters of mechanical 
model: 
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where: 

Modal point force: fi(t) Modal voltage source: Vi(t) 

1 Inductance: Li(t) 

2ξmiωmi Resistance: Ri(t) 

 
2

1 /
mi

 Capacitance: Ci(t) 

Γi Transformer ratio: Ni 

Modal time response: ηmi(t) Electric charge: Qi(t) 

ηmi(t)/dt Current Ii(t) 

 
Fig. 6. The comparison of the amplitude plot of the mechanical model 

(experimental model) and the ECM model in the frequency do-
main containing three odd lowest frequencies’ resonances 

5. MODEL VALIDATION OF THE HARVESTER FOR THE 
STANDARD AC-DC PROBLEM  

In this Section, an equivalent circuit model of an SFSF plate 
with perfectly bonded piezo-stripes QP20N and V21BL represent-
ing an actuator and a harvester is validated for the AC-DC stand-

ard problem from the electrical point of view (see Fig. 9b). In order 
to do this, the harvester on the lab stand, as it is shown in Fig. 7, 
is connected to a conditioning system EHE004 complex with a 
full-wave rectifier, a smoothing capacitor Cp = 100 μF and also the 
resistive load of R = 100 kΩ.  

V(t) R Cp

+

-

Model of condtitioning system 
EHE004

PEH

X

Y

 plate

 
Fig. 7. The piezo-harvester V21BL connected to the EHE004 module 

The experimental lab stand presented in Fig. 8a was also 
equipped with a bipolar voltage amplifier SVR-150bip/3 and 
a Digital Signal Analyzer (DSA). The amplifier is used to apply 
voltage (180 V) to the actuator, while the analyser – to measure 
and record the voltage output from the system. 

a) 

 
b) 

 
Fig. 8. a) The photo of the laboratory stand, b) the photo of a smart plate  

 with piezo-elements (actuators QP10N and harvester V21BL)  
 located on their top surface 

The experimental set-up is carried out in a number of steps. In 
the first one, the structure is excited to vibration by using the 
piezo-actuator. For this purpose, a harmonic excitation signal in 
the form u(t) = 2.5sin(2πfit) is generated from DSA for a chosen 
natural frequency fi of the structure (f1 = 35.2 Hz, f3 = 137.2 Hz, f5 = 
252.0 Hz), and next, it is applied to the actuator by the voltage 
amplifier. As a result, different values of the modal excitation force 
F0 are obtained. From the measurement point of view, the vibra-
tion of the structure is measured by the harvester. The obtained 
AC voltage signals are rectified by the conditioning system 
EHE004 and then recorded by DSA. As a result, three steady 
state responses of  DC voltages are obtained and shown in Fig. 9. 
In addition, the recorded signals are compared with the steady 
state response of DC voltages of  ECM. 
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a) 

 
b) 

 
c) 

 
Fig. 9. Comparison of numerical (electromechanical model - blue line, 

Equivalent Circuit Model (ECM) - pink dash line) and experi-
mental value (red dash line) of DC voltage obtained for the sys-
tem excited to vibration with: a) 1st natural frequency, b) 3rd natu-
ral frequency, and c) 5th natural frequency 

In the second step, the DC voltage is chosen as an indicator 
of the harvester effectiveness. Taking into account this indicator, it 
can be noticed that experimental results properly verified the 
numerical results. Especially, it is visible in Fig. 9b and Fig. 9c, 
where the values of voltage responses in the steady-state (8.5 mV 
for 3rd mode and 0.45 V for 5th mode) are close to the results 
obtained for ECM. In the case of the excitation system with the 
first natural frequency, the recorded voltage (less than 0.2 mV) 
was significantly lower than other result, and it was neglected. 
Further analysis of the obtained results showed that the filter 
capacitor Cp used in the system was not discharged enough. This 
leads to appearance of the offset value of DC voltages between 
tests. As a result, voltages for the electromechanical model and 
the equivalent circuit model were recalculated considering the 
ripple voltage and the capacitor discharge process. The corrected 
plots are shown in Fig. 9.  

6. SUMMARY AND CONCLUSIONS 

The thin SFSF plate with perfectly bonded piezo-patches 
is presented in the paper. Taking into account the chosen bounda-

ry conditions, the possibilities of the considered mechanical struc-
ture and the equivalent model to harvest energy are investigated. 
For this purpose, as the first step, the analysis of modes’ shapes 
is carried out. The obtained results shown in Fig. 2 allowed to 
divide the considered modes into two groups according to the 
appearing node lines. In the next one, the bending strain fields of 
the smart plate in two perpendicular directions X and Y are con-
sidered. The numerical results shown in Fig. 3 and Fig. 4 indicat-
ed proper harvester locations and orientations on the structure for 
multi-vibration analysis. The calculated modal  electromechanical 
coupling terms for the indicated harvester location allowed to 
assess the value of the steady state response of the DC voltage 
for an analytical model.  

The obtained numerical results showed the effectiveness 
of the energy harvesting system only for the structure undergoing 
forced vibrations with only the first three odd natural frequencies. 
Taking into account this behaviour of the system, a multi-mode 
representation of the ECM model was determined only for the 
chosen vibration modes. By applying Kirchhoff’s law and analogiz-
ing with Eq. (6a), parameters of the ECM model were determined.  

Experimental tests carried out on the lab stand properly veri-
fied simulations results (see Fig. 9). The recorded steady state 
responses of DC voltage shows low effectiveness of the energy 
harvesting system beyond the case shown in Fig. 9c. This was 
caused by bigger dynamic strains’ distributions appearing along 
the shorter edge of the plate. As a result, the generated voltage 
from the structure excited to vibration with the first or third natural 
frequency is not greater than 10 mV.  

Summarizing, the performed investigations indicated that the 
harvester orientation on the 2D structure has its impact on the EH 
system properties. Further investigations of these systems con-
nected with non-linear electrical components of the equivalent 
circuit model can lead to the increase of applying these systems in 
various types of civil infrastructure, especially in a range of struc-
tural health monitoring systems or powering other small devices 
with low power demand. Thus, taking the proposed approach into 
account, future research will be focused on an EH system located 
on the front wall of a dishwasher without a bitumen damper. As 
a result, this will lead to obtaining structural health monitoring 
systems of such mechanical structures.   
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Abstract: The bending problem of an infinite, piecewise homogeneous, isotropic plate with circular interfacial zone and two coaxial radial 
cracks is solved on the assumption of crack closure along a line on the plate surface. Using the theory of functions of a complex variable, 
complex potentials and a superposition of plane problem of the elasticity theory and plate bending problem, the solution is obtained in the 
form of a system of singular integral equations, which is numerically solved after reducing to a system of linear algebraic equations by the 
mechanical quadrature method. Numerical results are presented for the forces and moments intensity factors, contact forces between 
crack faces and critical load for various geometrical and mechanical task parameters. 

Keywords: Bending, plate, interfacial zone, radial cracks, contact force, complex potentials, moment intensity factors, limit load 

1. INTRODUCTION 

Plate-shaped structural items are widely used in engineering. 
They may contain technological finite inclusions. There is also the 
possibility of cracking during operation. Cracks often greatly re-
duce plate’s performance characteristics and may cause the 
structural item to destroy. In the presence of bending defor-
mations, crack faces contact each other. It leads to significant 
redistribution of the stress-strain state near the crack tip (Shatsky, 
1988; Kwon, 1989; Young and Sun, 1992; Dempsey et al., 1998; 
Opanasovych et al., 2012; Sulym et al., 2018) compared to ne-
glecting the effect of crack closure. 

Stress-strain state of biomaterial cracked plates and cracked 
plates with holes and inclusions under tension or/and bending is 
investigated by a variety of approaches and models (Wang and 
Nasebe, 2000; Hsieh and Hwu, 2002; Nielsen et al., 2012; Bäcker 
et al., 2015; Maksymovych and Illiushyn, 2017; Shao-Tzu and Li, 
2017; Liu et al., 2018; Nguyen and Hwu, 2018; Sulym et al., 2018; 
Kuz’ et al., 2019; Shiah et al., 2019 etc.). 

Bending of a piecewise homogeneous, isotropic plate with a 
straight interfacial zone and a straight crack with contacting faces 
is investigated in Opanasovych and Slobodyan (2007). 

The aim of this research is to investigate biaxial bending of a 
piecewise homogeneous isotropic plate with circular interfacial 
zone and two radial coaxial cracks on the assumption of crack 
closure along a line on one of the plate surfaces. Using methods 
of theory of functions of a complex variable together with complex 

potentials of classical plate bending theory and plane problem of 
elasticity theory, the solution of this problem is reduced to simul-
taneous singular integral equations, which are numerically solved. 
The forces and moments intensity factors, the contact forces 
between faces of cracks and the limiting plate load are analysed. 
Their graphical dependencies on various task parameters are 
plotted. 

2. PROBLEM STATEMENT 

Consider an infinite, piecewise homogeneous, isotropic plate 
with circular rigid inclusion and two coaxial radial cracks, whose 

faces are free from external loading. Let 2h is the plate thickness, 

R is the radius of the inclusion, and 2lk is the length of the kth 
crack (k = 1, 2). The plate is under the action of uniformly dis-
tributed bending moments at infinity. Suppose the crack faces 
smoothly contact alone a line on the upper surface of the plate. 

The origin of the chosen Cartesian coordinate system Oxyz̃ is 

in the center of the circular rigid inclusion, the xy-plane coincides 
with the middle plane of the plate and the cracks are oriented 
along the x-axis. In the xy-plane, we introduce the polar coordi-

nates (r, θ) with pole O and polar axis Ox. The x-coordinates of 

crack centres are x1 = R + d1 > R + l1 and x2 = −R − d2 <
−R − l2 , where dk is a distance from the centre of the kth crack 

to the interfacial line. The x-coordinates of cracktips are ai and 

bi(i = 1, 2). In the middle plane S+(S1)and S−(S2) refer to the 
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areas inside and outside the inclusion, respectively, L1 denotes 

the union of straight line segments of two cracks, and L – the 
interfacial contour. Mx

∞ and My
∞ stand for distributed bending 

moments at infinity (Fig. 1). 

 
Fig. 1. Plate geometries and load scheme 

Due to crack closure, the solution is a superposition of the so-
lutions of two problems (Shatsky, 1988): the classical bending 
problem and the plane problem of elasticity theory under the 
following boundary conditions: 

𝜎𝑦𝑦
± = −

𝑁

2ℎ
, 𝜎𝑥𝑦

± = 𝑃𝑦
± = 0,  𝑀𝑦

± = 𝑀𝑦 = ℎ𝑁, 𝑥 ∈ 𝐿1,  (1) 

𝜕𝑥[𝑢𝑦] + ℎ[𝜕𝑥𝑦
2 𝑤2] = 0, 𝑥 ∈ 𝐿1,  (2) 

𝑃𝑟1 = 𝑃𝑟2, 𝑀𝑟1 = 𝑀𝑟2, (𝑟, 𝜃) ∈ 𝐿,  (3) 

𝑢𝑟1 = 𝑢𝑟2, 𝑢𝜃1 = 𝑢𝜃2, (𝑟, 𝜃) ∈ 𝐿,  (4) 

𝑤1 = 𝑤2, 𝜕𝑟𝑤1 = 𝜕𝑟𝑤2, (𝑟, 𝜃) ∈ 𝐿,  (5) 

where: 𝑁 – contact force between crack faces, 𝜎𝑥𝑦 and 𝜎𝑦𝑦 – 

stress tensor components,𝑢𝜃𝑗  and 𝑢𝑦 – displacement vector 

components of plane problem (here and further 𝑗 = 1, 2), 𝑤𝑗  – 

deflection of the plate, 𝑀𝑟𝑗  and 𝑀𝑦– bending moments, 𝑃𝑦 and 

𝑃𝑟𝑗– generalized Kirchhoff shear forces, [𝑓] = 𝑓+ − 𝑓− (super-

scripts ‘+’ і ‘–‘ stand for limits of function 𝑓 as a point of the middle 

plane approaches the cracks, 𝑦 → ±0), 𝜕𝑎 = 𝜕 𝜕𝑎⁄ . 

3. SOLUTION OF PLATE BENDING PROBLEM 

We introduce complex potentials (Prusov, 1975) for areas 𝑆𝑗  

and set them as follows: 

Φ3𝑗(𝑧) = Φ3
(𝑗)(𝑧) + Φ̃1(𝑧) + Γ̃, 

Ψ3𝑗(𝑧) = Ψ3
(𝑗)(𝑧) + Ψ̃1(𝑧) + Γ̃′, 

where: 𝑧 = 𝑥 + 𝑖𝑦, 𝑖 = √−1,Φ3
(𝑗)(𝑧) and Ψ3𝑗(𝑧) – holomor-

phic in 𝑆𝑗  functions, Φ̃1(𝑧) and Ψ̃1(𝑧) – vanished at infinity 

functions, which are holomorphic outside the cracks, Γ̃ =

−
𝑀𝑦
∞+𝑀𝑥

∞

4𝐷2(1+𝜈2)
, Γ̃′ =

𝑀𝑦
∞−𝑀𝑥

∞

2𝐷2(1−𝜈2)
, 𝐷𝑗 =

2𝑄𝑗

3(1−𝜈𝑗
2)

, 𝑄𝑗 = 𝐸𝑗ℎ
3, 𝐸𝑗  – 

elastic modulus, 𝜈𝑗  – Poisson’s ratio. 

Using the functions (Prusov, 1975) Ω̃1(𝑧) = −Φ̅̃1(𝑧) −

𝑧Φ̅̃1′(𝑧) − Ψ̅̃1(𝑧) and Φ3
(𝑗)(𝑧) = −Φ̅3

(𝑗)
(
𝑅2

𝑧
) +

𝑅2

𝑧
Φ̅3
(𝑗)
′ (
𝑅2

𝑧
) +

𝑅2

𝑧2
Ψ̅3
(𝑗)
(
𝑅2

𝑧
), in which 𝑧 ∈ 𝑆3−𝑗, we can ex-

press the basic formulas of the classical plate bending theory in 
the form: 

2Γ̃ −
𝑧̅

𝑧
Γ̃′ +Φ3

(𝑗)(𝑧) − 𝑓3
(𝑗)(𝑧) + Φ̃1(𝑧) + 𝑓1(𝑧) = 𝑔̃𝑗 , (6) 

(𝜅̃𝑗 − 1)Γ̃ +
𝑧̅

𝑧
Γ̃′ + 𝜅̃𝑗Φ3

(𝑗)(𝑧) + 𝑓3
(𝑗)(𝑧) + 𝜅̃𝑗Φ̃1(𝑧) −

𝑓1(𝑧) = 𝑓𝑗, (7) 

(𝜅̃2 − 1)Γ̃ − Γ̃
′ + 𝜅̃2Φ̃1(𝑧) + 𝑓2(𝑧) + 𝜅̃2Φ3

(2)(𝑧) −

𝑔3
(2)(𝑧) = 𝑓2, (8) 

2Γ̃ + Γ̃′ + Φ̃1(𝑧) − 𝑓2(𝑧) + Φ3
(𝑗)(𝑧) − 𝑔3

(2)(𝑧) = 𝜕𝑥𝑔, (9) 

where: 

𝑓1(𝑧) = (1 +
𝑧̅

𝑧
) Φ̃1(𝑧) +

𝑧̅

𝑧
𝑓2(𝑧),  

𝑓2(𝑧) = Ω̃1(𝑧̅) − (𝑧 − 𝑧̅)Φ̃1
′ (𝑧)̅̅ ̅̅ ̅̅ ̅̅ , 

𝑓3
(𝑗)(𝑧) =

𝑅2

𝑟2
Φ3
(𝑗)
(
𝑅2

𝑧̅
) − (1 −

𝑅2

𝑟2
) {Φ3

(𝑗)(𝑧)
̅̅ ̅̅ ̅̅ ̅̅ ̅

− 𝑧̅Φ3
(𝑗)
′ (𝑧)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
}, 

𝑔3
(2)(𝑧) = (1 +

𝑅2

𝑧̅2
)Φ3

(2)(𝑧)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅

+ 𝑧Φ3
(2)′(𝑧)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅
−

𝑅2

𝑧̅2
{Φ3

(2) (
𝑅2

𝑧̅
) −

𝑧̅Φ3
(2)′(𝑧)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅
}, 𝑧 = 𝑟𝑒𝑖𝜃 , 𝜅̃𝑗 = (3 + 𝜈𝑗) (1 − 𝜈𝑗),⁄  

𝑔 = 𝜕𝑥𝑤2 + 𝑖𝜕𝑦𝑤2, 

𝑔̃𝑗 = −
𝑖

𝑧
𝜕𝜃 ((𝜕𝑟𝑤𝑗 +

𝑖

𝑟
𝜕𝜃𝑤𝑗) 𝑒

𝑖𝜃), 

𝑓𝑗 = 2𝜇̃𝑗{−𝑀𝑟 − 𝑖𝑐𝑗
′ − 𝑖𝐻𝑟𝜃 − 𝑖 ∫ 𝑁𝑟(𝜏)𝑑𝜏

𝑠

0
}, 

𝑓2 = −2𝜇̃2 {𝑀𝑦 + 𝑖𝑐̃
′ + 𝑖𝐻𝑥𝑦 + 𝑖 ∫ 𝑁𝑦(𝜏)𝑑𝜏

𝜏

−𝑙𝑗
}, 

𝜇̃𝑗 = 1 (2𝐷𝑗(1 − 𝜈𝑗))⁄ , 𝑐𝑗
′ and 𝑐̃′– real constants. 

If the expansions of function Φ3
(1)(𝑧) and its analytic continu-

ation in a series Φ3
(𝑗)(𝑧) = 𝐴̃0

′ + 𝐴̃1
′ 𝑧+. . . (𝑧 → 0) and 

Φ3
(1)(𝑧) = 𝐵̃0

′ + 𝐵̃1
′𝑧−1+. . . (𝑧 → ∞) are valid, the conditions 

(Prusov, 1975) 𝐵̃1
′ = 0 and 𝐵̃0

′ = −𝐴̃0 
′̅̅ ̅̅ are fulfilled too. 

On account of boundary value problem (1)–(2) and formula 
(8), we obtain a linear conjugation problem: 

(𝜅̃2Φ̃1(𝑡) − Ω̃1(𝑡))
+

− (𝜅̃2Φ̃1(𝑡) − Ω̃1(𝑡))
−

= 0, 𝑡 ∈ 𝐿1 

whose solution is: 

Ω̃1(𝑧) = 𝜅̃2Φ̃1(𝑧).   (10) 

On the basis of (9), taking into account representation (10) 
and boundary conditions (1)–(2), we form the following linear 
conjugation problem: 

Φ̃1
+(𝑡) − Φ̃1

−(𝑡) = 𝑄1(𝑡), 𝑡 ∈ 𝐿1. 

The solution of this problem is: 

Φ̃1(𝑧) =
1

2𝜋𝑖
∫

𝑄1(𝑡)

𝑡−𝑧
𝑑𝑡

𝐿1
, 

where 𝑄1(𝑡) = 𝜕𝑥[𝜕𝑥𝑤2 + 𝑖𝜕𝑦𝑤2] (1 + 𝜅̃2)⁄ . 

From the boundary conditions (5) and formula (6). we obtain 
one more linear conjugation problem: 
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(Φ3
(1)(𝑡) + Φ3

(2)(𝑡))
+

− (Φ3
(1)(𝑡) + Φ3

(2)(𝑡))
−

= 0, 𝑡 ∈ 𝐿 

with the solution: 

Φ3
(1)(𝑧) + Φ3

(2)(𝑧) = −𝐴̃0
′̅̅ ̅.   (11) 

Introducing a function: 

Φ̃(𝑧) = {

𝑖𝑐 − (𝐴𝐴3 + 𝐴𝐴4)Γ̃ + 𝐹̃1(𝑧) + 𝐹3
(1)(𝑧),

 𝑧 ∈ 𝑆+,

−𝐴𝐴4
𝑅2

𝑧2
Γ̃′ + 𝐹̃2(𝑧) + 𝐹3

(2)(𝑧), 𝑧 ∈ 𝑆−,

 (12) 

where: 𝐹̃1(𝑧) = −𝐴𝐴3Φ̃1(𝑧), 𝐹3
(𝑗)(𝑧) = 𝜇̃3−𝑗𝜅̃𝑗Φ3

(𝑗)(𝑧) −

𝜇̃𝑗Φ3
(3−𝑗)(𝑧), 𝐹̃2(𝑧) = 𝐴𝐴4 {(1 +

𝑅2

𝑧2
) Φ̅̃1 (

𝑅2

𝑧
) +

𝑅2

𝑧
{𝜅̃2Φ̃1 (

𝑅2

𝑧
)− (𝑧 −

𝑅2

𝑧
) Φ̅̃1

′ (
𝑅2

𝑧
)}}, 𝑐 = 2𝜇̃1𝜇̃2(𝑐1

′ − 𝑐2
′ ), 

𝑔̃ = − 𝐴̃1 𝐴̃2⁄ , 𝐴̃𝑗 = 𝜇̃𝑗 + 𝜇̃3−𝑗𝜅̃𝑗, 𝐴𝐴3 = 𝜇̃1𝜅̃2 − 𝜇̃2𝜅̃1, 

𝐴𝐴4 = 𝜇̃2 − 𝜇̃1, with respect to the boundary conditions (3) and 

formula (7), we make sure it is a solution of the linear conjugation 

problem Φ̃+(𝑡) − Φ̃−(𝑡) = 0 (𝑡 ∈ 𝐿), which can be written as 

Φ̃(𝑧) = 𝐵̃ + 𝜇̃2𝐴̃0
′̅̅ ̅, (13) 

where: 𝐵̃ = 𝑖𝐴𝐴4𝐵1̅̅ ̅, 𝐵1 =
1

2𝜋
∫ 𝑡−1𝑄1(𝑡)𝑑𝑡𝐿1

. 

On the basis of (11) and (12) with respect to (13), we obtain: 

Φ3
(1)(𝑧) = −Φ3

(2)(𝑧) − 𝐴̃0
′̅̅ ̅, 𝑧 ∈ 𝑆𝑗 , 

Φ3
(2)(𝑧) =

{
 
 

 
 
1

𝐴1
{𝐹̃1(𝑧) + 𝑖𝑐 − 𝐵̃} − (

𝐴3

𝑔̃
+ 𝐴̃4) Γ̃ −

𝐴̃5𝐴̃0
′̅̅ ̅, 𝑧 ∈ 𝑆+,

1

𝐴2
{𝐵̃ − 𝐹2(𝑧)} − 𝑔̃𝐴̃4

𝑅2

𝑧2
Γ̃′, 𝑧 ∈ 𝑆−,

 (14) 

where: 𝐴̃4 = 𝐴𝐴4 𝐴̃1⁄ , 𝐴̃3 = 𝐴𝐴3 𝐴̃2⁄ , 𝐴̃5 = 𝜇̃2(1 + 𝜅̃1) 𝐴̃1⁄ . 

Since Φ3
(1)(0) = 𝐴̃0

′ , in view of (14), we can write: 

Re𝐴̃0
′ =

𝐴̃12

1 − 𝐴̃4
(Γ̃ + Im 𝐵1),

𝑐

𝐴̃1
+ 𝐴̃5Im 𝐴̃0

′ = 𝑎̃Re𝐵1, 

where: 𝐴̃12 = 𝐴̃4 − 𝐴̃3 𝑔̃⁄ , 𝑎̃ = 𝐴̃3 𝑔̃⁄ + 𝐴̃4. 
From the boundary conditions (1)–(2) and formula (8), we fi-

nally obtain the following integral equations: 

∑ ∫ {𝑌𝑘1[𝐾𝑚𝑘(𝜂, 𝜉) + 𝐿𝑚𝑘(𝜂, 𝜉)]}𝑑𝜂 = 𝑐̃𝑚
′1

−1
2
𝑘=1 , (15) 

∑ ∫ {𝑌𝑘2𝑁𝑚𝑘(𝜂, 𝜉)}𝑑𝜂 = 𝑚̃ℎ𝑁𝑚(𝜉) 𝑀𝑦
∞ + 𝑃𝑚(𝜉)⁄

1

−1
2
𝑘=1 , (16) 

where: 

𝑌𝑘(𝑡) = 𝑄1𝑄2(𝑙𝑘𝑡 + 𝑥_𝑘) 𝑀𝑦
∞ =⁄ 𝑌𝑘1(𝑡) + 𝑌𝑘2(𝑡), 

𝑚̃ = −1 (𝐷̃2(1 − 𝜈2))⁄ , 𝐷̃2 = 2 (3 (1 − 𝜈2
2))⁄ , 

𝑃𝑚(𝜉) = −𝑚̃ +
𝑔̃𝐴4𝐵

𝑋𝑚
2 (𝜅̃2 + 1 −

3

𝑋𝑚
2 ) −

2𝐴𝐴12

𝑋𝑚
2 (1−𝐴4)

, 

𝐴 = − (𝜌 + 1) (4𝐷̃2(1 + 𝜈2))⁄ , 𝐵 = − 𝑚̃(1 − 𝜌) 2⁄ , 

𝐾𝑚𝑘(𝜂, 𝜉) = −
1

𝜋
{𝛾̃2𝜆̃𝑘𝐾𝑚𝑘(𝜂, 𝜉) +

𝜆𝑘

2
{
𝑔̃𝐴4

𝑇𝑘
(1 +

1

𝑋𝑚
2 ) +

1

2𝑋𝑚
2 (𝑎̃ −

𝐴5𝐴12

𝐴4−1
) + 𝑄𝑘𝑚 [𝑔̃𝐴̃4 (

𝛾̃2
2

𝑋𝑚
− 𝑋𝑚 −

3

𝑋𝑚
3 ) −

𝐴3

𝑔̃𝑋𝑚
] +

𝑔̃𝐴̃4𝑄𝑘𝑚
2 (𝑋𝑚 +

4

𝑋𝑚
−

5

𝑋𝑚
3 ) −

2𝑔̃𝐴4

𝑋𝑚
(𝑋𝑚 −

1

𝑋𝑚
)
2

𝑄𝑘𝑚
3 }}, 

𝐾̃𝑚𝑘(𝜂, 𝜉) = (𝑇𝑘 − 𝑋𝑚)
−1, 𝛾̃1 = 1 + 𝜉1, 𝛾̃2 = −1 − 𝜉2, 

𝑇𝑘 = 𝑋̃𝑘 + 𝜆̃𝑘𝜂, 𝑋𝑚 = 𝑋̃𝑚 + 𝜆̃𝑚𝜉, 𝜆̃𝑘 = 𝑙𝑘 𝑅⁄ , 𝜉𝑘 = 𝑑𝑘 𝑅⁄ , 

𝜌 = 𝑀𝑥
∞ 𝑀𝑦

∞⁄ , 𝑁𝑚𝑘(𝜂, 𝜉) = 𝐿𝑚𝑘(𝜂, 𝜉) − 𝐾𝑚𝑘(𝜂, 𝜉), 

𝐿𝑚𝑘(𝜂, 𝜉) = −
𝜆𝑘

2𝜋
{
1

𝑇𝑘
(𝜅̃2𝑔̃𝐴̃4 −

1

𝑋𝑚
2 (𝐴̃4 −

𝑎̃

2
−

𝐴5𝐴12

2(𝐴4−1)
)) +

𝜅̃2𝑔̃𝐴̃4𝑄𝑘𝑚 [
3

𝑋𝑚
3 − 𝑋𝑚 −

2

𝑋𝑚
+ 𝑄𝑘𝑚 (𝑋𝑚 −

2

𝑋𝑚
+

1

𝑋𝑚
3 )]}, 

𝑌𝑘1(𝑡), 𝑌𝑘2(𝑡)– real functions, 𝑄𝑘𝑚 = 1 (𝑇𝑘𝑋𝑚 − 1)⁄ . 

Equations (15) and (16) must be solved under the additional 
conditions: 

∫ 𝑌𝑘(𝜂)𝑑𝜂 = ∫ 𝜂𝑌𝑘1(𝜂)𝑑𝜂 = 0
1

−1

1

−1
, 𝑘 = 1, 2, (17) 

which assume that rotational displacements and deflection of the 
plate have to be single-valued when bypassing the contours of 
cracks. 

Note that if the crack closure is neglected, the system of sin-
gular integral equations (15)–(17) takes 𝑁𝑚(𝜉) = 0. 

4. SOLUTION OF PLANE PROBLEM 

We introduce Kolosov–Muskhelishvili complex potentials 
(Muskhelishvili, 1966) for areas 𝑆𝑗  and represent them in the form: 

Φ𝑃𝑗(𝑧) = Φ𝑃
(𝑗)(𝑧) + Φ1(𝑧), Ψ𝑃𝑗(𝑧) = Ψ𝑃

(𝑗)(𝑧) + Ψ1(𝑧),  

where: Φ1(𝑧), Ψ1(𝑧) – vanished at infinity functions, which are 

holomorphic outside the cracks;Φ𝑃
(𝑗)(𝑧), Ψ𝑃

(𝑗)(𝑧) – holomorphic 

functions in 𝑆𝑗 . Moreover, at large |𝑧|Φ𝑃
(2)(𝑧) = 𝑂(1 𝑧2⁄ ) and 

Ψ𝑃
(2)(𝑧) = 𝑂(1 𝑧2⁄ ). 

Similar as the previous chapter, we also introduce the follow-
ing functions (Prusov, 1962): 

Φ𝑃
(𝑗)(𝑧) = −Φ̅𝑃

(𝑗)
(
𝑅2

𝑧
) +

𝑅2

𝑧
Φ̅𝑃
(𝑗)′

(
𝑅2

𝑧
) +

𝑅2

𝑧2
Ψ̅𝑃
(𝑗)
(
𝑅2

𝑧
) 

Ω̃1(𝑧) = −Φ̅̃1(𝑧) − 𝑧Φ̅̃1
′ (z) − Ψ̅̃1(𝑧), 𝑧 ∈ 𝑆3−𝑗 . 

Then a stress-strain state of the plate is given by the equa-
tions: 

𝜎𝑟𝑟 + 𝑖𝜎𝑟𝜃 = Φ𝑃
(𝑗)(𝑧) − 𝑓𝑃

(𝑗)(𝑧) + 𝑓1(𝑧), (18) 

2𝜇𝑗𝜕𝜃(𝑢𝑥 + 𝑖𝑣𝑦) = 𝑖𝑧 [𝜅𝑗Φ𝑃𝑗(𝑧) + 𝑓𝑃
(𝑗)(𝑧) − 𝑓1(𝑧)], (19) 

𝜎𝑦𝑦 − 𝑖𝜎𝑥𝑦 = Φ𝑃𝑗(𝑧) + 𝑓2(𝑧) + 𝑔𝑃
(2)(𝑧), (20) 

2𝜇2𝜕𝑥(𝑢𝑥 + 𝑖𝑣𝑦) = 𝜅2Φ𝑃𝑗(𝑧) − 𝑓2(𝑧) − 𝑔𝑃
(2)(𝑧), (21) 

where: 𝜅𝑗 = (3 − 𝜈𝑗) (1 + 𝜈𝑗)⁄ , 𝜇𝑗 = 𝐸𝑗 (2(1 + 𝜈𝑗)) ⁄ – 
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shear modulus, 𝑓1(𝑧) = (1 + 𝑧̅ 𝑧⁄ )Φ1(𝑧) − 𝑧̅ 𝑧⁄ 𝑓2(𝑧), 

𝑓2(𝑧) = Ω1(𝑧̅) + (𝑧 − 𝑧̅)Φ1
′ (𝑧)̅̅ ̅̅ ̅̅ ̅̅ , functions 𝑓𝑃

(𝑗)(𝑧) and 

𝑔𝑃
(2)(𝑧) can be obtained from expressions for 𝑓3

(𝑗)(𝑧) and 

𝑔3
(2)(𝑧) from (7), (9) by replacing index ‘3’ by ‘P’. 

Formulas (6)–(9) in the bending problem and corresponding 
dependencies (18)–(21) in plane problem have the same struc-
ture. The boundary conditions (1)–(5) are also similar for both 
problems. Hence, by using the approach from the previous chap-
ter, we find: 

Φ1(𝑧) = Ω1(z) =
1

2𝜋𝑖
∫

𝑔′(𝑡)

𝑡−𝑧
𝑑𝑡

𝐿1
, 

Φ𝑃
(1)(𝑧) = −Φ𝑃

(2)(𝑧) − 𝐴0
′̅̅ ̅, 𝑧 ∈ 𝑆𝑗 , 

Φ𝑃
(2)(𝑧) = {

(𝐹1(𝑧) − 𝐵) 𝐴1⁄ − 𝐴5𝐴0
′̅̅ ̅, 𝑧 ∈ 𝑆+,

(𝐵 − 𝐹2(𝑧)) 𝐴2⁄ , 𝑧 ∈ 𝑆−,
 

where: 𝑔′(𝑥) =
2𝜇2

1+𝜅2
𝜕𝑥[𝑢𝑥 + 𝑖𝑢𝑦],𝐴5 =

𝜇2

𝐴1
(1 + 𝜅1), 

𝐴0
′ =

𝐵5

2𝜋𝑖
∫

1

𝑡
[(𝐴4

2 −
𝐴3

𝑔
)𝑔′(𝑡) + 𝐴4 (

𝐴3

𝑔
− 1)𝑔′(𝑡)̅̅ ̅̅ ̅̅ ̅] 𝑑𝑡

𝐿1
, 

𝐵5 = (1 − 𝐴4
2)−1, expressions for 𝐵, 𝐹1(𝑧), 𝐹2(𝑧), 𝐴𝐴3̃ , 𝐴𝐴4̃ , 

𝑔, 𝐴𝑛(𝑛 = 1, 4) are obtained from the corresponding expres-

sions for 𝐵̃, 𝐹̃1(𝑧), 𝐹̃2(𝑧), 𝐴𝐴3, 𝐴𝐴4, 𝑔̃, 𝐴̃𝑛(𝑛 = 1, 4) by the 

substitution 𝑄1(𝑡) → 𝑔′(𝑡), Φ̃1(𝑧) → Φ1(𝑧), 𝜇̃𝑘 → 𝜇𝑘, 

𝜅̃𝑘 → 𝜅𝑘, 𝐴̃𝑘 → 𝐴𝑘 (𝑘 = 1, 2). 
In view of the boundary conditions (1)–(2), an unknown de-

rivative of displacement jump across the crack faces 𝑔′(𝑥) is 
obtained by solving the integral equations: 

∑ ∫ 𝐺𝑘2(𝜂)[𝑅𝑚𝑘(𝜂, 𝜀) − 𝑆𝑚𝑘(𝜂, 𝜀)]𝑑𝜂 =
1

−1
02

𝑘=1 , (22) 

∑ ∫ 𝐺𝑘1(𝜂)𝑀𝑚𝑘(𝜂, 𝜀)𝑑𝜂 =
1

−1
−2

𝑘=1 𝜋ℎ𝑁𝑚(𝜀) (2𝑀𝑦
∞)⁄ , (23) 

at |𝜀| < 1, 𝑚 = 1, 2 and satisfying that displacements have to 
be single-valued when bypassing the contour of each crack: 

∫ 𝐺𝑘(𝜂)𝑑𝜂 =
1

−1
0, 𝑘 = 1, 2. (24) 

Formulas (20)–(22) have the following notations: 

𝑅𝑚𝑘(𝜂, 𝜀) = 𝜆𝑘 {𝐾𝑚𝑘(𝜂, 𝜀) −
𝐴4𝑔𝑄𝑘𝑚

2𝑋̃𝑚
{
1

𝑋𝑚
− (

1

𝑋𝑚
2 +

1) [𝑋𝑚 +
1

𝑋𝑚
− 𝑋̃𝑚𝑄𝑘𝑚] + 2𝑋̃𝑚 [

2𝑄𝑘𝑚

𝑋𝑚
2 +

1

𝑋𝑚
2 −

𝑋̃𝑚𝑄𝑘𝑚
2

𝑋𝑚
]}}, 

𝑀𝑚𝑘(𝜂, 𝜀) = 𝑅𝑚𝑘(𝜂, 𝜀) + 𝑆𝑚𝑘(𝜂, 𝜀), 𝑋̃𝑚 = 𝑋𝑚 − 1 𝑋𝑚⁄ , 

𝑆𝑚𝑘(𝜂, 𝜀) = −
𝜆𝑘

2
{
1

𝑇𝑘
(
𝐵9

𝑋𝑚
2 + 𝑔𝐴4) − 𝑔𝐴4𝑄𝑘𝑚 [𝑋𝑚 −

1

𝑋𝑚
3 −

𝑋̃𝑚𝑄𝑘𝑚 +
𝑄𝑘𝑚+2

𝑋𝑚
2 ]}, 𝐺𝑘(𝜂) =

ℎ2

𝑀𝑦
∞ 𝑔

′(𝑙𝜂) = 𝐺𝑘1(𝜂) +

𝑖𝐺𝑘2(𝜂), 𝐵8 = 𝐴5𝐵5 (
𝐴3

𝑔
− 1), 𝐵9 = 𝐴4 + 𝐴5𝐵5 (𝐴4

2 −
𝐴3

𝑔
). 

5. SUPERPOSITION OF SOLUTIONS 

By substituting 𝑁𝑚𝑘(𝜀), which is obtained from (23) into (16), 
we get: 

∑ ∫ {𝑌𝑘2𝑁𝑚𝑘(𝜂, 𝜀) +
1

−1
2
𝑘=1

𝛽1𝐺𝑘1(𝜂)𝑀𝑚𝑘(𝜂, 𝜀)}𝑑𝜂 =𝑃𝑚(𝜀), |𝜀| < 1,𝑚 = 1, 2,  (25) 

where 𝛽1 = 2𝑚̃ 𝜋⁄ . 

Satisfying the boundary condition (2) leads to: 

𝑌𝑘2(𝜂) = 𝛽𝐺𝑘1(𝜂), (26) 

where: 𝛽 = −(1 + 𝜅2)(1 + 𝜈2) (1 + 𝜅̃2)⁄ . 
Based on the analysis of system of equations (15), (17), (22)–

(24), (25) and (26) we conclude that 𝑐𝑘
′ = 0, 𝐺𝑘2(𝜂) =

𝑌𝑘1(𝜂) = 0 (𝑘 = 1, 2), that is, the solution of the problem is 
reduced to a system of singular integral equations, which consists 
of the following equation: 

∑ ∫ {𝛽𝑁𝑚𝑘(𝜂, 𝜀) +
1

−1
2
𝑘=1

𝛽1𝑀𝑚𝑘(𝜂, 𝜀)}𝐺𝑘1(𝜂)𝑑𝜂 =𝑃𝑚(𝜀), |𝜀| < 1,𝑚 = 1, 2,  (27) 

and equation (24). 

Note that at 𝐸1 = 0, this system turns into the system of inte-
gral equations from the research by Opanasovych and Slobodyan 
(2007). 

6. NUMERICAL ANALYSIS 

By using the mechanical quadrature method (Panasyuk et al., 
1976), the system of singular integral equations (27), (24) is re-
duced to the following system of linear algebraic equations: 

𝜋

𝑀
∑ ∑ 𝑌𝑘𝑚[𝛽𝑁𝑚𝑘(𝜂𝑚, 𝜀𝑟) + 𝛽1𝑀𝑚𝑘(𝜂𝑚, 𝜀𝑟)]𝑑𝜂

𝑀
𝑚=1

2
𝑘=1 =

𝑃𝑚(𝜀𝑟),𝑚 = 1, 2, 𝑟 = 1,𝑀 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅, 

∑ 𝑌𝑘𝑚(𝜂) = 0
𝑀
𝑚=1 , 𝑘 = 1, 2, 

where 𝑌𝑘𝑚 = √1 − 𝜇2𝐺𝑘1(𝜂𝑚), 𝜂𝑚 = cos
(2𝑚−1)𝜋

2𝑀
, 𝜀𝑟 =

cos
𝜋𝑟

𝑀
. 

The crack-tip stress distribution is given in research by 
Panasyuk et al. (1976). Formulas for the reduced moments inten-
sity factors are: 

𝐾𝑀
∗± =

𝐾𝑀
±

𝑀𝑦
∞√𝑙

=

∓
2

𝛽2(1−𝜈2)𝑀
∑ (−1)𝑚+1+

(𝑀−1)

2
(1∓1)𝑌𝑘𝑚 cot

∓1 (2𝑚−1)𝜋

4𝑀

𝑀
𝑚=1 , 

Where: 𝐾𝑀
± are the bending moment intensity factors (twisting 

moment intensity factors are equal to 0); 

𝛽2 = 3 (1 + 𝜈2) (3 + 𝜈2)⁄ , ‘+’ and ‘–’ correspond to tips 𝑏𝑖 and 
𝑎𝑖(𝑖 = 1, 2), respectively. 

Note that reduced forces intensity factors 𝐾𝑁
∗± =

ℎ𝐾𝑁
±

𝑀𝑦
∞√𝑙

 are 

related to 𝐾𝑀
∗± as 𝐾𝑁

∗± = 𝛽2𝐾𝑀
∗±, where 𝐾𝑁

± are the forces in-
tensity factors. 

The critical value of the moment at which the plate collapses 
is calculated by the formula (Osadchuk, 1985): 

𝑀̃± =
𝑀𝑦
∞

2ℎ
√

𝜋𝑙

2𝛾∗𝐸2
= (𝐾𝑀

∗±√𝛽2
2 + 𝛽2)

−1

, 

where: 𝛾∗ is the density of an active surface energy of the plate 
material. 

Numerical analysis is carried out at 𝜈1 = 𝜈2 = 0.3 and 
𝑙1 = 𝑙2 = 𝑙. The values of 𝑛̃ = 𝐸1 𝐸2⁄  are 0.1, 0.5, 1, 2, 10, 
0.001, 1000 for lines labelled by 1, 2, 3, 4, 5, 6, and 7, respective-
ly. In Figures 3 and 4, dashed lines correspond to the case when 
crack closure is neglected. 

Fig. 2 illustrates the graphical dependence of the reduced 

contact force 𝑁∗ = ℎ𝑁 𝑀𝑦
∞⁄  between crack faces on the dimen-
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sionless coordinate 𝜉 = 𝑥1 𝑙⁄  at 𝑑1 = 𝑑2 = 𝑑, 𝜀 = 𝑑 𝑅⁄ = 1, 

𝜆 = 𝑙 𝑅⁄ = 0.8 and 𝑀𝑥
∞ 𝑀𝑦

∞⁄ = 1. 

Graphical dependencies of the reduced moment intensity fac-
tor 𝐾𝑀

∗  on 𝜀 = 𝑑 𝑅⁄  for tips 𝑎 and 𝑏 at 𝑑1 = 𝑑2 = 𝑑, 𝜆 =
𝑙 𝑅⁄ = 0.8 and 𝑀𝑥

∞ 𝑀𝑦
∞⁄ = 0.5 are shown in Fig. 3. 

Fig. 4 presents the graphical dependence of the reduced criti-

cal moment 𝑀̃ on the relative distance from the second crack to 
the interface 𝜀2 = 𝑑2 𝑅⁄  at 𝜆 = 𝑙 𝑅⁄ = 0.7, 𝜀1 = 𝑑1 𝑅⁄ = 1 

and 𝑀𝑥
∞ 𝑀𝑦

∞⁄ = 1. 

 
Fig. 2. Dependence of the reduced contact force on the distance between 

interface and cracks 

 
Fig. 3. Dependences of the reduced moment intensity factor on 𝜀 =

𝑑 𝑅⁄  in tip 𝑎 (𝐾𝑎
∗) and 𝑏 (𝐾𝑏

∗) 

 
Fig. 4. Dependence of the reduced critical moment on the relative dis-

tance between second crack and interfacial line 

7. CONCLUSIONS 

The obtained dependencies show that if the inclusion is more 
rigid than the plate, the values of reduced contact force, intensity 
factors and critical moment are smaller than the corresponding 
values in case of a homogeneous plate. The situation is reversed 
for the pliable (in comparison with the plate) inclusion. The highest 
values are reached for the hole, the minimal ones – for the rigid 
plate. 

Taking into account the contact of the crack faces leads to a 
decrease in the coefficients of the moment intensity and an in-
crease in the ultimate load compared to the case when the con-
tact of the crack faces is not taken into account. Crack closure 
consideration leads to decreasing of the moment intensity factors 
and to increasing of limit load. 
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Abstract: This study investigates the automotive magnetorheological (MR) shock absorber behaviour in conditions of changing tempera-
ture. Its temperature-dependent behaviour was quantified between ambient and maximal operating temperatures of the device. Aspects 
addressed include the temperature dependence of the control coil resistance in the absorber, the influence of operating current level 
on control coil temperature and the temperature dependence of the absorber force response and energy dissipation in the system. The re-
sults of experiments enabled us to evaluate the mechanical performance of the absorber at varied temperatures. 

Key words: MR Shock Absorber, Temperature, Current, Coil Resistance, Force, Energy 

1. INTRODUCTION 

Magnetorheological (MR) shock absorbers are used in suspen-
sions of passenger cars and sports vehicles to improve the ride 
comfort by controlling undesired vibrations. Studies of MR shock 
absorber behaviour have identified several major determinants of 
the output force (response), such as mechanical and magnetic 
hysteresis, control circuit dynamics, driver dynamics, temperature, 
flow losses, friction and nonlinear relationship between the mate-
rial’s yield stress and the induced flux (Bajkowski and Skalski, 
2012; Strecker et al., 2015; Gołdasz et al., 2018; Gołdasz and 
Sapiński, 2019; Kubik and Gołdasz, 2019). These factors need to 
be taken into account when designing control systems for the 
device (Choi et al., 2005; Sims, 2006; McKee et al., 2018). Specif-
ically, there are three key effects of rising temperature on the MR 
shock absorber force output (Batterbee and Sims, 2009). The first 
effect involves the reduction of the yield force corresponding to a 
reduction in the MR fluid’s yield stress. The second one is de-
crease in the slope of the post-yield force–velocity response 
associated with reduction in the MR fluid’s viscosity. The third 
effect involves the reduction of the force–velocity hysteresis loop 
size, associated with a change in the absorber’s stiffness caused 
by the ring accumulator pressure. 

The present study aims to investigate the temperature factor 
in the Magnetic Ride absorber in cars of series Audi TT Quatro. 
This factor is of great importance when the MR device experienc-
es large temperature variations (Gordaninejad and Breese, 1999). 
The objective of this work is to evaluate the absorber’s behaviour 
under the condition of varied temperature through experiments. The 
resulting behaviour of the Magnetic Ride absorber will be taken into 
account by the authors when designing temperature-sensitive con-
troller. 

This study is organised as follows. In Section 2, we provide 
the characteristics of the Magnetic Ride absorber and test facili-

ties. In Section 3, the experimental procedure is summarised for 
the experiments conducted in the constant climate cabinet with no 
piston displacement, and then when the absorber is subjected to a 
particular excitation via piston displacements and constant current 
inputs. Section 4 covers the experimental results and discussion 
of the temperature effects on the absorber behaviour. Conclusions 
are given in the Section 5. 

2. STRUCTURE AND FORCE RESPONSES  
OF THE ABSORBER 

The structural design of the absorber is shown in Fig. 1, which 
reveals a typical mono-tube flow-mode damper configuration with 
an annular gap. Geometrical parameters of the device are: piston 
stroke 178 mm, outer diameter of the cylinder 50 mm, the length 
with the piston in compression position 381 mm and the length 
with the piston in rebound position 559 mm. The cylinder is filled 
with 277 cm3 of MR fluid. The absorber comprises an accumulator 
65 cm3 in volume, filled with nitrogen. The maximal current in the 
control coil should not exceed 5 A. The device ought to be operat-
ed in the temperatures ranging from −30 °C to 100 °C. 

Accumulator

Piston head

Control coil
Piston rod

MR fluid

Seals

Fig. 1. Schematic diagram 

Fig. 2 shows typical plots of force response F vs piston position x 
(Jastrzębski and Sapiński, 2017). These plots were obtained under 
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the applied input in the form of triangular piston displacement of 
amplitude 75 mm and frequency 0.5 Hz, corresponding to the 
constant velocity of the piston 150 mm/s, both in the rebound 
phase and in the compression phase. The absorber’s force output 
in the stroke centre position is found to be 335 N at current I = 0 
A, whilst under the maximal current I = 5 A in the control coil, the 
force response is increased 14-fold in relation to that registered 
under the conditions of no power supply. 

 

Fig. 2. Force vs piston position 

3. TEST FACILITIES AND EXPERIMENTS 

In the first stage, the experiments were performed to explore 
temperature dependence of the control coil resistance in the 
shock absorber. The experimental setup shown in Fig. 3 compris-
es an SB11/160/80 constant climate chamber manufactured by 
Weiss Technik (WEISS TECHNIK, 2019) and a Fluke8846A pre-
cision resistance multimeter (FLUKE, 2019). The constant climate 
chamber allows the temperature to be controlled and maintained 
at a constant level in the range 20 ºC–100 ºC. 

 
Fig. 3. Test facility with the constant climate chamber  

The second cycle of experiments were conducted to deter-
mine the relationship between the cylinder temperature in the 
shock absorber and the temperature of the control coil under the 
current inputs 1, 2, 3, 4 and 5 A. The case was analysed in which 
the piston remained immobile at its maximal position in the re-
bound phase and when it moved at the fixed rate 150 m/s in the 

compression phase and the rebound phase. The applied triangu-
lar input inducing the piston motion around its mid-position had an 
amplitude A = 75 mm and frequency f = 0.5 Hz. When the applied 
current levels were 1, 2, 3 and 4 A, the experiment lasted 180 s; 
with the applied current level at 5 A, the experiment took 480 s 
(the time required by the cylinder in the shock absorber to reach 
the temperature of 100 ºC). The cylinder temperature was deter-
mined with the use of a thermovision camera, whilst the tempera-
ture of the control coil was calculated based on changes in the coil 
winding’s resistance. All experiments were conducted in the test 
facility shown schematically in Fig. 4 and incorporating an MTS 
810 testing system (MTS, 2019) and a current controller (Sapiński 
et al., 2012), complete with the power supply and the measure-
ment data acquisition system. The current controller is fitted with 
integrated circuits used for  voltage and current measurement  in 
the control coil of the shock absorber and an in-built PID control-
ler. The controller enables the coil to be supplied with currents up 
to 7 A. Piston displacements and the damping force delivered by 
the shock absorber were measured with the sensors in the MTS 
810 tester machine. The data acquisition system comprises an 
RT-DAC PCI card (INTECO, 2019) and a PC operated under 
Windows 7 in the MATLAB/Simulink environment. The tempera-
ture of the cylinder in the shock absorber was measured using the 
Flir E40 thermovision camera (FLIR, 2019). 

u
i

Current driver

u
u

+

-

RT-DAC PCI

uconu iF

MATLAB/Simulink

Windows 7

PC

Data acquisition system

x

MTS system

DC power supply
MTS 810

Absorber

 

Fig. 4. Test facility with MTS testing system 

4. RESULTS AND DISCUSSION 

Experimental results summarised in three sub-sections clearly 
demonstrate how temperature influences the resistance of control 
coils and how the current level in the coil impacts on the changes 
in the coil and cylinder temperatures under the condition when the 
piston should remain immobile, thus revealing the temperature 
dependence of the mechanical performance of the device. 

4.1. Influence of temperature on control coil resistance 

The constant climate chamber in which the temperature was 
maintained constant throughout the experimental procedure is 
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shown in Fig. 3. Temperature could be varied in the range from 20 
ºC to 100 ºC, at 5 ºC intervals. In order to uniformly heat the entire 
volume of the shock absorber to reach the preset temperature, the 
absorber was maintained inside the chamber for 1 hour. After-
wards, measurements were taken of the control coil resistance 
and the temperature inside the chamber was raised at the prede-
termined rate. The resistance of the cable connecting the absorb-
er with the power drive was duly accounted for in the measure-
ment procedure. 

 
Fig. 5. Coil resistance vs temperature 

Experimental data are plotted in Fig. 5. It appears that control 
coil resistance R is linearly related to the absorber’s temperature 
T. At 20 ºC, the coil resistance becomes 1.276 Ω, and at 100 ºC, it 
is found to be 1.643 Ω. Based on the data obtained (indicated in 
green markers in Fig. 5) and recalling the least square method, 
the following coefficients were derived accordingly: a = 0.00459 
Ω/°C and b = 1.184 Ω of the linear function (see black continuous 
line), as shown in Equation (1). 
 

𝑅 = 𝑎 ∙ 𝑇 + 𝑏 (1) 
 

For electric conductors, resistance can be expressed as: 
 

𝑅 = 𝑅0(1 + 𝛼 ∙ ∆𝑇) (2) 
 

where R0 is the conductor resistance at the reference temper-
ature T0, α is the temperature coefficient of resistance and ΔT is 
the temperature change from T0 to T. 

 
Recalling Equations (1) and (2), the temperature coefficient of 

resistance was derived accordingly: α = a/b = 3.88 × 10−3 1/ºC. Its 
value is nearing that listed in physical tables for copper wire from 
which the control coil is made: αCU = 3.9∙× 10−3 1/ºC. At T0 = 0 ºC, 
the calculated coil resistance is: R0 = b = 1.184 Ω. Temperature T 
of the coil can be derived recalling Equation (3) and resistance 
readouts R. 
 

𝑇 =
1

𝛼
(
𝑅

𝑅0
− 1) 

(3) 

 

Temperature of the control coil derived from Equation (3) is 
closer to that of the MR fluid in the gap in the shock absorber than 
to the temperature on the cylinder surface. An increase in the 
temperature of MR fluid can be attributed to thermal energy aris-
ing due to friction during the fluid flow in the gap and to thermal 
energy associated with current flow in the control coil. 

4.2. Influence of current level on the control coil temperature 

Experiments were conducted using the test facility shown in  
Fig. 4. Throughout the experimental procedure, the piston rod in 
the shock absorber stayed in the rebound position and remained 
immobile. Resistance of the control coil R was derived based on 
the voltage u and current i readouts. 

The obtained results are plotted in Figs 6–10. Fig. 6 shows the 
time histories of the control coil resistance R during heating asso-
ciated with DC current I. Fig. 7 plots the time history of control coil 
temperature T, derived from Equation (3). 

 
Fig. 6. Time patterns of coil resistance at various current levels 

Fig. 7. Time patterns of coil temperature at various current levels 

Apparently, after time t = 480 s (current level 1 A), resistance 
and temperature of the control coil increase by about 1%, whilst at 
2 A, there is a 3% increase. It is reasonable to suppose, therefore, 
that at current levels I ≤ 2A, the released thermal energy will not 
cause any temperature change of the coil (MR fluid). At current 
levels 3, 4 and 5 A, resistance and temperature of the control coil 
increase by 5%, 12% and 20%, respectively. Plots in Figs 6 and 7 
clearly indicate that the process of coil heating involves two dis-
tinct stages. In the first stage, when t ≤ 50 s, the temperature 
goes up rapidly; in the second phase, when t > 50 s, the tempera-
ture increase is found to be less significant.  

To better highlight this effect, plots of coil temperature and 
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temperature on the cylinder surface vs time are compared for the 
current level I = 5 A (Fig. 8a). Time histories of the cylinder tem-
perature were derived from the distribution of temperature 
readouts from the thermovision camera registered in 5-s time 
intervals. Figs 9 and 10 plot selected temperature distribution 
patterns registered at the time instants: 0, 50, 240, 480, 540, 600, 
720 and 960 s.  

Obviously, within the time t ≤ 50 s, the difference between the 
temperature of the control coil and that of the cylinder tends to 
grow rapidly. After that time, the temperature difference becomes 
35 ºC and remains at that level until the end of the heating phase 
(t = 480 s). Fig. 8b shows the change in the coil and cylinder 
temperature from the moment heating of the shock absorber 
should cease (i.e. from the time instant t = 480 s until t = 960 s). In 
order that the resistance of the control coil can be derived so as to 
determine its temperature through voltage u and current i meas-
urements (Fig. 4), the current driver value must be I = 0.5 A. Such 
current levels should not cause any increase in the control coil 
temperature (Fig. 7). Apparently (see Fig. 8b), the difference 
between the temperature of the control coil and that of the cylinder 
tends to decrease from t = 480 s to t = 530 s. In the subsequent 
time instants, the temperatures of the control coil and of the cylin-
ders are nearly identical.  

 
a) Heating 

 
b) Cooling 

Fig. 8. Time pattern of the coil and cylinder temperature 

 

 
a) t = 0 s 

 
b)  t = 50 s 

 
c) t = 240 s 

 
d) t = 480 s 

Fig. 9. Temperature distribution on the cylinder surface when heating  
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a) t = 540 s 

 
b) t = 600 s 

 
c) t = 720 s 

 
d) t = 960 s 

Fig. 10. Temperature distribution on the cylinder surface when cooling 

Fig. 9 shows the temperature distribution on the cylinder sur-
face whilst the control coil is heated by the flowing current I = 5 A. 
The range of camera-registered temperature was set to fall in the 

interval from 20 ºC to 50 ºC, which affords us the means to high-
light the temperature readouts collected at points 1, 2 and 3 A on 
the surface of the cylinder. Point 2 is located in the middle section 
of the cylinder surface, which coincides with the mid-point of the 
piston. Points 1 and 3 lie along the line coinciding with the shock 
absorber axis, beyond the area in which the piston is located. The 
temperature of the shock absorber when the piston begins to be 
heated is 21.6 ºC (Fig. 9a, point 2). Temperature distribution on 
the surface of the cylinder is uniform, and the temperature differ-
ence between points 2 and 3 should not exceed 0.6 ºC. After time 
t = 50 s, a high-temperature region is revealed on the cylinder 
surface, its temperature approaching 24.2 ºC (Fig. 9b, point 2). 
The difference in temperature between points 2 and 3 goes up  
to 2.4 ºC. After the elapse of 240 s, the temperature at point  
2 reaches the level 35.8 ºC (Fig. 9c), and after 480 s, it becomes 
45.7 ºC (Fig. 9d). After these time instants, the respective temper-
ature difference between points 2 and 3 would be 6.8 ºC  
and 9.6 ºC. 

Cooling of the control coil is illustrated in Fig. 10. Actually, the 
temperature at point 2 is 44.2 °C after time t = 540 s, 41.8 °C after 
t = 600 s, 39.1 °C after t = 720 s and 36 °C after t = 960 s. 

4.3. Influence of temperature on the absorber performance 

Like the previous case, the experiments were conducted  
in the setup shown in Fig. 4. Throughout the experimental proce-
dure, the rate of piston motion in the shock absorber was 150 
mm/s, both during the compression and the rebound phases. The 
main purpose of the experiments was to find out how the tempera-
ture of the control coil impacts on the shock absorber efficiency 
and performance in terms of the output force range, response 
force of the accumulator, dissipated power and energy. Another 
issue addressed was the temperature dependence of electric 
power required to supply the control coil with preset DC current. 
Shock absorber efficiency is derived based on the coil tempera-
ture because its value is closer to the temperature of MR fluid 
than to that of the cylinder surface. 

Fig. 11 plots the time histories of the control coil temperature 
in the course of its heating due to the current flow and friction 
associated with MR current flow in the gap. After the time instant t 
= 180 s, temperature of the control coil for the current levels  
1, 2, 3, 4, 5 A went up by 27%, 66%, 108%, 153% and 200%, 
respectively. Time histories of the control temperatures registered 
for the current level 5 A are compared in Fig. 12, having relevance 
to the case when the piston was in motion (black line)  
and remained immobile (red line). Apparently, after the elapse  
of t = 480s, the control coil temperature became higher by nearly 
60 °C whilst the piston was in motion than when it remained  
immobile. In both cases, the rate of temperature change was 
enhanced when t ≤ 50 s. 

The temperature dependence of the force output of the shock 
absorber was investigated by varying the control temperature from 
30 ºC do 143 ºC (this temperature corresponds to the maximal 
temperature of the cylinder given in the manufacturer’s specifica-
tion as 100 °C). In order to ensure such range of temperature 
control, the experiments were conducted with the maximal velocity 
of the piston motion achievable in the MTS testing system and for 
the maximal rod displacements both in the compression and the 
rebound phases (150 mm), under the maximal current level in the 
control coil 5 A. In those conditions, the cylinder reached a tem-
perature of 100 °C after time t = 480 s. 
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Fig. 11. Time pattern of coil temperature at various current levels;  
              piston excitation A = 75 mm, f = 0.5 Hz 

 
Fig. 12. Time pattern of coil temperature at current I = 5 A  
              with excitation and with no excitation 

Fig. 13 shows the force–position loops of the absorber for the 
respective coil temperatures: 30 °C, 110 °C, 140 °C. An increase 
in temperature causes reduction of the range of output force, 
expressing the difference between the force responses when the 
piston is in the position x = 0 mm in the compression and rebound 
cycle. At temperatures 30 °C, 110 °C and 140 °C, the respective 
output force ranges become 3720, 3195 and 2985 N. Tempera-
ture dependence of the averaged absorber force response Fm is 
shown in Fig. 14. Apparently, the magnitude of force response Fm 
changes by 50% when the control coil temperature goes up from 
30 °C to 140 °C, which is attributable to the increase of gas tem-
perature in the accumulator. 

Fig. 15 plots the time history of dissipated energy E within a 
full cycle of the piston motion (the piston returning to its initial 
position), derived from Equation (4). 
 

𝐸(𝑡) = ∮𝐹(𝑥)𝑑𝑥 =∫ 𝐹(𝑡)
𝑡+𝜏

𝑡

𝑑𝑥

𝑑𝑡
𝑑𝑡 (4) 

 

where τ = 1/f. 
Apparently, the amount of energy dissipated varies in time, 

which is associated with temperature increase in the system. The 
dissipated energy tends to decrease at a faster rate within time t ≤ 
50 s than at the remaining time of the experiment. The coil tem-
perature dependence of dissipated energy is plotted in Fig. 16. 
This relationship can be well approximated by a linear function. In 
this case, the coefficient of determination r2 is equal to 0.985. 

When the temperature of the control coil increases by 110 °C, the 
amount of dissipated energy will decrease by about 20%. 

 

 
5.  

Fig. 13. Force vs piston position at various coil temperatures;  
             piston excitation A = 75 mm, f = 0.5 Hz, current I = 5 A 

 
Fig. 14. Force mean value vs coil temperature; piston excitation  
             A = 75 mm, f = 0.5 Hz, current I = 5 A 

 
Fig. 15. Time pattern of dissipated energy; piston excitation  
              A = 75 mm, f = 0.5 Hz, current I = 5 A  

Fig. 17 gives the plots of average dissipated power and in-
stantaneous electric power supplied to the control coil, in the 
function of time. Like the dissipated energy (Fig. 15), the average 
dissipated power Pm tends to decrease, which is attributable to 
increase in the MR fluid temperature. In order to maintain a con-
stant current level in the control coil whilst its resistance R in-
creases with time, it is required that the power Pel supplied from 
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the current driver should be increased. In the course of the exper-
iment, the temperature of the control coil rose by 110 ºC, which 
caused a 20% reduction of the averaged dissipated power Pm and 
a 38% increase of electric power Pel supplied to the control coil. 

 
Fig. 16. Dissipated energy vs coil temperature; piston excitation  
             A = 75 mm, f = 0.5 Hz, current I = 5 A 

 
Fig. 17. Time patterns of electrical and mechanical power;  
              piston excitation A = 75 mm, f = 0.5 Hz, current I = 5 A  

5. SUMMARY 

The study investigates the temperature dependence of the 
Magnetic Ride absorber behaviour, focusing on the following 
aspects: temperature dependence of control coil resistance in the 
device, the influence of operating current on control coil tempera-
ture and temperature dependence of force response and energy 
dissipated in the system.  

The experimental results led us to the following conclusions:  

 Resistance of the control coil is found to be linearly related to 
temperature, hence the coil temperature can be established 
through direct measurements of voltage and current levels. 

 When no excitations are applied, thermal energy released by 
the flow of current less than 2 A will not significantly affect the 
coil temperature, whilst for the current level 5 A, after 50 s, the 
difference between the coil temperature and that of the 
cylinder would approach 35 ºC. 

 At currents in excess of 2 A, the rate of coil temperature 
increase is significantly reduced after 50 s, no matter whether 
the piston was in motion or remained immobile. 

 At a current level 5 A and piston motion velocity 150 mm/s, 

thermal energy released within the time period of 180 s 
caused the coil temperature to increase threefold. 

 When the coil temperature went up from 30 ºC to 140 ºC, the 
absolute value of the average absorber force response 
increased by 50%, which was attributable to an increase in the 
temperature of gas in the accumulator. 

 Under the same conditions, a nearly 20% decrease of 
dissipated energy and power was registered, whilst the 
electric power demand increased by 38%. 
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Abstract: In recent years, there has been a growing interest in alternative sources of power supply for internal combustion engines. Lique-
fied petroleum gas injection systems are among the most popular. It becomes necessary to know mathematical descriptions of the opera-
tion of individual components. The article presents a mathematical model that describes the operation of the low-pressure gas injector. 
Valtek plunger injector was chosen as the test object. The mathematical description includes three parts, i.e. electric, mechanical and 
pneumatic. The electrical part describes the generation of electromagnetic force by a circuit with a coil, in the mechanical equilibrium equa-
tion of forces acting on the plunger, and in the pneumatic part the air pressure on the plunger. The calculations were performed in the 
Matlab/Simulink environment, creating current waveforms, acting forces and plunger displacement. Correctness of mathematical descrip-
tion and determined in the course of opening and closing time calculations were related to the values declared by the manufacturer, show-
ing differences below 3%. The presented mathematical model can be modified for other injector design solutions. 

Key words: Mechanical Engineering, Combustion Engines, Alternative Fuel Supply, Modelling 

1. INTRODUCTION 

In recent years, natural oil deposits have been exploited at a 
rapid rate, resulting in rising fuel prices on international markets, 
and consequently, the number of engines powered by alternative 
liquefied petroleum gas (LPG) is growing year on year. 
(Raslavičius et al., 2014). The use of LPG as a fuel dates back to 
the beginning of the 20th century, and with the development of 
motorisation, the popularity of this fuel is growing. Manufacturers 
of gas systems and their components are required to meet the 
homologation requirements. Regardless of the original fuel system 
(carburettor, direct and indirect injection) or general trends like 
downsizing (Leduc et al., 2003), the alternative fuel supply must 
meet the emission requirements at the point of homologation 
(Ristovski et al., 2005; Mustafa and Gitano-Briggs, 2009). The 
problem is the successive tightening of emission standards for 
internal combustion engines used in transport (Bielaczyc and 
Woodburn, 2018), non-road and working machines (Waluś et al., 
2018; Warguła et al., 2020). The tightening of emission standards 
is accompanied by changes in the organisation of driving tests 
(Bielaczyc and Woodburn, 2018). This forces manufacturers to 
constantly search for new solutions in the structure of the combus-
tion process (Onishi et al., 1979; Jeuland et al., 2004; Mikulski et 
al., 2018) or the drive sources (Dimitrowa and Marechal, 2015; 
Grigor`ev et al., 2015; Raslavičius et al., 2017; Simon, 2017). 

The required condition for proper operation of the gas injection 
system is evenness (Szpica, 2018a) and repeatability (Szpica, 
2018) of injector dosage. In order to properly dose the fuel, injec-
tors with specific flow parameters, operation delay and durability 
are required (Czarnigowski, 2012; Borawski, 2015). Therefore, 
already in the course of construction, the gas injector should meet 
certain requirements, and mathematical modelling should be used 
for preliminary tests. 

There is a growing interest in computational methods that al-

low testing virtual prototypes of new solutions. The possibilities of 
solving mathematical dependencies, similarly as in general tech-
nical issues, are searched for using dedicated software for analyt-
ical or numerical calculations (Mieczkowski et al., 2007; Mikulski 
et al., 2015; Marczuk et al., 2019; Brumercik et al., 2020). An 
alternative to this procedure is to use specialised software based 
on finite element method (FEM) (Bensetti et al., 2006; Cheng et 
al., 2014; Mieczkowski et al., 2020) or computational fluid dynam-
ics (CFD) (Wendeker et al., 2007; Czarnigowski et al., 2009). 
Similarly, with the modelling of the working cycle of an LPG en-
gine, it can be solved in an analytical (Cao et al., 2007) or numeri-
cal (Pulawski and Szpica, 2015) way. 

The fuel injector in its mathematical description focuses on 
many aspects. In the execution part, there is a coil with a circuit 
generating electromagnetic field causing valve movement (Passa-
rini and Nakajima, 2003; Passarini and Pinotti, 2003) or piezoelec-
tric drive (Pogulayev et al., 2015; Mieczkowski, 2019; Mieczkow-
ski, 2019a). In the mechanical part, the motion of the actuator 
element is analysed (Lim et al., 1994) and related to friction 
(Borawski, 2018, 2019) along with aerodynamic drag. Hydraulic 
aspects concern the process of flow through the cycle working 
valve (Czarnigowski et al., 2007; Marčič et al., 2015). A separate 
part in modelling of the fuel injector operation process is formed 
by the issues of electric power supply. The specificity of the signal 
controlling the opening of the fuel injector is based on a transistor 
key, which is also designed to limit the power supply to prevent 
overheating of the injector (Hung and Lim, 2019). For this pur-
pose, a pulse-width modulation (PWM) signal is used some time 
after the opening is initiated (Taghizadeh et al., 2009; Szpica, 
2016). Each time a fuel injector is modelled, input data is required 
to determine the geometry, electrical, mechanical or hydraulic 
processes. 

Due to the lack of a comprehensive mathematical model de-
scribing the operation of the low-pressure gas injector, an attempt 
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was made to create it. Considering some limitations, especially in 
the mathematical description of the electromagnetic field generat-
ed by the coil with moving core, an empirical model was pro-
posed. The goal was also to show the influence of particular 
factors shaping plunger displacement. On this basis, the factors of 
minor importance may be omitted in the course of model simplifi-
cation. The presented approach allows to develop, based on the 
proposed mathematical description, models of varying degrees of 
complexity and possible extensions. 

2. THE RESEARCH OBJECT 

The object of the research was Valtek Rail Typ 30 low pres-
sure gas injector (Fig. 1). This is a plunger type injector with a 
transverse flow. The plunger movement is caused by an electro-
magnetic circuit that includes coil and cramp. The spring is re-
sponsible for plunger contact with the corps at standstill. The 
plunger movement is bounded by a limiter. The gas flows from the 
inlet nozzle to the outlet nozzle when the coil is electrically pow-
ered and the plunger is moved. The plunger has elastic feet 
mounted at the bottom and top. 

 
Fig. 1. Valtek Rail Typ 30 gas injector 

Basic technical data of the Valtek injector have been present-
ed in Table 1. 

Tab. 1. Basic technical data of the Valtek Rail Typ 30 gas injector 
 (https://www.valtek.it/...) 

Parameter Unit Value 

Coil resistance  3 

Plunger displacement mm 0.4 

Nozzle size mm Min. 1.5 / Max. 3.5 

Opening time ms 3.4 

Closing time ms 2.2 

Max. working pressure Pa 4.5 𝑒5 

3. MODELLING METHODOLOGY 

The mathematical modelling of the low-pressure gas injector 
can be based on mathematical descriptions of electrovalves from 
pneumatic actuators (Rahman et al., 1996a, 1996b; Chu et al., 
2007; Kamiński, 2013, 2014) or liquid fuel injectors. In case of fuel 
injectors, the models can be divided into physical zero, single or 
multi-dimensional (Matković et al., 2005; Czarnigowski et al., 
2007; Ouyang, 2009; Minghai and Feng, 2010; Li and Jiang, 

2010) and empirical (Duk and Czarnigowski, 2001; Mehlfeldt et 
al., 2008; Yang et al., 2012, Borawski, 2015a). The issues mainly 
concern the movement of the injector's execution element, which 
in effect determines the mass of fuel that flows out of it (Morselli et 
al., 2002; Mehlfeldt et al., 2008; Liu and Ouyang, 2009; Li and 
Jiang, 2010; Haiping and Xianyi, 2010). All mathematical models 
emphasise the existence of time delays resulting mainly from 
inertia forces and resistance to motion of the executive element in 
the ratio of a given impulse to fuel outflow (Szpica, 2017). 

The mathematical description of the function of the low-
pressure gas injector is based on Fig. 2. 

 
Fig. 2. The scheme of the gas injector (description in the main text) 

Due to the high complexity of the mathematical description, 
the following simplifying approaches were assumed: 

 the plunger movement is caused by the result of acting forces 
(the reflection effect in the return positions is omitted); 

 body vibrations and other mechanical disturbances do not 
affect the plunger movement; 

 eddy currents, magnetic saturation and coil temperature do 
not affect the parameters of the electromagnetic circuit; 

 the pressing force coming from the air pressure depends on 
the plunger position; 

 friction is divided into static, kinetic and viscous and its value 
depends on plunger movement (coefficient values do not 
depend on temperature and pressure inside the body); 

 the aerodynamic drag force of the plunger is included; 

 due to the complexity of construction, the inductance of the 
electromagnetic circuit will be determined experimentally; 

 stiffness of the pressure spring will be determined 
experimentally, vibrations will be omitted. 
The equation of equilibrium on this basis (Fig. 2) can be writ-

ten down in the form: 

𝐹𝑚 + 𝐹𝑑 + 𝐹𝑠 + 𝐹𝑝 = 𝐹𝑒 (1) 

where 𝐹𝑚 is the resistance force of mass inertia, 𝐹𝑑 the friction 

force, 𝐹𝑠 the spring force, 𝐹𝑝 the pressure force and 𝐹𝑒 is the 

electromagnetic force. 
The resistance force of mass inertia in reciprocating motion 

inertial force is described as: 

𝐹𝑚 = 𝑚
d2𝑥

d𝑡2 (2) 

where 𝑚 is the mass of the moving element. 
In the case of injector plunger movement, damping (𝐵 in 

Fig. 2) may be the result of friction between plunger and corps as 
well as gas and aerodynamic drag force. Despite the fact that the 
electromagnetic system should align the plunger, it is assumed 
that under horizontal mounting conditions, the plunger will press 
its weight on the pilot. 
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The damping force is described as: 

𝐹𝑑 = {
𝐹𝑓𝑠  if  𝑥 = 0, 𝑥 = 𝑚max

𝐹𝑓𝑘 + 𝐹𝑣 + 𝐹𝑑𝑓  𝑖𝑓  𝑥 ≠ 0
 (3) 

where 𝐹𝑓𝑠 = 𝜇𝑠𝐹𝑁 is the force of static friction, 𝐹𝑁 the normal 

force, 𝐹𝑓𝑘 = 𝜇𝑘𝐹𝑁 the force of kinetic friction,  

𝐹𝑣 = 𝜇𝑣
d𝑥

d𝑡
sgn(𝑥) the force of viscous friction,  

𝐹𝑑𝑓 = 0.5 𝐴 𝑐𝑑𝜌 𝑣2sgn(𝑥) the force of aerodynamic drag,  

𝜇𝑠 the coefficient of static friction, 𝜇𝑣 the coefficient of viscous 
friction, 𝜇𝑘 the coefficient of kinetic friction, 𝑐𝑑  the drag coefficient, 

𝜌 the density of air, 𝑣 =
d𝑥

d𝑡
 the flow velocity and 𝐴 is the charac-

teristic frontal area of the body. 
The spring force is described as: 

𝐹𝑠 = 𝑘(𝑥0 + 𝑥) (4) 

where 𝑘 is the spring stiffness, 𝑥 the displacement element and 

𝑥0 is the initial tension of the spring. 
The pressure force is given as: 

𝐹𝑔 = {
𝐴1𝑝1 + 𝐴2𝑝2  𝑖𝑓  𝑥 = 0 mm

0  𝑖𝑓  𝑥 > 5𝑒 − 7 mm
 (5) 

where 𝐴1 is the cross area over the valve, 𝑝1 the gas pressure, 

𝐴2 the cross area under the valve and 𝑝2 is the inlet manifold 
pressure. 

The electromagnetic force being the result of the circuit opera-
tion can be obtained from the relation: 

𝐹𝑒 =
1

2
𝐼2 d𝐿(𝑥)

d𝑥
 (6) 

where 𝐼 is the current and 𝐿 is inductance. 
Using the Faraday`s and Kirchhoff`s laws, one may obtain a 

differential equation describing the change of the current supply-
ing the electromagnetic circuit: 

d𝐼

d𝑡
=

1

𝐿(𝑥)
(𝑈 − 𝑅𝐼 −

d𝐿(𝑥)

d𝑥

d𝑥

d𝑡
𝐼) (7) 

where 𝑅 is the resistance and 𝑈 is the voltage. 
Then, substituting all components to Eq. 1, we will obtain an 

equation of equilibrium that is as follows: 

𝑎 =
d𝑣

d𝑡
=

𝐹𝑒−𝐹𝑚−𝐹𝑑−𝐹𝑠−𝐹𝑝

𝑚
 (8) 

To solve Eq. 8, numerical methods are used and a dedicated 
software is needed. The calculation process is dependent on the 
values of input parameters and boundary conditions. There are 
two options to deal with boundary conditions. In the first simpler 
variant, hard plunger displacement limits are defined (Borawski, 
2015a) in the second variant, it is necessary to describe meticu-
lously mechanical collisions (Tian and Zhao, 2018). The hard 
constraints are realised by the correct setting of the integrating 
integrator, while the description of mechanical collisions is a com-
plex system of switch commands. The second variant also allows 
for more precise modelling of the plunger rebound event in the 
turning positions. 

4. NECESSARY PARAMETER TO INITIATE CALCULATION 

In case of controlling the opening of the gas injector, a transis-
tor key is used and the voltage course is specific for the so-called 
short to ground (Szpica, 2018b). Therefore, this type of extortion 

should be reversed as an input value in the model, bypassing the 
part of the voltage drop, where overvoltage occurs in the opposite 
direction to extortion. Finally, the extortion signal is defined as a 
rectangle with the height equal to the value of the supply voltage 
and the length resulting from the opening time. 

One of the most important parameters required to initiate cal-
culations is the relation between the inductance of the electro-
magnetic system and the plunger displacement. There are many 
analyses in the literature to calculate this parameter dependent on 
coil parameters and installation geometry. The calculations are 
based on empirical and numerical models (Pacurar et al., 2015; 
Bali and Erzan Topcu, 2018). The studies mainly focus on air coils 
without considering the internal core movement (Lu and Jensen, 
2003; Xiang et al., 2008; Plavec et al., 2019; Taghizadeh et al., 
2009; Dongiovanni and Coppo, 2010; Cheng et al., 2015). In 
mathematical descriptions that take into account the movable 
core, there is no clear experimental verification (Cheung at al., 
1993; Cvetkovic et al., 2008; Liu et al., 2011; Lunge and Kurode, 
2013; Li et al., 2017; Tian and Zhao, 2018; Demarchi et al., 2018). 
There are no guidelines for determining the inductance of an 
electromagnetic circuit, taking into account the construction condi-
tions and characteristics of the materials used. 

This is why it was decided to use the results of the experi-
mental research included in Szpica (2016a). The values were 
measured RLC CMT-417 Meter and a special test will be used at 
100 Hz  pulse frequency. The measurement results are present-

ed in Fig. 3. The relation 𝐿 = 𝑓(𝑥) was approximated with the 
polynomial of 3rd degree achieving the compliance, which is 

confirmed by the value 𝑅2 = 99.9 %. On the result of the ap-
proximation dependence, a derivative was determined: 

d𝐿(𝑥)

d𝑥
= −21e6𝑥2 + 10355.6𝑥 + 0.990 (9) 

 
Fig. 3. Test results on inductance as a function of the lift of the injector 

 working component 

Due to the complicated shape of the pressure spring, its rigidi-
ty was determined experimentally. For this purpose, the AXIS 
FB50 50 N with tripod and MITUTOYO altimeter was used, as well 
as the measuring range including working stroke and preload. The 
measurement results are presented in Fig. 4. The trend line was 

linearly approximated to a stiffness of 832.83 N/m  

(𝑅2 = 99.9 %). 
The parameters needed to initiate the simulation have been 

presented in Table 2. At the input, the voltage control pulse was 
set in the form of a rectangular run. At 𝑡 = 0 s, the voltage 

reached 𝑈 = 12 V and the plunger was in the position 𝑥 = 0 m. 

After the time 𝑡 = 𝑡𝑖𝑛𝑗, the voltage dropped in steps to 𝑈 = 0 V. 

The integrating integrator of displacements had been set to a limit 

value of 𝑥max. 
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Fig. 4. Test results on the spring stiffness 

Tab. 2. Parameters, functions and conditions needed to initiate the simu-
lation 

Parameter Volume 

Injection time 𝑡𝑖𝑛𝑗 = 5 ms 

Mass of the piston and needle 𝑚 = 5𝑒 − 3 kg 

Resistance  𝑅 = 3  

Inductance function Fig. 3 and Eq. 9 

Spring stiffness Fig. 4 

Initial tension the spring 𝑥0 = 0.75 mm 

Coefficient of static friction 𝑠 = 0.61 

Coefficient of kinematic friction 
𝑘

= 0.47 

Coefficient of viscous friction 𝑣 = 0.009 Ns/m 

Coefficient of aerodynamic drag 𝑐𝑑 = 1 

Normal force 𝐹𝑁 = 𝑚 𝑔 

Characteristic frontal area of the 
body, cross area over the valve 

𝐴 = 𝐴1 = 32.56𝑒 − 6 m2 

Cross area under the valve 𝐴2 = 12.56𝑒 − 6 m2 

Gas pressure 𝑝1 = 1𝑒5 Pa + 𝑝2 

Inlet manifold pressure 𝑝2 = 1𝑒5 Pa 

Density of air 𝜌 = 1.2 kg/m3 

5. RESULTS OF THE SIMULATION 

By twice integrating the relation Eq. 8, we will obtain a dis-
placement of the piston. It allows conducting calculations of the 
gas injector operation in the entire cycle, i.e. opening, holding the 
open position and closing. The differential Eq. 8 was solved nu-
merically with the implicit trapezoidal method combined with re-

verse differentiation (variable steps, min. step 1𝑒 − 7 𝑠) in 
Matlab/Simulink (Yang et al., 2005). This software allows for easy 
implementation of empirical models in workspace, which has been 
confirmed in studies (Shamdani et al., 2006; Borawski, 2015a; 
Demarchi et al., 2018). 

As a result of the simulations, it is possible to evaluate the cor-
rectness of the mathematical description on the basis of the volt-

age 𝑈, current 𝐼 and displacement 𝑥 (Fig. 5). 
Analysing the course in Fig. 5, it can be seen that the injector 

starts opening with a delay of 𝑡𝑟𝑜 = 2.17 ms and the opening 

process itself takes 𝑡𝑜 = 1.30 ms. The current course is visible 
when the injector reaches complete opening. After a power cut, 
the injector closes. The exact time to fully open 𝑡𝑓𝑜 = 3.47 ms 

and to fully close 𝑡𝑓𝑐 = 2.15 ms is read from the graph. 

 
Fig. 5. The results of the simulation: 𝑡𝑟𝑜 – opening response times, 

 𝑡𝑜 – opening times, 𝑡𝑓𝑜  – full opening times, 𝑡𝑓𝑐  – full  

closing times 

Presented in Eq. 1 the balance of forces acting on the plunger 
determines its movement. As can be seen in Fig. 6, the initial 

phase of the injector's operation marked as 𝐴 is the overcoming 
by the electromagnetic force 𝐹𝑒 of air pressure 𝐹𝑝, spring force 𝐹𝑠 

and static friction force 𝐹𝑓𝑠. 

 
Fig. 6. Course of the forces and displacement 

 (description in the main text) 

At the start of the movement, the static friction force 𝐹𝑓𝑠 

changes into the kinetic friction force 𝐹𝑓𝑘, and after time 𝐵`, the 

force 𝐹𝑝 disappears. During the displacement of the plunger (𝐵 in 

Fig. 6), the viscous friction force 𝐹𝑣 and the aerodynamic drag 

force 𝐹𝑑𝑓 are added as load, which change their turn in the return 

motion, just like 𝐹𝑓𝑘, and the plunger inertia. In section 𝐶, only the 
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electromagnetic force increases because the plunger is stationary. 

At closure (𝐷 in Fig. 6), the spring's stiffness is responsible for the 
return motion, and it determines this process, since the 

electromagnetic force 𝐹𝑒 fades away in steps. To sum up Fig. 6, it 
should be stated that the dominant forces are the electromagnetic 
force 𝐹𝑒, the air pressure force 𝐹𝑝, the spring force 𝐹𝑠 and the 

plunger inertia. The remaining forces have little influence on the 
opening and closing process of the injector, especially the viscous 

friction force 𝐹𝑣 and the aerodynamic drag force 𝐹𝑑𝑓. 

The injector opening and closing times calculated in the 
course of analysis were compared with those declared by the 
manufacturer (Table 3). It was found that full opening time differs 

by 2.05 % and full closing time by 2.27 % from the manufactur-
er's declaration, which should be considered an acceptable result. 
In the case of the opening process, the reason for this difference 
can be assumed to be the acceptance of a force loss in steps 

from the pressure 𝐹𝑝 to the set value of the lift 𝑥. In addition, the 

inductance was determined at a certain frequency, which may 
also affect the calculation results. In the case of the closing pro-
cess, the power cut may have been influenced by the power 
drops, which, however, fall with some slight delay (Szpica, 2017). 

Tab. 3. The technical data and calculated comparison 

Parameter Technical 

data (𝐦𝐬) 

Calculated 

(𝐦𝐬)  

Absolute 

error (%) 

Full opening time 3.40 3.47 2.05 

Full closing time 2.20 2.15 2.27 

In the course of further activities, it is planned to implement 
the model presented in the study to other injector design solu-
tions, including plate and membrane. In these cases, the model 
descriptions of electromagnetic circuits available in the literature 
should be considered more accurately. Additionally, it is planned 
to develop a mathematical model of the electromagnetic circuit, 
which can be used in modelling of the operation of the low pres-
sure gas injector without the need for experimental determination. 
The final requirement will be to carry out an experimental valida-
tion of the simulation results using sensors that do not interfere 
with the injector's electromagnetic field generating system. 

6. CONCLUSIONS 

The article describes the course of mathematical modelling of 
the low-pressure gas injector. The overall mathematical model 
consists of several parts: electrical, mechanical and hydraulic. In 
the electrical part, the process of rising and falling of the supply 
current depending on the supply voltage and magnetic properties 
of the circuit with the coil is described. In the mechanical part, 
inertia and frictional resistances and aerodynamics are taken into 
account, also taking into consideration the spring return pressure. 
Hydraulic part is the pressure force on the plunger coming from 
the air pressure, which is assumed in the model as the working 
medium. The calculations were carried out in the Matlab/Simulink 
environment, and the Valtek Rail Type 30 injector was selected as 
the object.  

On the basis of the work carried out, the following conclusions 
can be made : 

 The proposed mathematical description of the operation of the 
low-pressure gas injector allows to simulate its operation. 

 The use of experimental results and their implementation into 
an empirical model seems to be useful in modelling a complex 
electromagnetic system with a coil and a movable core. 

 The movement of the working element of the gas injector 
(plunger) is determined by the electromagnetic force, inertia, 
pressure and spring. 

 Little influence of frictional and aerodynamic drag on the 
process of opening and closing the gas injector has been 
noticed. 

 The results showed that full opening time differs by 2.05 % 
and full closing time by 2.27 %, which gives grounds to 
consider the proposed model to be correct. 
Some imperfections in the mathematical description were 

noticed which may influence the results. This is a reason for 
further mathematical analyses and the necessity to carry out 
partial experimental research, i.e. electromagnetic force acting on 
the plunger, frictional resistances and others. 
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Abstract: The aim of this paper is to present the problem of implementation of the Differential Global Positioning System (DGPS) tech-
nique in positioning of the aircraft in air navigation. The aircraft coordinates were obtained based on Global Positioning System (GPS) code 
observations for DGPS method. The DGPS differential corrections were transmitted from reference station REF1 to airborne receiver using 
Ultra High Frequency (UHF) radio modem. The airborne Thales Mobile Mapper receiver was mounted in the cabin in Cessna 172 aircraft. 
The research test was conducted around the military aerodrome EPDE in Dęblin in Poland. In paper, the accuracy of aircraft positioning 
using DGPS technique is better than 1.5 m in geocentric XYZ frame and ellipsoidal BLh frame, respectively. In addition, the obtained accu-
racy of aircraft positioning is in agreement with International Civil Aviation Organization (ICAO) Required Navigation Performance (RNP) 
technical standards for departure phase of aircraft. The presented research method can be utilised in Ground-Based Augmentation System 
(GBAS) in air transport. In paper, also the accuracy results of DGPS method from flight test in Chełm are presented. The mean values of 
accuracy amount to ±1÷2 m for horizontal plane and ±4÷5 m for vertical plane. 

Key words: DGPS Method, Accuracy, GBAS, Reference Station, RTK

1. INTRODUCTION 

The International Civil Aviation Organization (ICAO) facilitated 
the use of GNSS (Global Satellite Navigation System) satellite 
technique as a modern measurement technique for positioning the 
aircraft in aviation. At the same time, the GNSS satellite technique 
is treated as a non-conventional measurement method in relation 
to the classic system solutions used so far in aviation, e.g. the INS 
(Inertial Navigation System), DME (Distance Measuring 
Equipment), VOR (Very High Frequency Omnidirectional Radio 
Range) systems and others. Within the GNSS satellite technolo-
gy, the ICAO permits the Global Positioning System (GPS) and 
GLONASS (Globalnaya Navigacionaya Sputnikovaya Sistema) 
navigational systems as well as ABAS (Aircraft-Based 
Augmentation System), SBAS (Satellite-Based Augmentation 
System) and Ground-Based Augmentation System (GBAS) aug-
mentation systems to be used in aviation (ICAO, 2006). Among 
the above-mentioned GNSS satellite systems, the GBAS system 
requires a creation of appropriate technical infrastructure at an 
aerodrome and appears to be most time consuming and labour 
intensive. The GBAS system allows precise positioning of an 
aircraft by means of ground GNSS receivers installed in the vicini-
ty of a given aerodrome. In particular, ground-based satellite 
receivers (GNSS reference stations) are installed along the ap-
proach path for a landing aircraft, so that the mobile receiver 
mounted on board an aircraft could receive differential correction 
data in real time. In the navigational aspect, the GBAS system has 
two fundamental variations exploited in aviation, i.e. the DGNSS 
(Differential Global Satellite Navigation System): DGPS 
(Differential Global Positioning System) or DGLONASS (Differen-
tial Globalnaya Navigacionaya Sputnikovaya Sistema) positioning 
technique and the RTK-OTF (Real Time Kinematic – On The Fly) 

differential technique (Krasuski, 2017). In the DGNSS differential 
technique, there are the DGPS and DGLONASS positioning 
methods, on the basis of the ICAO certification for the application 
of navigation systems – GPS and GLONASS – in aviation. In the 
DGPS method of positioning, there are differential corrections of 
the GPS code measurements. On the other hand, the 
DGLONASS technique uses differential corrections of GLONASS 
code measurements. The DGPS and DGLONASS measurement 
techniques can be applied on the basis of ICAO standards, both in 
real time in order to determine an aircraft position as well as in the 
post-processing mode to reconstruct the trajectory of the aircraft 
flight. In addition, in the mathematical DGNSS method, the GNSS 
observations undergo the process of differentiation in order to 
eliminate the systematic errors. In case of the RTK-OTF differen-
tial technique, in precision aircraft positioning, precise single- or 
dual-frequency phase observations are used. Therefore, ground-
based GNSS satellite receivers and a GNSS on-board receiver 
must record GPS/GLONASS observations at L1/L2 frequencies. 
For the DGNSS differential technique, it is possible to determine 
the aircraft positioning accuracy within several metres, typically 
less than 3 m (Kim et al., 2017). Due to the differential RTK-OTF 
technique, it is possible to recover the actual position of an aircraft 
with an accuracy of approximately 10 cm (Ciećko et al., 2016). In 
the GNSS satellite measurements in aviation, the RTK-OTF dif-
ferential technique is used as a precision positioning method, 
being a reference for the DGNSS code measurements. 

In the scientific literature, there are a lot of examples of using 
the DGNSS differential technique in scientific research concerning 
aircraft positioning in air navigation. The research concerning the 
determination of the positioning accuracy of an aircraft by means 
of the DGNSS differential technique in aviation was conducted in 
Poland and abroad. The research tests primarily focused on 
determining the aircraft accuracy of positioning on the basis of the 
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DGNSS solution. In the study of Krasuski et al. (2018a), the au-
thors determined the accuracy of the DGLONASS positioning for 
the DGPS solution using dual-frequency GNSS code observa-
tions. In the numerical calculations, the recursive forward Kalman 
filtering was used. A typical accuracy of the DGLONASS position-
ing in relation to the DGPS solution equalled 10 m. In the study of 
Ciećko et al. (2014), the authors used the DGPS method in order 
to determine the accuracy of the aircraft positioning in real time. In 
the numerical calculations, differential corrections of data from the 
KODGIS (real time service of DGNSS corrections), being a part of 
the positioning system ASG-EUPOS (Aktywna Sieć Geodezyjna - 
European Position Determination System) in Poland, were used. 
A typical accuracy of the DGLONASS positioning in relation to the 
RTK-OTF base solution equalled 8 m. In the study of Grze-
gorzewski (2005), the authors used the DGPS method in order to 
determine the accuracy of the aircraft positioning in real time and 
in the post-processing mode. In the numerical calculations, the 
authors used GPS code observations at L1 frequency. A typical 
positioning DGPS accuracy in relation to the base RTK-OTF 
solution amounted up to 2 m in the post-processing mode and up 
to 18 m in real time. In the work of Grzegorzewski et al. (1999), an 
integration of the DGPS and DGLONASS methods was used in 
order to determine the aircraft positioning accuracy in real time. A 
typical accuracy of the DGPS/DGLONASS positioning in relation 
to the RTK-OTF base solution equalled 100 m. In the study of 
Tajima and Asakura (2005), the authors used the DGPS differen-
tial method in order to determine the accuracy of the aircraft posi-
tioning in real time. In the study, the research tests were conduct-
ed for the purposes of installing the GBAS system in air transport. 
A typical accuracy of the DGPS positioning in relation to the RTK-
OTF base solution amounted to 10 m during all flight tests. In the 
study of Baroni and Kuga (2005), the DGPS differential technique 
was exploited in order to determine the aircraft positioning accu-
racy in the local coordinate frame ENU (Earth-North-Up). The 
mathematical model of designating the position of the aircraft was 
based on the use of Kalman filtering for the DGPS method. A 
typical DGPS positioning accuracy in relation to the solution of 
double-phase DD differences neared 10 m. In the study of 
Gianniou and Groten (1996), the DGPS differential technique was 
used to determine the aircraft positioning accuracy in the geocen-
tric XYZ coordinate frame. In the calculations, determining the 
position of the aircraft at a different elevation angle of the GPS 
observation was tested. A typical DGPS positioning accuracy in 
relation to the DD double-phase differences equalled 8 m. In the 
study Eggleston (2002), the author used the DGPS differential 
technique in order to determine the accuracy of the aircraft alti-
tude profile during the takeoff phase at the aerodrome. The read-
ings of the aircraft position in the DGPS technique were compared 
with a laser measurement. The accuracy of calculating the eleva-
tion profile of the differential DGPS technique in relation to a laser 
measurement reached approximately 0.2 m. In the study of Saba-
tini and Palmerini (2008), the technique of the DGPS differential 
accuracy in determining the vertical profile of an aircraft was used. 
The readings of the aircraft position in the DGPS technique were 
compared with a radar measurement. The accuracy of the desig-
nation of the altitude profile of the DGPS differential technique 
with regard to a radar measurement reached 13 m. 

In this article, the author focuses on the use of the DGNSS dif-
ferential technique for the GPS code measurements (DGPS solu-
tion) in a flight test. In particular, the paper specifies the accuracy 
of aircraft positioning for the DGPS differential technique in the 
initial phase of the flight. The test flight was conducted by the 

Cessna 172 aircraft at the EPDE military aerodrome in Dęblin, the 
region of Lubelskie in Poland. The positioning accuracy of the 
aircraft Cessna 172 was determined for real-time applications 
within the DGPS differential technique. Thus, the paper presents a 
new solution of using the DGPS code measurements in aircraft 
positioning in the context of the scientific research with regard to 
implementation of the GBAS system in Polish aviation. The article 
has been divided into six parts: Introduction, Research Method, 
Research Test, Findings, Discussion and Conclusions. The article 
ends with a concise list of research literature.  

2. THE RESEARCH METHOD 

The mathematical model of the observation equation for the 
DGPS differential technique for code measurements at frequency 
L1 in the GPS navigation system, in real time, can be expressed 
as follows (Ali and Montenegro, 2014; Kim et al., 2017): 

𝑙 = 𝜌 + 𝑐 · 𝑑𝑐𝑙𝑘 + 𝑑𝑎𝑡𝑚 + 𝑃𝑅𝐶 + 𝑅𝑅𝐶 · (𝑡 − 𝑡0)             (1) 

where l is the code measurement (pseudorange) registered by the 
airborne receiver in the GPS system; ρ the geometric distance 
satellite and the airborne receiver in the GPS system,  

ρ = √(x − XGPS)
2 + (y − YGPS)

2 + (z − ZGPS)
2; 

(XGPS, YGPS, ZGPS) are the satellites coordinates in the GPS 
system; (x, y, z) are the aircraft coordinates in the geocentric 

XYZ frame, unknown parameters in equation (1); c is the speed of 

light; dclk the systematic error of the receiver clock delay in the 

GPS system; datm the systematic error of atmosphere delay in 
the GPS system; PRC the pseudorange correction in the DGPS 

differential technique; RRC the range rate correction in the DGPS 

differential technique; t the current measurement epoch and t0 is 
the reference time. 

The differential corrections PRC and RRC are determined on 
the basis of the mathematical models as shown below (Kaźmier-
czak et al., 2011):  

{
𝑃𝑅𝐶 = 𝜌𝑟𝑒𝑓 − 𝑑𝑟𝑒𝑓

𝑅𝑅𝐶 =
Δ𝑃𝑅𝐶

Δ𝑡

                                      (2) 

where dref is pseudorange L1-C/A registered by the GPS refer-
ence station, ρref the geometric distance between the satellite 

and the GPS reference station and Δt is the time interval. 
In accordance with the technical recommendations of the 

ICAO for air operations, the airplane position should be deter-
mined using the method of least squares in the stochastic pro-
cess. In case of the DGPS positioning technique, the aircraft 
coordinates are determined by means of differential corrections 
data for GPS code observations at L1 frequency. In the first place, 
the DGPS differential corrections are specified using GPS code 
observations at the GNSS reference station. The DGPS correc-
tions are calculated on the assumption that precise GPS satellite 
coordinates and GNSS reference station coordinates are known 
while taking a measurement. In this way, the DGPS differential 
corrections are determined in accordance with equation (2). Thus, 
it is possible to formulate a mathematical equation (1), on the 
basis of which the aircraft coordinates in the geocentric frame 
XYZ are determined. The position of the aircraft is calculated in 
equation (1) in the GPS kinematic measurements in real time. 
Additionally, some of the systematic errors associated with the 
satellite clock error, such as satellite clock offset, hardware delay 
(TGD – Timing Group Delay) and relativistic correction, are elimi-
nated from the observation equation (1) due to the use of the 



Kamil Krasuski, Janusz Ćwiklak          DOI 10.2478/ama-2020-0006 
Accuracy Analysis of Aircraft Position at Departure Phase using DGPS Method 

38 

difference operator. The remaining systematic errors in the obser-
vation equation (1) are divided into parameters which are con-

nected with the receiver clock error dclk and the atmospheric 
delay datm. The parameter dclk in the DGPS differential tech-
nique is determined along with aircraft coordinates. In turn, the 

parameter of atmospheric delay datm is derived from determinis-
tic models. 

3. THE RESEARCH TEST AND RESULTS 

Within the research test, the author determined the position of 
the aircraft during the execution of the flight experiment, namely 

the Cessna 172 had its coordinates designated during a flight test 
above the military aerodrome EPDE in Dęblin in the region of 
Lubelskie in Poland (see Fig. 1). Due to the computed coordinates 
of the Cessna 172, it was possible to evaluate the use of DGPS 
precision measurement technique in aviation. In particular, the 
research focused on the determination of the coordinates of the 
aircraft Cessna 172 in the initial phase of the flight. The aspect of 
the initial phase of the flight, i.e. take-off and departure, is ex-
tremely important to pilots. Besides, the aircraft take-off is one of 
the most demanding components of pilotage, constituting one of 
the most important elements of the pilot’s work in the cockpit.  

 

Fig. 1. The horizontal trajecory of the aircraft (https://www.google.pl/maps/) 

 

Fig. 2. The vertical trajectory of the aircraft  

A portable navigation receiver Thales Mobile Mapper with the 
function of receiving differential corrections and the work of the 
DGPS computational module, was installed into airplane Cessna 
172. In addition, there was a dual-frequency geodetic receiver 
Topcon HiperPro, serving as a reference GNSS station (REF1) for 
the military aerodrome EPDE in Dęblin (see Fig. 1). The DGPS 
differential corrections were sent from the reference REF1 station 
to the receiver Thales Mobile Mapper using the Ultra High 

Frequency (UHF) transmission link (Tsai, 1999). The DGPS differ-
ential corrections were sent to the receiver Thales Mobile Mapper 
in the standard RTCM (Radio Technical Commission for Maritime) 
format.  

The investigations were conducted for the initial phase of the 
Cessna 172 flight, i.e. take-off and departure from the military 
aerodrome in Dęblin. The maximum distance of the Cessna 172 
from the reference station REF1 was below 10 km. At this time, 
the aircraft Cessna 172 climbed from approximately 150 m to 
almost 700 m and levelled off (see Fig. 2). The time of making this 
operation was close to 400 s, or more than 6.6 minutes. At that 
time, the aircraft turned right and flew in the direction of the town 
of Kozienice in Mazowieckie voivodeship in Poland. The target 
distance to fly over the city of Kozienice against the aerodrome 
EPDE location in Dęblin was approximately 25–30 km. 

Prior to the flight, the test receiver Thales Mobile Mapper was 
configured and set as below (Hejmanowska et al., 2005):  

 internal software of the receiver: Mobile Mapper Field and 
Mobile Mapper Office;  

 export format data: SHP, MIF and DXF;  

 the possibility to use base maps: yes; reference frame: global, 
WGS-84 as a standard;  

 mode of computations: DGPS differential;  

 final format of coordinates: geocentric XYZ coordinates 
ellipsoidal BLh frame; 

 the maximum number of tracked GPS satellites: 12 GPS 
satellites;  

 manner of tracking GPS satellites: sequential;  

 initialisation of calculations: “cold start” <2 minutes, “warm 
start” <1 minute, “hot start” <15 seconds;  

 interval of calculations and recording time of the observation: 
1 second as a rule;  
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 protocol of satellite data transmission: standard RTCM -104;  

 receiving antenna: built in the receiver;  

 battery life: typically up to 8 hours;  

 number of batteries in a set: usually two batteries built into the 
receiver;  

 mode of positioning: real time;  

 GPS ephemeris data: on-board broadcast ephemeris;  

 weighting of measurement results: applied;  

 elevation mask: 5°;  

 reference time: GPS time. 
Fig. 3 shows the number of GPS satellites being tracked by 

the Thales Mobile Mapper airborne receiver and reference sta-
tions REF1. During the air experiment, the number of GPS satel-
lites ranged from eight to nine; however, eight GPS satellites 
being tracked were only in 6 measurement epochs, whereas in 
the remainder of 394 epochs, the number of GPS satellites 
equalled nine. It needs to be emphasised that during the research 
test, the number of satellites exceeded four; thus, it was possible 
to determine the navigational position of the aircraft from equation 
(1). It can be added, therefore, that during the take-off and climb 
of the Cessna 172, for approximately 98% of the flight time, the 
number of GPS satellites equalled 9. Moreover, it can be ob-
served that the number of available GPS satellites translated 
directly into determining the coordinate values of the aircraft 
Cessna 172 during the flight. 

 

Fig. 3. The number of GPS satellites at the flight test  

 

Fig. 4. The value of PDOP (Position Dilution of Precision) coefficients  
            at the flight test  

Fig. 4 shows the value of the dilution of precision coefficient 
PDOP position during the initial phase of the flight. The minimum 
value of the PDOP coefficient equals 2.1, whereas the maximum 
value is equal to 2.9. In addition, the median for the PDOP value 
parameter is equal to 2.5. The average value of the PDOP coeffi-
cient equals approximately 2.4 with a mean error of 0.2. It should 
be noted that at the time of the take-off from the EPDE aerodrome 
in Dęblin, the value of the PDOP coefficient was below 3. It can, 
therefore, be concluded that the conditions for making observa-
tions to conduct GPS satellite measurements at the time of the air 
experiment were very good. It was possible to obtain low values of 
the PDOP coefficient for a high number of tracked GPS satellites 
during the flight test (see Fig. 3).  

In the framework of the conducted air experiment, the key el-
ement of the studies was to assess the positioning accuracy of the 
aircraft Cessna 172 using the DGPS measurement technique. For 
this reason, the author compared the values of the designated 
Cessna 172 coordinates from the DGPS solution in relation to the 
precise position of the aircraft designated by means of the RTK-
OTF differential technique. The precise trajectory of the Cessna 
172 was recovered by means of the RTK-OTF differential tech-
nique for the GPS dual-frequency phase observations. In the 
RTK-OTF differential technique, the authors used GPS phase 
observations from the reference station REF1 and additionally 
from the geodetic receiver Topcon HiperPro, mounted on board 
the Cessna 172. The Topcon HiperPro receiver was located at a 
distance of less than 0.1 m against the navigation receiver Thales 
Mobile Mapper. The computations of the Cessna 172 aircraft base 
position for the RTK-OTF differential technique were performed in 
the AOSS v.2.0 programme (Krasuski et al., 2018b). Therefore, it 
was possible to compare the designated coordinates of the Cess-
na 172 from the DGPS solution with the reference position from 
the RTK-OTF solution. Comparison of the Cessna 172 position 
was done in the frame of geocentric XYZ coordinates and ellipsoi-
dal BLh coordinates in the framework of implementation of the 
reference frame ETRF'89. 

Therefore, in the first place, a comparison was made between 
the designated coordinates of the Cessna 172 from the naviga-
tional receiver Thales Mobile Mapper and the base RTK-OTF 
solution. On this basis, it was possible to determine the difference 
in the coordinate values of the aircraft Cessna in the geodetic XYZ 
frame for the code DGPS method as below (Gianniou and Groten 
1996): 

{
𝐷𝑋 = 𝑥𝐷𝐺𝑃𝑆 − 𝑥𝑅𝑇𝐾  
𝐷𝑌 = 𝑦𝐷𝐺𝑃𝑆 − 𝑦𝑅𝑇𝐾
𝐷𝑍 = 𝑧𝐷𝐺𝑃𝑆 − 𝑧𝑅𝑇𝐾

                                          (3)  

where xDGPS is the designated aircraft coordinate along the X 
axis, on the basis of the DGPS solution, in accordance with equa-
tion (1); yDGPS  the designated aircraft coordinate along the Y 
axis, on the basis of the DGPS solution, in accordance with equa-

tion (1); zDGPS  the designated aircraft coordinate along the Z 
axis, on the basis of the DGPS solution, in accordance with equa-

tion (1); xRTK  the reference coordinate of the aircraft along the X 

axis on the basis of the RTK-OTF differential technique; yRTK the 
reference coordinate of the aircraft along the Y axis on the basis 

of the RTK-OTF differential technique and zRTK is the reference 
coordinate of the aircraft along the Z axis on the basis of the RTK-
OTF differential technique. 

Fig. 5 shows the results of a comparison of XYZ coordinates 
of the aircraft Cessna 172 on the basis of the DGPS code solution 
and the RTK-OTF phase solution. The positioning accuracy of the 
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aircraft Cessna 172 along the X axis ranges from −0.25 to +0.18 
m. In addition, the average value of DX parameter equals −0.02 
m, with the RMS (Root Mean Square) error being approximately 
0.08 m. The mean value of positioning of the Cessna 172 along 
the Y axis is equal to +0.09 m and the RMS error is 0.07 m. More-
over, the amplitude of the obtained findings for the difference in 
the coordinate along the Y axis ranges from −0.08 to +0.21 m. 
The mean value of positioning accuracy of the aircraft Cessna 172 
along the axis Z is equal to −0.34 m, whereas the RMS error is 
equal to 0.35 m. Besides, the amplitude of the obtained results for 
the difference in the coordinate along the Z axis is between −1.16 
and +0.28 m. It is worth adding that the maximum value of the 
parameters (DX, DY) reaches the range of ±0.25 m. At the same 
time, the RMS error for the parameter values (DX, DY) reaches 
the maximum results to the level of 0.1 m. The dispersion of re-
sults for the parameter DZ, compared to the results of the accura-
cy along the X axis and Z axis, is quite significant, exceeding the 
level of ±1 m. Nevertheless, the RMS error along the Z axis is 
under 0.4 m. 

 

Fig. 5. The accuracy of aircraft positioning in the geocentric XYZ  
            coordinates  

 

Fig. 6. The results of 3D-error in the geocentric XYZ coordinates  

In the next stage, Fig. 6 shows the resultant shift error (3D-
error) of geocentric XYZ coordinates of the Cessna 172 from the 
DGPS solution with regard to the reference coordinates of the 
RTK-OTF differential technique. The 3D-error parameter was 
determined from the dependence as below (Rodríguez-Bilbao et 
al., 2015): 

3𝐷 − error = √𝐷𝑋2 + 𝐷𝑌2 + 𝐷𝑍2                          (4) 

The mean value of the 3D-error parameter equalled 0.45 m for the 
range between 0.10 and 1.17 m. It is worth stressing that the 
value of the 3D-error exceeds 1 m for 23 measurement epochs. 
To conclude, in approximately 95% of the measurement epochs, 
the value of the 3D-error does not exceed the level of 1 m. 

 

Fig. 7. The accuracy of aircraft positioning  
             in the ellipsoidal BLh coordinates  

In the next stage, the positioning accuracy of the aircraft 
Cessna 172 from the DGPS solution in the ellipsoidal BLh frame 
was determined. In order to determine the position of the aircraft 
Cessna 172 in the ellipsoidal frame, the Helmert transformation 
from the geocentric XYZ coordinates to the ellipsoidal BLh coordi-
nates was used. The positioning accuracy values of the aircraft 
Cessna 172 in the ellipsoidal BLh frame were defined as below 
(Grzegorzewski et al., 2008): 

{

dB = BDGPS − BRTK
dL = LDGPS − LRTK
dh = hDGPS − hRTK

                                         (5) 

where BDGPS is the designated coordinate of the aircraft for B 
geodetic latitude on the basis of the DGPS solution, LDGPS the 
designated coordinate of the aircraft for L geodetic longitude on 

the basis of the DGPS solution, hDGPS the designated coordinate 
of the aircraft for h ellipsoidal height on the basis of the DGPS 
solution, BRTK the reference coordinate of the aircraft for B geo-
detic latitude on the basis of the RTK-OTF differential technique, 
LRTK the reference coordinate of the aircraft for L geodetic lati-

tude on the basis of the RTK-OTF differential technique and hRTK 
is the reference coordinate of the aircraft for h ellipsoidal height on 
the basis of the RTK-OTF differential technique. 

The results of the positioning accuracy of the aircraft Cessna 
172 from the DGPS solution in the ellipsoidal BLh frame is shown 
in Fig. 7. The positioning accuracy of the aircraft Cessna 172 
along the axis B ranges from −0.45 to +0.32 m. In addition, the 
mean value of dB parameter equals −0.05 m, with the RMS error 
being approximately 0.14 m. The mean value of the positioning 
accuracy of the Cessna 172 along the axis L is equal to +0.29 m 
and the RMS error is 0.37 m. Furthermore, the amplitude of the 
results obtained for the difference in the coordinate along the axis 
L ranges from −0.43 to +0.92 m. The mean value of the position-
ing accuracy of the aircraft Cessna 172 along the axis h is equal 
to −0.48 m, whereas the RMS error is equal to 0.44 m. Besides, 
the amplitude of the obtained results for the difference along the 
axis h ranges from −1.48 to +0.36 m. The smallest positioning 
accuracy of the aircraft Cessna 172 is noticeable along the axis h 



DOI 10.2478/ama-2020-0006              acta mechanica et automatica, vol.14 no.1 (2020) 

41 

and the highest accuracy is found for the coordinate B. In addition, 
the RMS error is the biggest for the coordinate h and the smallest 
for the coordinate B. 

4. DISCUSSION 

The findings obtained in the study, with regard to the position-
ing accuracy of Cessna 172 in the initial phase of the flight, 
proved the usefulness of using the DGPS differential technique in 
aviation. In particular, the high accuracy of positioning using the 
DGPS differential technique in relation to the real position of the 
aircraft Cessna 172 is extremely important in the context of the 
development of infrastructure of the GBAS system in aviation. The 
values of the positioning accuracy of the Cessna 172, found using 
the DGPS differential technique, did not exceed the level of ±1.5 
m. The results of the positioning accuracy of the Cessna 172 are 
very interesting in terms of comparison of the scientific research 
findings with other studies (Baroni and Kuga, 2005; Ciećko et al., 
2014; Gianniou and Groten, 1996; Grzegorzewski et al., 1999; 
Grzegorzewski, 2005; Krasusky et al., 2018; Tajima and Asakura, 
2002). It should be observed that the obtained positioning accura-
cy of the Cessna 172 aircraft is much higher than the results 
published in other studies (Baroni and Kuga, 2005; Ciećko et al., 
2014; Gianniou and Groten, 1996; Grzegorzewski et al., 1999; 
Grzegorzewski, 2005; Krasuski et al., 2018a; Tajima and Asakura, 
2002). Therefore, the use of DGPS differential measurements in 
aviation is justifiable and efficient. However, the problem of the 
DGPS differential technique is the construction and maintenance 
of expensive technical infrastructure at an aerodrome in the form 
of GNSS reference stations, enabling transmission of differential 
corrections. Such a GNSS reference station must be equipped 
with a dual-frequency receiver, resistant to the effect of multipath 
and allowing tracking of GPS, GLONASS, BeiDou and Galileo 
satellite constellations. The need to build technical infrastructure 
for a GNSS reference station leads to additional expenses for the 
Airport Area Manager. On the other hand, however, the construc-
tion of a GNSS reference station at an aerodrome will ensure 
creation of the GBAS augmentation system, which will significant-
ly increase the precision and accuracy of performed air opera-
tions. The basic navigation features for the operation of the GBAS 
system at the airport should allow distribution of the DGPS differ-
ential corrections, provision of data associated with the GBAS, 
provision of data with regard to the final approach in case of pre-
cision approaches and provision of data on the precise distance of 
an aircraft to a runway. It should also provide monitoring of credi-
bility and integrity for the determination of the distance parameter 
of the aircraft to the airport and improve the aircraft position and 
reference time.  

Lastly, the problem of accuracy of an aircraft operation, in the 
context of ICAO provisions and recommendations, is worth dis-
cussing. In accordance with the provisions of ICAO Required 

Navigation Performance (RNP), the accuracy of positioning for the 
conduct of navigation in the horizontal plane LNAV in a departure 
phase from the airport must not exceed 220 m. On the other hand, 
for the conduct of navigation in the vertical plane VNAV, the ICAO 
has not introduced any technical recommendations or indications 
for the use of the GNSS sensor in aircraft positioning (ICAO, 
2006). Thus, the accuracy results with regard to the Cessna 172 
positioning, using the DGPS method, can be compared only for 
horizontal coordinates. The technical recommendations of the 
ICAO Annex 10 to the Chicago Convention refer to aircraft posi-

tioning accuracy with the use of the GNSS sensor, expressed in 
ellipsoidal BLh coordinates. The resulting positioning accuracy of 
the horizontal coordinates (B and L) for the Cessna 172 does not 
exceed 1 m. Thus, the technical standards and recommendations 
made by the ICAO for aircraft positioning accuracy in the phase of 
a departure from an aerodrome were satisfied. However, it is 
essential to conduct further testing using the DGPS technique in 
order to evaluate the aircraft positioning accuracy, also in the 
phase of a flight and a landing approach.  

Further, the accuracy parameters of DGPS method were veri-
fied and calculated for GPS data in a flight experiment in Chełm in 
southeastern Poland. Fig. 8 presents the accuracy of aircraft 
position in BLh ellipsoidal coordinates. The typical accuracy of 
latitude ranges between −2.92 and −0.46 m. In addition, the 
arithmetic mean of latitude accuracy is about −1.95 m. The typical 
accuracy of longitude ranges between −0.85 and −0.28 m. In 
addition, the arithmetic mean of longitude accuracy is about −0.61 
m. The typical accuracy of ellipsoidal height ranges between 
+1.57 and +8.42 m. In addition, the arithmetic mean of ellipsoidal 
height accuracy is about +4.65 m. 

 

Fig. 8. The accuracy of aircraft positioning in the ellipsoidal BLh  
             coordinates in Chełm experiment  

 

Fig. 9. The accuracy of aircraft positioning in the geocentric XYZ  
              coordinates in Chełm experiment  

Fig. 9 presents the accuracy of aircraft position in XYZ coordi-
nates. The typical accuracy along X axis ranges between −1.68 
and −0.26 m. In addition, the arithmetic mean of X coordinate 

https://www.jstage.jst.go.jp/search/global/_search/-char/en?item=8&word=Michihiro+Asakura
https://www.jstage.jst.go.jp/search/global/_search/-char/en?item=8&word=Michihiro+Asakura
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accuracy is about −1.13 m. The typical accuracy along the Y axis 
ranges between −0.21 and −0.08 m. In addition, the arithmetic 
mean of Y coordinate accuracy is about −0.15 m. The typical 
accuracy along the Z axis ranges between +1.22 and +6.55 m. In 
addition, the arithmetic mean of Z coordinate accuracy is about 
+3.62 m. 

 

Fig. 10. The results of 3D-error in the geocentric XYZ coordinates  
                in Chełm experiment  

 

Fig. 11. The value of PDOP coefficients at the flight test  
              in Chełm experiment  

 

Fig. 12. The number of GPS satellites at the flight test 

Fig. 10 shows the results of 3D-error for the accuracy of XYZ 
coordinates. The mean value of the 3D-error parameter equalled 
3.80 m for the range between 1.26 m and 6.73 m obtained in the 

results. The highest results of 3D-error are obtained at the first 
phase of flight and it decreases with the observation time. 

Fig. 11 shows the value of the dilution of precision coefficient 
PDOP position during the initial phase of the flight in Chełm exper-
iment. The minimum value of the PDOP coefficient equals 2.1, 
whereas the maximum value is equal to 5.6. In addition, the medi-
an for the PDOP value parameter is equal to 2.8. The average 
value of the PDOP coefficient equals approximately 3.1. It should 
be noted that at the time of the take-off from the EPCD aerodrome 
in Chełm, the value of the PDOP coefficient was below 6.  

Fig. 12 shows the number of GPS satellites being tracked by 
the airborne receiver and GNSS reference station in Chełm exper-
iment. During the air experiment, the number of GPS satellites 
ranged from 8 to 10; however, the average value of the number of 
GPS satellites being tracked equalled 9 in the flight test in Chełm. 

5. CONCLUSIONS 

The paper publishes the results of scientific research concern-
ing the use of the DGPS differential technique in positioning the 
aircraft in air navigation. In particular, the paper presents the 
results of the positioning accuracy of the aircraft using the DGPS 
techniques during the phase of a departure from the airport. In the 
air experiment, the author used the Cessna 172 aircraft, which 
performed a test flight over the military aerodrome EPDE in 
Dęblin. On board the aircraft, the navigation receiver Thales Mo-
bile Mapper was mounted, which determined the aircraft position 
in a differential mode DGPS. Besides, at the airport in Dęblin, a 
geodetic receiver Topcon HiperPro was mounted. Its aim was to 
transmit differential corrections through the UHF Link to the on-
board receiver Thales Mobile Mapper. The test flight was con-
ducted for the first 400 seconds of the flight of the Cessna 172 
from the military aerodrome EPDE in Dęblin. During the test flight, 
the Cessna 172 changed its altitude from approximately 150 m to 
nearly 700 m. In addition, during the flight test, the number of GPS 
satellites used in the solution of the aircraft position in the DGPS 
technique ranged from eight to nine. Additionally, the PDOP coef-
ficient during the tests was less than 3. In order to determine the 
positioning accuracy of the Cessna 172, the authors verified the 
designated coordinates from the DGPS solution in relation to a 
precise flight trajectory obtained from the RTK-OTF differential 
technique. The positioning accuracy of the aircraft Cessna 172 in 
the geocentric XYZ coordinates was higher than 1.2 m, whereas 
in the ellipsoidal BLh coordinates, it exceeded 1.5 m. The findings 
on Cessna 172 positioning accuracy emphasise the fact that the 
DGPS technique can be used in the GBAS system in aviation. 
Furthermore, the obtained results of aircraft positioning accuracy 
of the Cessna 172 by means of the DGPS technique comply with 
the ICAO recommendations and instructions within executed 
departures from an aerodrome. The accuracy results of DGPS 
method from a flight test in Chełm are also presented in the paper. 
The mean values of accuracy amounts to ±1÷2 m for horizontal 
plane and ±4÷5 m for vertical plane. In addition, the PDOP coeffi-
cient amounts between 2.1 and 5.6. Moreover, the number of 
GPS satellites used in the solution of the aircraft position in the 
DGPS technique ranged from 8 to 10. Accuracy results from the 
flight test in Dęblin and Chełm are suitable for DGPS solution in 
air navigation. 

In the future, the authors plan to perform tests for other phas-
es of flight, e.g. landing. 
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Abstract: In the article, the pure bending problem for strip (beam) with straight, perpendicular to its axis crack located in the zone of tensile 
stresses is investigated on the assumption of narrow plastic strips near crack tips. Using methods of the theory of functions of a complex 
variable and complex potentials, the problem is reduced to the several linear conjunction problems. The solutions of latter problems are ob-
tained in the class of functions confined in the edges of plastic strips. Formulas for the calculation of their lengths are derived. Expressions 
for the determination of crack tip opening values are written. Numerical analysis of the problem is performed. 

Key words: Pure Bending, Strip (Beam), Crack, Plastic Strips, Linear Conjugation Problems 

1. INTRODUCTION 

Beams are one of the main structural elements that are com-
mon in engineering, especially in construction practice. Cracks, 
which are strong stress concentrators, may appear in them during 
various operations and, as a result, may lead to destruction of 
such structural elements. Therefore, it is very important to careful-
ly evaluate the reliability of the beam operation in the presence of 
such defects. 

In an article, Monfared et al. (2018) investigated the configura-
tion of arbitrary crack configurations in the orthotropic strip. Fouri-
er transformation was used to construct a system of singular 
integral equations that was numerically solved using the Cheby-
shev quadrature formula for the density of dislocation on a crack 
face. Effects of crack geometry and parameter of nonhomogeneity 
of material on the stress intensity, energy release and energy 
density were considered. In the work of Pavazza (2000), approxi-
mate analytical formulas for stresses and displacements in thin 
rectangular orthotropic or isotropic strips subjected to tension are 
presented. 

Shi (2015) devoted his investigation to analytical and numeri-
cal analyses of the doubly periodic arrays of cracks and proposes 
a precise solution procedure for describing the interaction effect in 
the doubly periodic rectangular-shaped arrays of cracks. Fan et al. 
(2014) investigated the elastic-plastic fracture behaviour of an 
interaction between Zener–Stroh crack and coated inclusion in 
composite materials with regard to crack tip plastic zones. The 
sizes of plastic zone at the both crack tips were determined by the 
generalised Irwin model. In the article by Prawoto (2012), an 

approach of classical fracture mechanics is used for calculating 
the near crack tip plastic zones in heterogeneous or composite 
materials. In the research by Unger (2007), the Dugdale model of 
plasticity is used for a static crack instead of Tresca plasticity 
theory. 

An analysis of stress–strain state under combined bending 
and tension of an isotropic plate with crack is represented by 
Sulym et al. (2018) in the assumption of line and constant width 
area contact between crack faces but with no plastic zones near 
the crack tips. In the articles by Nykolyshyn et al. (2010, 2015), 
the tension of homogeneous isotropic plate weakened by two 
through cracks with plastic zones is considered. By using the 
method of complex potentials, the solution of the problem is re-
duced to linear conjugation problems and the explicit expressions 
for complex potentials of plane problem. The length of the plastic 
zone and crack opening displacement are obtained analytically 
and the numerical analysis of them is performed at various pa-
rameters. In the particular case, the known results are obtained. 

Kuz et al. (2015, 2019) investigated the influence of stress 
concentrators (square hole, cut or rigid inclusion) on the strength 
of a plate under uniaxial tension using the numerical solution of 
boundary-value problems of the theory of small elasto-plastic 
deformations for a linear hardening material. The growth of micro-
structurally short and physically small cracks in the fatigue pro-
cess zone and the initiation of macrocrack in notched tension 
specimens were investigated in the work of Ostash (2017). 

In this article, the problem of pure bending of strip (beam) with 
crack perpendicular to its axis and located in tensile stresses area 
is investigated. We assumed that at the crack tips, the narrow 
plastic strips are formed, as in the works of Panasyuk (1968) and 

mailto:sulym@Franko.lviv.ua
mailto:sulym@Franko.lviv.ua
https://www.sciencedirect.com/topics/engineering/crack-configuration
https://www.sciencedirect.com/topics/engineering/fourier-transform
https://www.sciencedirect.com/topics/engineering/fourier-transform
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Savruk et al. (1989). Solving of the problem is based on the meth-
ods of the theory of functions of complex variable and complex 
potentials and is reduced to the problems of linear conjunction. 
Their solutions are obtained in class of functions confined at the 
tips of plastic strips. The method used in the article is given in the 
work of Muskhelishvili (1966). System of transcendental equations 
for calculating lengths of plastic zones is written. Expressions for 
calculating of crack tip opening values are also obtained. The 
numerical analysis of the problem is carried out. Graphic depend-
encies of the length of plastic strips and crack tip opening values 
are constructed at various values of problem parameters. 

2. FORMULATION OF THE PROBLEM 

Consider an elastic isotropic strip (beam) perpendicular to its 
axis straight through crack of length 2l, centre of which is at the 

distance x0 from the axis. Let 2h be the height of the beam trans-

verse section and 2а̃ be the width of the beam. Assume that the 

beam is under pure bending with the bending moment М. Let us 
introduce a Cartesian coordinate system Oy-axis, which is di-

rected along the beam centre line, and Ox-axis, which is directed 
along the crack. The crack is located in the tensile stress zone 
and its faces are free of external loads. Assume that near crack 

tips with coordinates  (а, 0) and (b, 0) narrow plastic zones 
(plastic srips) have been formed on the extending of the crack. In 
these zones, normal stresses are equal to the yield strength of 

beam material (Panasyuk, 1968; Savyn, 1968). Let the coordi-

nates of edges of the plastic strips are (d2, а) and (b, d1), L 
denotes the projection of the crack onto the Oх-axis and L1 and 

L2 denote plastic strips of length Δ2 = a − d2 and Δ1 = d1 −
b, respectively (Fig. 1). In addition, we introduce the notations 

L̃ = L + L1 + L2 and L̃1 = L1 + L2. 

 

Fig. 1. Beam loading scheme and location of crack with plastic  
          strips 

The following boundary conditions correspond to the formulat-
ed problem: 

𝜎х𝑦
± = 0, 𝑥 ∈ 𝐿̃;                                 

𝜎𝑦𝑦
± = 0, 𝑥 ∈ 𝐿; 𝜎у𝑦

± = 𝜎𝑌 , 𝑥 ∈ 𝐿̃1, 
(1) 

where σyy and σxy are the components of stress tensor and 

marks ‘+’ and ‘−’ mean limits as y → ±0. 

3. CONSTRUCTION OF THE SOLUTION OF THE PROBLEM 

Let us introduce the complex potentials Φ(𝑧) and Ω(𝑧) 
(Muskhelishvili, 1966) and use the expressions  

𝜎𝑦𝑦 − 𝑖𝜎𝑥𝑦 = Φ(𝑧) + Ω(𝑧̅) + (𝑧 − 𝑧̅)Φ′(𝑧),                      (2) 

2𝜇(𝑢 + 𝑖𝑣)′ = 𝜅Φ(𝑧) − Ω(𝑧̅) − (𝑧 − 𝑧̅)Φ′(𝑧),                  (3) 

where 𝜇 is the shearing modulus; к is the Muskhelishvili’s con-

stant; 𝑢′ = ∂𝑢 ∂х⁄ , 𝑣′ = ∂𝜈 ∂х⁄ ; 𝑢 and 𝑣 are the components 
of displacement vector of a beam point on axes 𝑂𝑥 and 𝑂у; 

𝑧 = 𝑥 + 𝑖𝑦, 𝑖2 = −1. 
According to Panasyuk and Lozovyy (1961) and Savyn 

(1968), functions Φ(𝑧) and Ω(𝑧) at large |𝑧| can be presented 
as 

Φ(z) = Сz 4⁄ + O(1/z2) 

Ω(z) = 3Сz 4⁄ + O(1/z2) 

С = M I⁄  

(4) 

where І = 4а̃ℎ3 3⁄  is an inertia moment of the beam about neu-
tral line of its transverse section. 

From the boundary condition,  

(σyy − iσxy)
+

− (σyy − iσxy)
−

= 0, x ∈ L̃ 

taking into account (2), we obtain 

[Φ(𝑥) − Ω(𝑥)]+ − [Φ(𝑥) − Ω(𝑥)]− = 0, 𝑥 ∈ 𝐿̃.                (5) 

The solution of the linear conjunction problem (5), (4) is 

Φ(𝑧) − Ω(𝑧) = −
С

2
𝑧.                                                              (6) 

On the basis of (1), we can write the following boundary condi-
tion: 

(𝜎𝑦𝑦 − 𝑖𝜎𝑥𝑦)
+

+ (𝜎𝑦𝑦 − 𝑖𝜎𝑥𝑦)
−

= {
2𝜎𝑌, 𝑥 ∈ 𝐿̃1;
0, 𝑥 ∈ 𝐿.

               (7) 

Taking into account (2), from (7), we obtain 

[Φ(𝑥) + Ω(𝑥)]+ + [Φ(𝑥) + Ω(𝑥)]− = {
2𝜎𝑌, 𝑥 ∈ 𝐿̃1,
0, 𝑥 ∈ 𝐿.

        (8) 

The solution of this linear conjunction problem is 

Φ(𝑧) + Ω(𝑧) =
𝜎𝑌𝑋(𝑧)

𝜋𝑖
∫

𝑑𝑡

𝑋+(𝑡)(𝑡−𝑧)𝐿̃1
+ с1𝑋(𝑧)𝐿,                 (9) 

where 

𝑋(𝑧) = √(𝑧 − 𝑑1)(𝑧 − 𝑑2), 𝑋+(𝑡) = і√(𝑑1 − 𝑡)(𝑡 − 𝑑2), 

с1 is an unknown constant. 

On the basis of (4) at large |𝑧|, we can write 

Φ(𝑧) + Ω(𝑧) = 𝐶𝑧 + 𝑂(1 𝑧2⁄ ).                                           (10) 

As at large |𝑧| 

𝑋(𝑧) = 𝑧 −
1

2
(𝑑1 + 𝑑2) −

1

8
(𝑑1 − 𝑑2)2

1

𝑧
+. . ., 

𝑋(𝑧)

𝑡 − 𝑧
= −1 +

1

𝑧
(

1

2
(𝑑1 + 𝑑2) − 𝑡) +. . ., 
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expanding right and left parts of formulas (9) into series at large 
|𝑧| and making equal the coefficients at equal powers of 𝑧, we 
receive 

с1 = С 

−
𝜎𝑌

𝜋𝑖
∫

𝑑𝑡

𝑋+(𝑡)
𝐿̃1

− С
1

2
(𝑑1 + 𝑑2) = 0 

𝜎𝑌

𝜋𝑖
∫

1

𝑋+(𝑡)
𝐿̃1

(
1

2
(𝑑1 + 𝑑2) − 𝑡) 𝑑𝑡 

−
𝐶

8
(𝑑1 − 𝑑2)2 = 0 

(11) 

Using calculated integrals from Bronshteyn and Semendyaev 
(1967) formula (11) leads us to the system of transcendental 

equations for finding lengths Δі(і = 1,2) of plastic strips at the 
crack tips: 

2

𝜋
[arccos((2 + 𝑤1 − 𝑤2) 𝛾1⁄ ) 

arccos((2 + 𝑤2 − 𝑤1) 𝛾1⁄ )]  = 𝜎̃(2𝑥̃ + 𝑤1 − 𝑤2) 

𝜎̃𝛾1
2 =

16

𝜋

𝑤1 − 𝑤2

√𝑤2(2 + 𝑤1) + √𝑤1(2 + 𝑤2)
 

(12) 

where  

𝑤𝑖 = Δ𝑖 𝑙⁄ , 𝑥̃ = 𝑥0 𝑙⁄ , 𝜎̃ = 𝑀𝑙 (𝐼𝜎𝑌)⁄ , 𝛾1 = 2 + 𝑤1 + 𝑤1. 

Now, on the basis of (6) and (9), we have  

Φ(𝑧) =
С

2
(𝑋(𝑧) −

1

2
𝑧) +

𝜎𝑌𝑋(𝑧)

2𝜋𝑖
∫

𝑑𝑡

𝑋+(𝑡)(𝑡−𝑧)𝐿̃1
,                  (13) 

Ω(𝑧) = Φ(𝑧) +
С

2
𝑧.                                                               (14) 

Taking into account (3), we can write the expression for the 
derivative of the opening of the crack faces  

2𝜇[(𝑢 + 𝑖𝑣)′+
− (𝑢 + 𝑖𝑣)′−

] = 

к[Φ+(𝑥) − Φ−(𝑥)] + Ω+(𝑥) − Ω−(𝑥), 𝑥 ∈ 𝐿̃1.          (15) 

From here, using (14),  

2𝜇𝛿′х(х) = 2𝜇[𝑣′+
− 𝑣′−

] = 

(к + 1)Im[Φ+(𝑥) − Φ−(𝑥)], 𝑥 ∈ 𝐿̃1.                             (16) 

Taking into account (13) and calculating integrals (Bronshteyn, 
Semendyaev, 1967, Savruk et al.  1989), we obtain  

𝛿1 =
𝛾1

2
[

𝛾1𝜎̃

4
(𝑎1√1 − 𝑎1

2 − arccos𝑎1) −

−
1

𝜋
(𝛾3 + 𝛾2arccos𝑎1)]

,                          (17) 

𝛿2 =
𝛾1

2
[

𝛾1𝜎̃

4
(𝑎2√1 − 𝑎2

2 + arccos𝑎̃2) +
1

𝜋
(𝛾3 +

𝛾2arccos𝑎̃2)], 

where 

а1 = (2 + 𝑤2 − 𝑤1) 𝛾1⁄ , а2 = (2 + 𝑤1 − 𝑤2) 𝛾1⁄ , а̃2 =

−а2, 𝛾2 = √1 − а1
2 − √1 − а2

2, 

𝛾3 =
1

2
(𝑎1 − 𝑎2)ln

1−𝑎1𝑎1−√(1−а1
2)(1−а2

2)

1−𝑎1𝑎1+√(1−а1
2)(1−а2

2)

, 

𝛿𝑖 =
2𝜇𝛿𝑖

𝜎𝑌(1+к)𝑙
, 𝛿2 = 𝛿а, 𝛿1 = 𝛿𝑏.                                           (18) 

Account for (2), (7) and (8), we calculate stress tensor com-
ponents on the faces of crack and on its extending using the 
formulas  

𝜎уу
∗ = 𝜎𝑦𝑦 𝜎𝑌⁄ =

−𝜎̃𝑋(𝑥1) +
1

𝜋
(arccos𝛾̃1 + arccos𝛾̃2); 𝜎𝑥𝑥

∗ = 𝜎𝑥𝑥 𝜎𝑌⁄ =

−𝜎̃𝑥1 + 𝜎𝑦𝑦
∗ , 𝑥1 < 𝑥̃ − 1 − 𝑤2, 

𝜎𝑦𝑦
∗ = 1, 𝜎𝑥𝑥

∗ = 𝜎𝑥𝑥
∗± = −𝜎̃𝑥1 + 1,  

𝑥̃ − 1 − 𝑤2 < 𝑥1 < 𝑥̃ − 1, 1 + 𝑥̃ < 𝑥1 < 1 + 𝑥̃ + 𝑤1;    (19) 

𝜎𝑦𝑦
∗ = 0, 𝜎𝑥𝑥

∗ = 𝜎𝑥𝑥
∗± = −𝜎̃𝑥1, 𝑥̃ − 1 < 𝑥1 < 𝑥̃ + 1; 

𝜎уу
∗ = 𝜎𝑦𝑦 𝜎𝑌⁄ = 𝜎̃𝑋(𝑥1) +

1

𝜋
(arccos𝛾̃1 + arccos𝛾̃2), 

𝜎𝑥𝑥
∗ = 𝜎𝑥𝑥 𝜎𝑌⁄ = −𝜎̃𝑥1 + 𝜎𝑦𝑦

∗ , 𝑥1 > 1 + 𝑥̃ + 𝑤1, 

where 

𝛾̃1 = 1 −
2𝑤1(𝑥1 − 𝑑̃2)

(𝑥1 − 𝑑̃1 + 𝑤1)(𝑑̃1 − 𝑑̃2)
, 

𝛾̃2 = 1 −
2𝑤2(𝑑̃1 − 𝑥1)

(𝑑̃2 + 𝑤2 − 𝑥1)(𝑑̃1 − 𝑑̃2)
, 

𝑋(𝑥1) = √(𝑥1 − 𝑑̃1)(𝑥1 − 𝑑̃2),                                          (20) 

𝑑̃1 = 𝑑1 𝑙⁄ = 1 + 𝑥̃ + 𝑤1, 𝑑̃2 = 𝑑2 𝑙⁄ = 𝑥̃ − 1 − 𝑤2, 
𝑥1 = 𝑥 𝑙⁄ . 

Note that based on (12), we can find out the condition under 

which 𝑤2 = 0, that is, the length of the plastic strip at the nearest 
to the beam axe crack tip is zero. For example, given the external 

load 𝜎̃, we obtain the following expression from the second equa-
tion (12): 

𝜎̃(2 + 𝑤1)2 =
8√2

𝜋 √𝑤1,                                                         (21) 

for calculating the length of the plastic strip at another crack 
tip. And from the first equation (12) at given 𝜎̃ and obtained 𝑤1, 

we determine the coordinate of crack centre х̃1 = х0 𝑙⁄   

х̃1 =
1

2
[

2

𝜋𝜎̃
arccos

2−𝑤1

2+𝑤1
− 𝑤1].                                              (22) 

Note also that equation (21) in 𝑤1 has a solution up to some 

certain value 𝜎̃0 only. At 𝜎̃ > 𝜎̃0, it does not have the solution 
and satisfying the condition 𝑤2 = 0 is impossible. 

4. NUMERICAL ANALYSIS OF THE PROBLEM 

The results of the calculations are given in Figures 2–7. 
Graphical dependencies of dimensionless length of plastic 

strip and dimensionless opening the displacement of crack faces 
at crack tips on external load are given in Figures 2 and 3, corre-
spondingly. In these figures, curves with label ‘1’ correspond to 
the farther to the beam axis crack tip and curves with label ‘2’ 
correspond to the nearer one. Figures 2(a) and 3(а) are con-
structed at х̃ = х0 l⁄ = 1.5, and Figures 2(b) and 3(b) are con-

structed at х̃ = 3. It is seen from Figures 2 and 3 that, under fixed 
external load, the length of plastic strip and crack tip opening 
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values increases when crack centre moves from beam axis. On 

the basis of δк model, the beam destruction starts from the farther 
(with respect to beam axis) crack tip. 

 
Fig. 2. Graphical dependencies of relative length of plastic strip  
            at crack tips on external load 

 
Fig. 3. Graphical dependencies of dimensionless crack tip opening  
            displacement on external load 

 
Fig. 4. Graphical dependencies of length of plastic strip at the crack tip  
           (Fig. 4 а) and coordinate of crack centre, at which the length  
           of plastic strip at nearer crack tip is zero, on external load 

 
Fig. 5. Graphical dependencies of length of plastic strip at the crack tips  
           on relative coordinate of crack centre х̃ = x0 l⁄  at various values  

           of external load 
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Figure 4 deals with case when the length of plastic strip at 
nearer to the beam axis crack tip is zero. The graphical depend-
encies of length of plastic strip at farther crack tip are given in Fig. 
4(f). Figure 4(b) shows the graphical dependencies of coordinate 
of crack center for this case on external load attached to the 
beam. It is can be seen that increasing the value of external load 
leads to increasing the length of plastic strip at farther crack tip. At 
the same time, crack centre gets closer to the beam axis and the 
crack tip with zero plastic strip is strip of compressive stresses for 
the beam without crack. 

Figure 5 demonstrates graphical dependencies of length of 
plastic strip in farther (Fig. 5а) and nearer (Fig. 5b) to the beam 

axis crack tips on relative coordinate of crack centre х̃ at several 
values of external load. Curves labelled as ‘1’, ‘2’ and ‘3’, respec-
tively, correspond to σ̃ = 0.1075, σ̃ = 0.205 and σ̃ = 0.3025. 
Note that curves are constructed at х̃ > х̃1 and labels ‘1’, ‘2’ and 

‘3’ stand for х̃1 = 0.499, х̃1 = 0.495, and х̃1 = 0.489, corre-
spondingly. It is seen that decreasing the distance between crack 
centre and beam axis increases the length of the plastic strips at 
crack tip. 

 

Fig. 6. Stress distribution on crack line at х̃ = х̃1 and various    

  values of external load 𝜎̃ 

In Figures 6 and 7, curves with label ‘1’ are constructed at ex-

ternal load σ̃ = 0.01, with label ‘2’ at σ̃ = 0.1, ‘3’ at σ̃ = 0.15 

and ‘4’ at σ̃ = 0.2. Figures 6(а) and 7(а) show graphical depend-
encies of stresses σxx

∗ = σxx σY⁄  , and Figure 6(b) and 7(b) 

show graphical dependencies of stresses  σуу
∗ = σyy σY⁄ . From 

Figures 6(а) and 7(а), we see that stresses σхх
∗  are always posi-

tive beyond the crack, but on the crack, they can be both positive 
and negative, everything depends on the position of crack center. 

σхх
∗  decreases away from the crack tips. From Figures 6(b) and 

7(b), we see that stresses σуу
∗  beyond the crack tip b are constant 

in plastic strip at first, then decrease to some value and after that 
increase and become greater than 1 at a certain distance, that is 
σyy > σY (beam material goes into a plastic state). But beyond 

the crack tip а, they behave differently. As we can see from Figure 

6(b), stresses  σyy are negative when the length of plastic strip at 

this tip is zero. But for nonzero length, at first, they are equal to  

σY in plastic strip and then decrease from positive values to nega-
tive ones. 

 

Fig. 7. Stress distribution on crack line at х̃ = 2 and various  
     values of external load 𝜎̃ 

5. CONCLUSIONS 

Numerical analysis of the problem confirms that the destruc-
tion of the strip (beam) with a crack perpendicular to its axis on 

the grounds of δK − fracture model for bodies with crack will start 
from the crack tip that is farther to the beam axis. A quantitative 
estimation of length of plastic zone and value of the opening of 
crack faces are also obtained. Note that the plastic strip is not 
always formed at the nearer (to the beam axis) crack tip, which is 
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in the strip of compressive stresses for the beam without crack. 
But, in this case, there is no contact between crack faces, and the 
length of the plastic strip at this tip decreases when the tip re-
moves from the beam axis. At some distance, this length be-
comes zero. As the distance increases, quantitative changes turn 
into qualitative ones, and perhaps, crack faces begin to contact. 
This requires a further investigation. 
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Abstract: A design of an unmanned aerial vehicle (UAV) construction, intended for autonomous flights in a group, was presented in this 
article. The design assumptions, practical implementation and results of the experiments were given. Some of the frame parts were made 
using 3D printing technology. It not only reduces the costs but also allows for better fitting of the covers to the electronics, which additional-
ly protects them against shocks and dirt. The most difficult task was to develop the proper navigation system. Owing to high costs of preci-
sion positioning systems, common global positioning system (GPS) receivers were used. Their disadvantage is the floating position error. 
The original software was also described. It controls the device, allows performing autonomous flight along a pre-determined route, anal-
yses all parameters of the drone and sends them in a real time to the operator. The tests of the system were carried out and presented in 
the article, as well. 

Keywords: Unmanned Aerial Vehicles (UAV), Unmanned Aerial Systems (UAS), Navigation System, Trajectory Generation 

1. INTRODUCTION 

The four-engine flying devices, colloquially called quadcopters 
or drones, are very popular. In the literature, they can be found 
under the name remotely piloted aircraft systems (RPAS; Gómez 
et al, 2019), unmanned aerial systems (UAS) and unmanned 
aerial vehicles (UAV; Roseneia Rodrigues Santos de Melo et al, 
2017). Typically, the term unmanned aerial vehicles (UAV) is used 
for one quadcopter and the term unmanned aerial system (UAS) 
is used for drones in number greater than one. 

There is a growing interest in UAV observed. This is especial-
ly visible in the statistics of popularity of the keyword ‘drone’ in the 
Science Network (Thompson Reuters). This brought about 3,000 
results for the past 15 years and the number has increased par-
ticularly rapidly in the past 4 years (María de Miguel Molina, 
2018). At present, only the Swiss university ETH Zurich, the 
American company Intel and the Chinese company EHang Egret 
have drone network projects. These institutions have been suc-
cessful in connecting the devices into one independent system. 

At present, there are many publications focusing on flight sim-
ulations of different manoeuvres of one or many UAVs. These 
papers describe devices that can be freely scaled, combined with 
each other, and study the thesis based on the simulation (Nal-
lapaneni et al, 2018; Pulvera et al, 2018). These devices have 
found their application in both industry (e.g. in geodesy, parcel 
transport and building protection or photography; Bonali et al, 
2019; Choudhary et al, 2019; Fujimori et al, 2018) and amongst 
ordinary people who use them for recreational purposes. There 
are also solutions in which devices, connected with each other, 
are able to provide access to the Internet in certain crisis areas 
(Aghaeeyan et al, 2015). The aim is also to integrate drones with 
autonomous cars (Khamseh et al, 2015; Kopiche et al, 2013). 

The basic algorithm of stabilising an UAV in the overhang 
tends to stabilise three angles: pitch, roll and yaw (Fig. 1). Most 
control algorithms also have stabilisation of altitude, position and 
speed. To stabilise the pitch, roll and yaw angles, knowledge 
about their value is required. For this purpose, UAVs have a 
three-axis accelerometer and a three-axis gyroscope. Optionally, 
the device has a magnetometer to determine the direction along 
Earth’s magnetic field (Ebeid et al, 2018). 

 

Fig. 1. Illustrative scheme of the UAV axis 

The altitude parameter can be obtained from a barometric alti-
tude sensor, laser sensor or other alternative navigation systems. 
The position of the device is taken from the navigation system, not 
necessarily global positioning system (GPS). Different alternative 
positioning systems, such as inertial navigation, video navigation 
or an indoor navigation system based on stationary ultrasonic 
beacons, are available. They are connected by radio interface in a 
license-free band (433 or 915/868 MHz; Sun, 2018). 

Flight controllers with various processors can be found 
(Cetinsoy et al., 2012). The most popular is the STM 32 bit pro-
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cessor in the F4 or F7 version. Ready modules (processor and 
basic sensors) are available from 20 Euro. The device can be 
used with a commercial software (often delivered with high-end 
equipment) or open-source software. The most popular of them 
are BetaFlight, CleanFlight, RaceFlight and iNav. The software 
allows programming the drone and configuring it for the flight. 

In the article, practical aspects of design UAV are presented. 
The device is devoted for a drones’ network and will be used in a 
testing of swarm algorithms based on nature such as swarm of 
bees, moths, ants, fishes and birds (Socha et al, 2008; Olivas et 
al, 2017; Luo et al, 2019). Construction of own device is neces-
sary, because it is very difficult to purchase and modify a com-
mercial UAV. The original construction allows fitting better the 
device for a specific application. 

UAVs can be divided into several categories, for example, 
based on the number of engines, size or type of start (vertical or 
horizontal). However, the most common division is the number of 
engines: one, two, three, four or multi-engine drones can be dis-
tinguished (Szywalski et al., 2018, Puchała et al., 2015). In the 

article, the construction of a four-engine device will be discussed. 

2. STRUCTURE OF THE SYSTEM 

In Figure 2 (and more detailed in Fig. 9) the structure of the 
system was shown. It is divided into three main parts: 

 UAV (yellow) – this part presents one UAV, but it can be 
extended for an UAS 

 Radio communication system (orange) 

 Control and supervision software (green) 
The UAV (or their collection) contains two STM32 processors, 

four drive units, sensors and a communication module. The whole 
system is mounted on a self-designed frame. Each processor has 
a pre-assigned task and priorities. In the first column (Fig. 2), 
priorities of the flight controller were shown. The most important 
task is to maintain the stability of the device, and the lowest priori-
ty is to maintain the right speed. 
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Fig. 2. Structure of the system 

The important element of the system is the radio communica-
tion module. It consists of radio modules mounted on each receiv-
er in the network. For creating the network, 433-MHz RFM69 
modules were used. The library RadioHead RFMxx was used to 
connect multiple clients by creating a network for data exchange. 
The system enables to exchange 60 bytes with a frequency of 20 
Hz at a distance of up to 5 km (with appropriate antennas). The 
data transmission is encrypted with a 16-byte key. The created 
program is modular and allows adding drones (maximally 30) or 
flying out of operator's range (without a control panel). 

The last module of the system is the control and supervision 
system controlled from the operator panel. To connect the com-
puter to the network, a module that receives data from the radio 
network and sends it to the serial port on the computer was made. 
The software of the operator panel was created in MATLAB. This 
program processes data, draws relevant graphs and displays 
information. 

3. DESIGN OF THE UAV 

The goal of the project was to create a device with relatively 
high robustness to external forces, a flight time of minimum 15 
min, weight up to 400 g, dimensions not exceeding 15 × cm × 15 
cm × 15 cm and software enabling the device to be used in the 
network. In addition, it should be able to maintain integrity and 
availability during operations (if it is within operator's range). The 

designed UAV should also be prepared for a navigation system 
that can determine the position of the device with an accuracy of 
10 cm. 

3.1. Description of electromechanical and electronic 
components used in the UAV 

The challenge in the designing is the mechanical part, which 
should be characterised by high mechanical strength and low 
weight (in the presented case not exceeding 400 g). The central 
plate was milled from a carbon fibre-reinforced polymer (CFRP). 
The other elements were printed using a 3D printer. The print was 
made using the fused filament fabrication (FFF/FDM) method. It 
involves melting the material and laying it in thin paths, one next 
to another. The layers of plastic bond together, cooling down 
(Kownacki, 2016). For printing, the legs and two elements of the 
electronics housing the rubber material (TPU) and polycarbonate 
were used. The brass threads were embedded in the frame (Fer-
rarese et al, 2017), which was screwed using aluminium screws. 
The most important frame dimensions were given in Figure 3. The 
distance between the centre of mass (CoM) and axis of the pro-
pellers is also marked. The CoM is placed below the rotor line. 
The frame assembly is shown in Figure 4. Each element was 
sized and weighed. The mechanical part was designed in Inventor 
2018. 
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 Fig. 3. Main dimensions of the drone and distance between  
           the centre of mass and axis of the propellers (in mm) 

 
Fig. 4. Assembling of the frame elements 

Table 1. Technical specification of the UAV controller 

Controller 

Processor: STM32F405 (168 MHz) and STM32F205RG (120 MHz) 

Wi-Fi module: BCM43362 802.11b /G/N 

Accelerometer/gyroscope: MPU6000  (SPI) 

Radio module: RFM69HCW 433 MHz 

Barometer: BMP280 (I2C) 

Magnetometer: HMC5883 (UART) 

GPS receiver: Ublox M8N (UART) 

Blackbox: MicroSD card slot (SD/SDHC) 

Beeper 

Current/voltage sensor: 6-30 V/ 184 A (3-6S LiPo) 

Step-down converter: 3.3 V, 4.5 V, 5 V – max. 3 A 

The power unit of the device consists of four Readytosky 
1306, 3100 KV engines and two pairs of propellers (2 x CW 3x3x3 
and 2 x CCW 3x3x3). As the electronic speed controller (ESC) of 
the brushless direct-current motor (BLDC), the Little Bee 20A 
driver was selected (operates on the BlHeli software). The driver 
communicates with the controller using an OneShot125 protocol, 
which is characterised by eight times shorter pulses than the 
standard PWM protocol (from 125 to 250 µs). It allows for eight 
times faster update of the PID control loop (loop update time of 
250 µs/4 kHz). The signal delay is also shorter: only 250 µs in-
stead of 2000 µs. The OneShot125 protocol is needed for drones 
below 25 cm (diagonal distance of engines). MatekSys F405-CTR 
was chosen as the flight controller. It uses a powerful STM32F405 
processor working at 168 MHz. In addition, the module has an 
inertial navigation system (IMU) sensor MPU6000, pressure sen-
sor BMP280, blackbox – MicroSD (SD/SDHC), inverter for SBUS, 
PPM support, 6 x PWM, 5 x universal asynchronous receiver-
transmitter (UART), SoftSerial, camera operation, operation pro-
grammable LEDs, beeper, current and voltage sensors and bat-

tery eliminator circuit (BEC) inverter. All parameters were included 
in Table 1. 

The device was designed for using in a swarm of unmanned 
flying vehicles. Thus, the second module – Adafruit Feather 
WICED with the STM32F205RG processor – was added. The 
module will be used for communication with other UAVs and the 
operator. Its second task is to calculate the flight trajectory in a 
real time. The radio module – Adafruit FeatherWing LoRa RFM69 
433MHz – was connected to it. Both modules can be mounted 
into a ‘sandwich’, creating one controller (Figs. 7 and 8). 

The MatekSys 405-CTR module communicates with Adafruit 
Feather WICED via the serial port using the MSP protocol (Multi-
wii Serial Protocol). The protocol works based on the client server. 
In this case, the master controller is Feather WICED Adafruit with 
the STM32F405 processor on board. It sends queries for specific 
parameters, calculates the predicted trajectory based on this and 
sends coordinates and other parameters (e.g. flight speed) to the 
flight controller. A detailed diagram of the system and the division 
of specific tasks between the single modules is shown in Figures 
2 and 9. In Figures 5 and 6, the pictures of completed UAV are 
shown. 

 

Fig. 5. Final construction – view from the side 

 
Fig. 6. Final construction – view from the skew 

 
Fig. 7. Electronics assembly – view from the top 
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Fig. 8. Electronics assembly – view from the skew 

Table 2. Technical specification of the UAV 

Quadcopter 

Size without propellers: 12 cm × 12 cm  

Size with propellers: 15.5 cm × 15.5 cm 

Battery: Lithium polymer 11.1 V 1550 mAh 

Type of propellers: 2xCW 3x3x3, 2xCCW 3x3x3 

Weight: 365 gram 

Motor BLDC: Readytosky 1306, 3100KV, 58.5W 

ECS: Little Bee 20A BlHeli 

Frame: class 130 

• central plate: CFRP, 
• electronics housing: polycarbonate, 
• legs: thermoplastic polyurethane (TPU). 

Specifications of the device were included in Table 2. The 
beeper was used in order to find the device after an unplanned or 
unsuccessful landing. For localisation, the Ublox M8N GPS re-
ceiver was used. The GPS receiver and magnetometer were 
placed on the top of the device. It is possible to find UAVs with 
a magnetometer built inside the machine, but in this case, motors 

or power supply often disturbs the measurement. Although the 
sensor is pulled out of the device, it is necessary to cancel the 
electromagnetic field generated by the motors and other compo-
nents. 

3.2. Schematic of electrical part 

In Figure 9, the outline of electrical part of the entire system 
was shown. A yellow line surrounded the quadcopter block. In the 
centre, a flight controller is visible. Owing to the dynamics of the 
drone, the engines rotate in pairs in the opposite direction. Two 
types of propellers (clockwise [CW] and counterclockwise [CCW]) 
were used. They were assembled in such a way that the thrust is 
directed downwards. In the project, four three-phase BLDC mo-
tors were used. The device is powered by a 3-cell, 11.1 voltage 
polymer-lithium battery. Their big advantage is a very high dis-
charge current. The battery allows power consumption up to 
1 kW. In order to eliminate a voltage drops for the current peaks, a 
470 μF, 25 V capacitor was added to the power connector. The 
F405-CTR module is equipped with step-down converter from 
11.1 V to 3.3, 4.5 and 5 V. It serves as a source for powering the 
other modules (e.g. GPS, radio module and beeper). The GPS 
receiver and radio module communicates with the flight controller 
using the I2C bus. The magnetometer (mounted in the same 
housing as GPS) uses the SPI protocol. 

A green line surrounds the operator supervision block. It con-
sists of two modules (responsible for communication), a computer, 
original software (shown in Fig. 2), a safety button and a battery 
(980 mAh, 3.3 V). The battery is constantly recharged when the 
system is powered from the computer's USB port. Its main task is 
to maintain the battery voltage during a sudden power failure on 
the computer (e.g. discharge or power failure). This solution al-
lows sending a landing order, even without the operator panel. For 
a protection, the system includes a safety button that is connected 
directly to the radio module. After pressing the button, regardless 
of whether the computer is on and/or other commands, the radio 
module sends an immediate order to land. The third block – radio 
communication – is surrounded with orange line. 

 
Fig. 9. Outline of the electric part 
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3.3. Navigation system 

For autonomous flight, an unmanned flying unit must know its 
position in three-dimensional space. For this reason, it is neces-
sary to use navigation systems. The most popular and easiest to 
use is GPS. Its biggest advantage is the possibility of using it all 
over the globe. To determine the position in three-dimensional 
space, it is necessary to connect the receiver with a minimum of 
three satellites. The accuracy of the position increases with the 
number of connected satellites. The system has been configured 
forcing a connection with a minimum of six satellites. A smaller 
number of satellites do not allow starting in the GPS-assisted 
mode. At present, the most popular receiver of the GPS signal is 
Ublox NEO-M8N. Its disadvantage is accuracy not exceeding 
2.5 m in relation to latitude/longitude and about 5 m in relation to 
altitude. 

In Figures 10 and 11, the static characteristics of the tested 
receiver were shown. The experiment was performed using the 
iNav software. The measurement was performed in the following 
way: the receiver was turned on in an unbuilt area and the maxi-
mum displacement during 10 min and during 10 s was measured. 
The experiment was started only after establishing communication 
with a minimum of 12 satellites. By converting the longitude and 
latitude values to meters, it is assumed that the Earth is a sphere, 
not an ellipsoid, and that the errors in the shipments tested (not 
exceeding 10 km) are not large enough to affect the results (Szy-
walski et al, 2018). 

 

Fig. 10. Static 2D characteristics of GPS receiver  
              (10 min of measuring) 

 

Fig. 11. Static 3D characteristics of GPS receiver  
             (10 min of measuring) 

In order to evaluate the navigation system, an error for a sam-
ple of 10 min and 10 s was calculated. The value of 10 min is 
important for long flights. It indicates how far the destination can 
be moved. The deviation was also calculated for 10 s period 
because, in this time, the device passes between the neighbour-
ing points. Detailed analysis of the results showed that the maxi-
mum difference between the measurement (longitude and lati-
tude) in the sample n and n + 1 was not greater than 14 cm, and 
the average was 4 mm. This is important because, although the 
accuracy of the system is several metres, the measurement value 
does not change significantly between the two measurement 
points. The results related to the displacement from the starting 
point P0 = (0,0,0) are given in Table 3. 

The altitude value is characterised by a relatively larger error 
compared to longitude and latitude values. This error can be 
minimised with using an additional barometric height sensor. The 
sensor uses the dependence of the pressure verso the height 
according to the formula (Zhu et al., 2013): 

ℎ =  

𝑇𝑜 ((
𝑝
𝑃0

)
−

𝑅∙𝐿0
𝑔0∙𝑀

− 1)

𝐿0

 
(1) 

where ℎ is the altitude above sea level (in m); 𝑇𝑜  is the standard 

temperature above sea level 288.15 K; 𝐿0  is the constant of 
temperature change, 0.0065 K/m; p is the measured pressure in 
hPa; 𝑃0 is the static pressure 1013.25 hPa; 𝑔0 is the acceleration 
of gravity, 9.80665 m/s2; M is the molar mass of air, 
0.0289644 kg/mol; and R is the gas constant, 8.31432 J/(mol*K) 

 
The barometric height sensor is able to measure several doz-

en centimetres with the assumption that the sensor is not affected 
by any external factors: air turbulence generated by the drive 
units, wind or temperature fluctuations. The sensor must be 
mounted at a suiTab. placed away from the elements that can 
heat up during the work. In the presented construction, it was 
additionally wrapped with a sponge. 

Tab.3. Static measurement results for the Ublox NEO-M8N GPS 

Error type  
Distance 

along latitude 
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Average 
distance from P0 

0.576 0.465 0.87 

Span of the 
measurement 

0.99 1.057 1 

Max distance 
from P0 in R3 

1.435 

The overworked control algorithm takes into account the val-
ues taken from the GPS and from the barometric altitude sensor. 
In addition, in order to increase the accuracy, a radar could be 
used (radar altimeter and electronic altimeter). By means of ap-
propriate fusion algorithms, for example, Kalman, the height can 
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be determined with an accuracy of a few centimetres (Cho et al, 
2011, Cai et al, 2008). An another solution is Inertial Navigation 
System (INS), Vision Navigation System (VNS) or INS/VNS fused 
by a Kalman filter (Huang et al, 2018; Stančić et al, 2010; 
Cechowicz et al, 2017). 

3.4. Open-Source flight controller software 

The control algorithm was made based on an open-source 
flight software. Before starting, it was necessary to properly con-
nect, configure and calibrate the sensors, as well as to select the 
flight mode. At present, it is possible to find many open-source 
programs to control a quadcopter with a STM32 processor. The 
software can be divided according to the function: 

 CleanFlight – is characterised by a stable and easy-to-use 
code. It is updated, on an average, once a quarter. At present, 
it supports STM32 processors – F1, F3, F4 and F7. 

 BetaFlight – experimental software. On an average, new 
features appear once a week. It supports STM32 processors – 
F1, F3, F4 and F7. 

 RaceFlight – created especially for racing drones. To increase 
the operating frequency of the control loop, some unneces-
sary stabilisation functions and GPS module were removed. It 
supports STM32 – F4 and F7 processors. 

 iNav – is a software created for GPS flights and Return to 
Home (RTH) functions. It is used mainly for recording movies 
from the air and GPS-assisted flights. It is supports STM32 – 
F3, F4 and F7 processors. 
Cleanflight, BetaFlight and iNav can be used on multirotor air-

crafts and fixed-wing aircraft. They support a variety of shapes 
and motor counts not limited to quadcopters, hexacopters, octo-
copters, tricopters and planes. The iNav software was selected 
according to the intended use of the device. An advantage is a big 
pressure of the creators on a sTab. and precise flight using the 
navigation systems. 

A useful function of the iNav software is the RTH and Way-
point (WP) algorithm. In the presented solution, the RTH functions 
is used as a safeguard – for example, loss of communication or 
other errors (e.g. from navigation systems). The accuracy of the 
function has been tested and the device actually lands at a maxi-
mum distance of 2.5 m from the starting point. WP functions were 
used to control the device. The STM32F2 driver calculates the 
direction of the flight and sends it to the flight controller in the form 
of point coordinates and speed of reaching it. It is important that 
the target point should be not too near to the actual position of the 
device – in such a case, the system recognise the point as com-
pleted. This is due to the accuracy of GPS. In the presented con-
struction, the version of iNav 2.1.3 and the Firmware for 
MATEK405 2.0.1 were used. 

3.5. Planning and generating trajectories 

Original software was created to operate the drone, allowing 
generating a trajectory, sending it to the device and supervising 
the quadcopter during the flight. The whole system consists of a 
quadcopter, a communication system and a PC-class computer. 
The final trajectory consists of several shapes (line, circle and 
helix; Szywalski, 2017). It was assumed that the user should 
define the characteristic points of each partial shape and define 
the type between the points. It is possible to create a shape and 

then duplicate it. Owing to the inaccuracy of navigation systems, 
each result has an error, so it is impossible for the device to reach 
a certain point directly. Therefore, around each point a region was 
defined – it has a sphere shape characterised by a diameter of 
1.5 m. The diameter parameter can be modified depending on the 
flight accuracy. When the distance between the main points is 
bigger than the declared accuracy, the program will automatically 
calculate intermediate points in such a way that the defined 
shapes are maintained. The idea of the algorithm is to generate a 
virtual tunnel in which the device should move. When the UAV 
reaches the defined zone, it is assumed that the point was 
reached and the device can fly to the next one. 

The arrows in Figure 12 indicate the order of the points (flight 
direction). The flight path is marked in green. The cross section of 
the track is a circle. For this example, 1 m was accepted as the 
distance between the intermediate points. Increasing this parame-
ter reduces the accuracy of the flight. By defining the distance 
(between the intermediate points) and the regions around them, 
the accuracy of the GPS should be taken into account. The soft-
ware allows re-calling predefined shapes, scaling them and sav-
ing. 

 

Fig. 12. Trajectory in the shape of a heart 

3.6. Operator panel 

In order to test the UAV work for different trajectories, the orig-
inal software made in MATLAB was used. The operator panel is 
shown in Figure 13. The software allows generating or importing a 
flight trajectory from an external, previously created file. The 
whole software works in a real time and displays following param-
eters: start position, current position, distance from the starting 
point, number of visible satellites of the GPS system, statistics of 
data transmission, battery voltage, instant current consumption 
and energy consumption, and draws a displacement in three and 
two axes. The 2D drawing has additionally a graph, which shows 
how the device is turned to the north. The data can be saved to an 
external file and replayed. 

The software was also created by taking into account the flight 
safety and to predict the discharge of the battery. To detect early 
errors in the data transmission between the operator and the 
drone, all of the parameters are analysed. In the normal operating 
mode between the operator and the drone, 15 device parameters 
are sent in 56 bytes. The system evaluates the correctness of the 
parameter based on predefined rules (Table 3). When the param-
eter is incorrect, dm is 1. Then the sum of the incorrect parame-
ters is counted and multiplied by their predicted length in bytes. 
Missing data packet (all n parameters) in 100 ms time increases 
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the t_err counter. As a result, the system calculates the error of 
false or missing bytes in relation to the predicted bytes in data 
transmission according to the following formula: 

𝑒𝑟𝑟

=  
∑ (∑ (𝑑𝑚𝑗 ∙ 𝑑𝑝𝑗)𝑛

𝑗=1 ) + (𝑡_𝑒𝑟𝑟 ∙ 𝑑𝑝_𝑠𝑖𝑧𝑒)𝑛𝑑
𝑖=1

𝑛𝑑 ∙ 𝑑𝑝_𝑠𝑖𝑧𝑒 ∙ 0.01
  (2) 

nd is the number of demanded packets, n is the number of sent 
parameters (in our case 15), dm is the data message (1 repre-
sents error and 0 is correct parameter), dpj is the number of bytes 
of j-th parameter, dp_size is the data packet size (normally 56 
byte) and t_err is the counter for missing data packages. 

The resulting ratio is expressed as a percentage of how much 
data has been lost. For a value above 20%, the device returns 
autonomously to the starting point. In the tests, the parameter was 
below 3%, which is within the limits of acceptance. 

In Table 4, a list of all parameters that are sent from the de-
vice to the operator is presented. For each parameter, its number 
of bytes and boundary conditions were defined. If either condition 
is not met, the system sends a message consisting of zeros and 
(on the last byte) 'e', for example, '00000e' for a parameter of 6 
bytes. Thus, the system knows that the parameter was read incor-
rectly or changed when sending to the operator. To minimise the 
data package, parameters GPS_LON and GPS_LAT are reduced 
from 9 to 6 bytes. The system has the first 3 bytes permanently 
assigned (they have a constant value). The result is the reduction 
of the zone (to 7.1 km × 11.1 km) in which the device can move. 
In the M1-M4 parameters, additional messages were pro-
grammed: 

 0–50: the messages inform about the motor arming, 

 50–950: motor speed, 

 950– 999: motor error messages. 

 

Fig. 13. Operator panel 

 

Fig. 14. Flight along a circle with a diameter of 14 m(flight speed:  
             75 cm/s; wind speed: 4 m/s): the average path error is 0.4 m  
             and the maximum path error is 0.96 m 

 

Fig. 15. Flight along a circle with a diameter of 20 m (flight speed:  
            150 cm/s; wind speed: 4 m/s): the average path error is 0.28 m  
            and the maximum path error is 1.13 m 
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Fig. 16. Flight along a rectangle with a side length of 10 m (flight speed:  
             75 cm/s; wind speed: 4 m/s): the average path error is 0.3 m  
             and the maximum path error is 1.29 m 

 
Fig. 17. Flight along a heart trajectory (flight speed: 150 cm/s; wind  
             speed: 4 m/s): the average path error is 0.38 m  
             and the maximum path error is 1.36 m 

The energy consumption is calculated, as well. On the basis 
of these tests, it is possible to predict the discharge of the battery. 
There are many publications devoted to this issue. One of the 
most effective solutions includes neural network (Souza et al, 
2016). The graphs on the left of Figure 13 show (from above): 
energy consumption in mAh, battery voltage and instant current 
consumption. The energy consumed is expressed in mAh, which 
allows direct comparison of the value to the nominal capacity of 
the battery. The second graph shows the voltage on the battery. If 
the voltage drops below 10.8 V (3.6 V on one cell), the back-
ground will change to yellow, and if it drops below 9.6 V (3.2 V on 
one cell), background will change to red indicating battery dis-
charge and immediate landing. The green background of the 
graph indicates the correct battery voltage. The bottom chart 
shows the instantaneous current consumption. On its basis, the 
power consumption of the device can be calculated (in the pre-
sented case, it is 106.145 W – the device was in the overhang). 
During the programming process, the device consumes about 
0.7 W, and when the battery and ECS drivers are connected, it 
consumes 3.4 W. 

In the centre of Figure 13, a graph with the UAV displacement 
in three axes is shown. It should be noted that the charts have 
been drawn relative to the local coordinate system where the point 

(0, 0, 0) is the place where the engines are armed – the device is 
starting. On the right side, three graphs are present – the data 
from the GPS receiver. The top plot shows the current speed of 
the device – in our case, it is 100 cm/s. The value is characterised 
by an error, which is due to the low priority of the control algo-
rithm. An accurate speed measurement can be performed based 
on the visual and inertial information without GPS. In this method, 
no map and no artificial landmark of the environment are required 
– only the off-the-shelf onboard sensors in a multicopter including 
a low-cost inertial measurement unit (IMU), a downward-looking 
monocular camera and an ultrasonic range finder facing down-
wards are needed to constitute the vision motion constraint (Deng 
et al, 2018). The middle graph shows the device displacement in 
2D. The current position of the device is shown by the graphics of 
a four-engine drone. The front of the device is marked in red. This 
graphic rotates according to the actual rotation of the device. The 
last graph shows the altitude parameter. 

Table 4. List of device parameters and their length in bytes 

 Parameter 
Number 
of bytes 

Rules causing an error 

1 GPS_LON 6 

Size > 6 ||  

GPS_LON > 180000000 || 
GPS_LON < 178000000 

2 GPS_LAT 6 

Size > 6 ||  

GPS_LAT > 505000000 || 
GPS_LAT < 503000000 

3 GPS_ALT 3 
Size > 3 || GPS_ALT > 999 || 

GPS_ALT < 120 

4 GPS_numSat 2 
Size > 2 || GPS_numSat > 20 || 

GPS_numSat < 0 

5 angx 4 
Size > 4 || angx > 180 ||  

angx < -180 

6 angy 4 
Size > 4 || angy > 180 ||  

angy < -180 

7 heading 4 
Size > 4 || heading <= 0 || 

 heading >= 360 

8 vbat 3 
Size > 3 || vbat > 200 ||  

heading < 0 

9 mAhDrawn 4 
Size > 4 || mAhDrawn > 2000 || 

mAhDrawn < 0 

10 amperage 4 
Size > 4 || amperage > 9999 || 

amperage < 0 

11 GPS_speed 4 
Size > 4 || GPS_speed > 9999 || 

GPS_speed < 0 

12 M1 3 Size > 3 || M1 > 999 || M1 < 0 

13 M2 3 Size > 3 || M2 > 999 || M2 < 0 

14 M3 3 Size > 3 || M3 > 999 || M3 < 0 

15 M4 3 Size > 3 || M4 > 999 || M4 < 0 

4. SUMMARY 

The autonomous flight tests were made for different trajectory 
shapes. Owing to clarity, the demanded and measured trajecto-
ries were shown in 2D plane (Figs. 14–17). The differences be-
tween them do not exceed the GPS error, which confirms the 
correctness of the UAV construction and control algorithms. The 
movies, showing the completed operator panel during the work for 
tested trajectories are available on YouTube under links given in 
References 32 (circle with 14-m diameter), 33 (circle with 20-m 
diameter), 34 (rectangle) and 35 (heart trajectory). 
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The developed device can flight up to 16 min in the autono-
mous mode. The structure of the system is scalable. The test 
shows that the UAV works sTab. and flights in autonomous mode 
with or without the operator panel. In addition, the RTH and WP 
algorithms work correctly. 

The average path error (deviation between demanded and re-
al flight path) during the flight did not exceed 0.4 m, whereas the 
maximum path error was below 1.4 m. It was found that increas-
ing the number of intermediate points reduces the error value. 
Considering the flight using GPS, the obtained error values are 
satisfactory. The use of more accurate navigation systems (e.g. 
local), which will be tested in further work, should reduce these 
errors. 

The mechanical elements made using 3D print technology 
met the expectations. The housing withstood the tests and pro-
tected the electronic part of the device. All assumptions were 
achieved. 

The system was made for further studies related to the optimi-
sation of the flight. The presented UAV will be used in testing of 
swarms algorithms. 
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Abstract: The paper describes the experiment of assessing the chosen geometric characteristics of test models with simple geometry, 
shaped by the FDM (fused deposition modelling) method of different materials. The influence of the material grade and the degree of infill 
density on the shrinkage affecting their dimensional deviations and selected surface topography parameters of printed parts was examined 
and compared. Three different types of materials were used to fabricate the test models, namely HDGLASS and NANOCARBON, two new 
fibre reinforced composites available in the market and, additionally ABS, a popular monoplastic material. An infill density ratio of 10, 50 
and 90% was assumed for each material. Three specimens were made on the same printer for each infill density, which allowed to assess 
the repeatability of the analysed characteristics. From among many possible shapes of models, a cube was chosen as representing the 
simplest geometry, facilitating the measurements themselves and the interpretation of the results. New fibre-reinforced materials are more 
attractive in industrial applications than pure plastics (ABS) due to their mechanical properties or appearance. They are characterized by a 
relatively low melting point and short cooling time, after which they can return to their original geometry; however, there is a lack of detailed 
data on the geometric accuracy of parts made of used composite materials. The presented work was to explanatorily broaden the 
knowledge about the properties of composite made parts. The practical purpose of the research was that on the basis of measurements, it 
would be possible to indicate among the materials used that particular material whose properties and method of application would allow 
obtaining the best quality surface and would be the most resistant to thermal loads. An attempt was also made to explain the possible 
causes of the differences in the observed characteristics of the tested materials.  

Keywords: FDM, thermoplastic filament materials, geometrical accuracy

1. INTRODUCTION  

Additive manufacturing (AM) is a popular alternative to sub-
tractive manufacturing and formative manufacturing methodology. 
Products shaped by this technology, also called as 3D printing, 
are made from 3D model data, usually by adding layer upon layer 
(ISO/ASTM 52900:2015). Frequently chosen method is the Fused 
Deposition Modelling (FDM) method suitable for thermoplastic 
materials. Its advantages include a wide choice of materials, good 
strength properties of the parts built, as well as a simple process 
model that affects the simple construction and thus low cost of 
FDM machines. Products shaped by AM technology are more and 
more often used as end-use parts or functional elements ready for 
assembly. Appropriate surface quality (Adamczak, 2008) and 
form-dimensional accuracy (PN-EN ISO 286-1: 2011) become 
very important and allow to eliminate the costs of finishing opera-
tions.  

With the exception of universal requirements for the proper 
functioning, durability and reliability of the product, the desirable 
product properties, regardless of the technology, are mainly due 
to its intended use.  

The quality of the product is therefore conditioned by the 
characteristics related to the individual desired properties, so 
quality level is formed by three main factors: (1) product design; 
(2) material; (3) parameters and conditions of the manufacturing 
process (Bähr and Westkamper, 2018).  

1.1. Project phase  

For both end-use parts and parts that are elements of assem-
blies, a set of characteristics consisting of the specification estab-
lished in the design phase is important. These are geometrical 
features, surface topography, concerning topological aspects of 
surfaces and the structure of the surface layer. These three attrib-
utes of the correct part geometry have been extensively studied 
for parts manufactured in conventional subtractive processes, 
based mainly on machining. Material removal process has a 
strong influence on the topological and structural changes to 
machined surfaces. Irregularities and deformations of the ma-
chined surface occur due to the existence of cutting forces and 
friction of the cutting tool while machining.  

Topography and surface texture is considered the most im-
portant geometric feature among the geometric quantities and 
parameters describing the surface structure after shaping 
(Petropoulos et al., 2010). As numerous works have found, the 
condition of surface could directly affect the functional features of 
the product. In Hashimoto et al. (2016), the influence of surface 
characteristics after four types of fine-finishing on functional char-
acteristics, including tribological parameters and stress, was 
examined. The relationship between the state of the surface and 
wear resistance, sealing properties and corrosion resistance 
of parts and fatigue was concluded in Zabala et al. (2018).  

With the appearance of new technologies like AM, there was  
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a necessity to verify these dependences.  
The geometry of the parts fabricated in 3D printing processes, 

as opposed to machining, is created additively by adding material. 
In the FDM method, the surface condition with a characteristic 
texture is also formed by various phenomena accompanying the 
cooling process, affecting the properties, structure and thermal 
stress of the material.  

Until recently, in industrial practice, surface texture was treat-
ed as an indicator of process variability (e.g., due to tool wear or 
machine vibration). In case of a stable process, Ra – the basic 2D 
parameter – characterizing the roughness and surface texture 
quite well. In practice, most surface roughness tests are still 
based on profile measurements and 2D parameters, which have 
been well recognized. As discussed by Guillemot et al. (2014), 2D 
parameters are an important indicators of product and process 
quality, but insufficient, for example, for complex surface texture 
or its anisotropy. Meanwhile, in the case of FDM method, the 
surfaces exhibit a clear anisotropic, nonuniform texture; therefore, 
the way of measurement should be chosen to fully characterize 
and describe them (Triantaphyllou et al., 2015).  

Modern surface metrology is increasingly referring to spatial 
measurements (Guillemot et al., 2014; Mathiaa et al., 2011; Singh 
and Vatsalya, 2015) and topographic characteristics as surface 
descriptors, which represent the state of the entire surface, not 
just its cross-section.  

The knowledge of relationships between 2D/3D parameters 
versus functional parameters of parts produced by finishing ma-
chining allows predicting and obtaining the products with improved 
functional properties (Grzesik, 2016). According to the author, the 
knowledge of topography can be employed for typical or uncon-
ventional processes to optimize the process settings or tools.  

To summarize, in modern research, in the assessment of the 
quality of AM surfaces, three directions can be distinguished: 

 determining the relationships between surface quality and 
desired surface function; 

 selection and measurements of a representative characteristic 
or set of surface characteristics; 

 optimization of process settings to establish the best surface 
quality.  
Relatively little studies have been found in subject literature 

considering nothing except the issue of dimensional and form 
accuracy. These include the work by Spoerk et al. (2019), where 
the properties of (PP) semi-crystalline polypropylene composites 
processed by SLS method were analysed. A simplified stress 
deformation model has been developed for the purpose of warp 
analysis (Wang et al., 2007). In other studies, only certain geo-
metrical features were inspected as one of the others quality 
indicators  of FDM fabricated parts (Alsoufi and Elsayed, 2018; 
Nuñez et al., 2015; Tomiċ et al., 2017; Umaras and Tsuzuki, 
2017).  

1.2. Material and its composition  

Material is an important factor affecting the quality of a product 
fabricated by AM technology. Building material (a filament) is used 
nowadays, instead of classical materials from the group of metals 
or ceramics, as a construction material, whose geometric (type 
and diameter of filament) and technological properties (high 
strength, combined with low density) depend on the geometrical 
and mechanical properties of the product. It is not easy to choose 
the best material to meet the construction and strength require-

ments in a given application, and at the same time, take this 
important aspect of product suitability into account.  

Thermoplastic filament materials commercially available in the 
consumer market are fabricated commonly from acrylonitrile 
butadiene styrene (ABS), polypropylene (PP), polycarbonate 
(PC), polylactic (PLA), polyether (PEI), and others (Ligon et al., 
2017). Traditional mono-plastics are now more and more often 
replaced with composites and nanocomposites. They are formed 
on the basis of a polymer matrix with the addition of inorganic 
fillers in order to improve their mechanical, optical, electrical and 
thermal properties. These can be glass fibres, carbon fibres, 
calcium carbonate, talc and many more. In recent years, progress 
at AM is mainly associated with the development of new materials 
that will enable 3D printing of parts with better mechanical perfor-
mance and quality (Roberson et al., 2015).  

The latest research trends towards developing techniques for 
the production of new fibre reinforced polymer composites (rang-
ing from nanoscale discontinuous to continuous fibres) are de-
scribed in (Duo Dong Goh et al., 2019). Recent achievements and 
technologies in this field are presented, as well as a list of materi-
als with their advantages and disadvantages. Other current work 
in this field (Hofstätter et al., 2019) discusses the problems of 
composite production, the effect of fibre length, their orientation, 
the share of additives in polymer matrix on the composite proper-
ties and requirements for its processing. This publication also 
provides an overview of the materials currently available in fibre 
reinforced materials technology. The final desired properties of a 
composite depend on not only the properties of its components, 
but also many factors associated with its fabrication, which is why 
the development of an appropriate technology becomes an im-
portant problem that is analysed in many works. Mohan et al. 
(2017) makes an extensive review on the fabrication methods of 
specimens using various composite materials and optimization of 
their processing parameters in the FDM method to improve vari-
ous mechanical properties and other desirable properties of 3D 
printed parts.  

Carbon fibres are the common polymer additives. The im-
portance of carbon fibres to additive manufacturing owes to such 
advantages as low weight, high tensile strength and low thermal 
expansion (Al-Hariri et al., 2016). Techniques for reinforcing pol-
ymers are presented in the paper, among others by using two 
separate printheads, the first of which dispenses the polymer, 
such as nylon or PLA, while the second the carbon fibres.  

Blok et al. (2018) investigates the impact of carbon fibre archi-
tecture in composites on mechanical properties (tensile strength 
and stiffness) and so-called processability (including melt viscosi-
ty, temperature, thermal conductivity, and others).  

As a result of the research (Kaczyński et al., 2014), the wear 
mechanism of thermoplastic composites reinforced with unidirec-
tional carbon fibres was found to increase strength and wear 
resistance. The authors state the possibility of using the height of 
fibres reinforcing the polyamide matrix and their angle of orienta-
tion to predict the wear resistance. The authors (Prusinowski and 
Kaczyński, 2017) are investigating the possibility of achieving the 
desired properties through the use of an appropriate extrusion 
head design in the FDM method by orienting reinforcing carbon 
fibres of the appropriate length. Another work (Roberson et al., 
2015) demonstrates the production of composite materials for AM 
based on FDM technology, aimed at obtaining the properties 
expected in given electromagnetic and electromechanical applica-
tions. It is also possible as authors state to reduce disadvanta-
geous features such as anisotropy of mechanical properties, as 
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well as consideration of an important aspect of surface finishing.  
Research is also ongoing regarding the usage of glass fibres 

in polymer matrix (Duo Dong Goh et al., 2019). Experiments 
involving a composite based on Nylon 6 with various admixtures 
of glass fibres, described in the study by Kumar and Pan-
neerselvam (2016), reveal a significant increase in abrasion re-
sistance as the fibres’ content in the composite increased. Along 
with the glass fibres’ share, the wear indicator decreases and is 
the lowest at 30% glass fibres. The addition of glass fibres also 
reduces plastic deformation, and its dispersion in the matrix im-
proves tensile strength and hardness.  

1.3. Material extrusion process  

The final quality of the 3D printed object is also affected by the 
speed of extrusion, bed and printing head temperature, nozzle 
diameter, ambient temperature, and slicer parameters (algorithm 
forming layers of the model), such as wall thickness, type of filling 
and so on (Calcagnile et al., 2018; Mohan et al., 2017; Umaras 
and Tsuzuki, 2017). Taking into account such a large number of 
factors influencing the process, the preparation of test artefacts is 
a common practice (Knoop et al., 2018; Liua et al., 2019; Spoerk 
et al., 2019), on the basis of which, it is possible to carry out tests 
and determine the effect of processing condition on the quality of 
the products.  

An important aspect of producing high quality products is the 
cost of obtaining it (Dudek and Zagórski, 2017). A way to reduce 
the costs of producing FDM products is to shorten processing time 
and minimalize material waste by applying the appropriate density 
of laid layers, known as the degree of infill density. This parameter 
is characterized by the amount of material inside the volume of 
the 3D printed model, so when completely filled with solid materi-
al, it occupies 100% of the volume; for empty (not filled with mate-
rial), it is 0% (Loncierz and Kajzer, 2016).  

The dynamic progress observed in the production of compo-
site materials is often ahead of research, thanks to which one can 
comprehensively learn about the geometrical properties of an 
object affecting its functionality or appearance. Rapid changes in 
the composition, the innovations of polymer blends mean that with 
the development of new filament products, it is necessary to re-
examine the manufactured part characteristics, hence predicting 
the accuracy – as some experts consider – is still an open issue. 
This problem particularly applies to commercial versions of mate-
rials, that is, filaments. There is a need to continuously broaden 
the knowledge on commercially available versions of composite 
materials (Hofstätter et al., 2019) and conducting research.  

The aim of the published work was to experimentally investi-
gate the geometrical properties of FDM manufactured parts. This 
paper describes the experiment of assessing the accuracy of test 
models with simple geometry made of three different commercial 
filaments. The choice of material should be made before design-
ing the object, taking into account the desired properties of the 
object. Therefore, the influence that the material or the degree of 
infill density has on the chosen surface texture parameters of the 
specimen surface as well as on the shrinkage was investigated 
and compared.  

2. EXPERIMENT 

Three different materials were chosen for the study, which are 
currently of great interest to manufacturers of 3D printed products. 

The first is a widely used traditional ABS polymer material, that is, 
acrylonitrile butadiene styrene, a completely amorphous material 
(http://www.rp-tech.pl; Nuñez et al., 2015; Żuchowska, 2000). 
Products made of this material are characterized by good me-
chanical properties and a wide range of temperatures of use. It is 
willingly chosen by manufacturers due to its ease of processing 
and relatively low price.  

The next two are new composites: HDGLASS and 
NANOCARBON.  

NANOCARBON is a polyamide (mainly PA12) with filling of 
carbon fibres. It is a partially crystalline composite material, char-
acterized by excellent mechanical properties and very high chem-
ical resistance thanks to the addition of fibres 
(www.markforged.com).  

The third material, HDGLASS, is a new glass-like filament, 
made from an unique blend of PETG (polyethylene terephthalate), 
a material that is rapidly growing in popularity. Polymer matrix 
belongs to the group of polyesters that have a tendency to form  
a crystalline phase (www.formfutura.com). It is particularly inter-
esting because detailed information based on scientific research 
carried out is not found about the properties of this material yet. 
The composite is characterized by 90% light transmission, high 
hardness and strength, as well as high resistance to high temper-
atures. The part ‘HD’ in the filament name means ‘Heavy Duty’. Its 
additional advantage is the fact that it is suitable for contact with 
food (FDA certificate).  

2.1. Material properties  

Selected thermoplastic filament materials are characterized by 
different melting temperature and different thermal stability  
(Tab. 1), which can affect the state of the material after polymeri-
zation due to temperature reduction (cooling process).  

Tab. 1. 3D printing filaments – Manufacturer's specification  

Material type ABS NANOCARBON HDGLASS 

Colour 
Brilliance 

black 
Matte black White 

Filament Diameter 
[mm] 

0.2 0.2 1.75 

Melting Temperature 
(the temperature of 
the extruder) [oC] 

220 ÷ 290 
(240 ÷ 270) 

245 ÷ 265 
215 ÷ 225  

(PETG: 265) 

Coefficient of Linear 
Thermal Expansion 
[m/m x °K] 

7.38 x 10-5 

No data  

(PA12: 12 ÷ 14 
x 10-5) 

No data  

(PETG: 8 ÷ 10 
x 10-5) 

Density [g/cm3] 1.03 ÷ 1.05 1.02 ÷1.24 
1.270  

(PETG:1.4) 

Young’s Modulus E 
[MPa] 

1900 ÷ 2600 2700 ÷ 7600 2147.6 

Tensile Strength Rm 
[MPa] 

34 ÷ 51 41 ÷ 165 No data 

The Temperature of 
Product Use [°C] 

-40 ÷ 85 -30 ÷ 80 No data 

2.2. 3D printer  

The test specimens were made on the PRUSA ORIGINAL i3 
machine, with working range 250x210x200 mm (Fig. 1a). It is one 
of the most popular printer models.  

http://www.rp-tech.pl/images/ulotki/PC_ABS_07_A4_PL.pdf
http://www.markforged.comm/
http://www.formfutura.com/
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Fig. 1. Specimens manufacturing a) FDM machine; b) Printed model;  

c) Test specimens with different filament materials  

According to users, this model combines good price with good 
print quality. The printer is equipped with a magnetic bed with the 
possibility of automatic levelling of the heating bed. The printer’s 
advantages include a wide range of materials that can be used at 
work, from the most popular, such as ABS, to fibre reinforced 
composites.  

2.3. Tested specimens  

The specimens had the shape of a cube (Fig. 1b; Fig. 1c) with 
dimensions of 20x20x20 mm. The shape and dimensions of the 
tested specimens are important in determining mechanical proper-
ties while strength tests (Dikshit et al., 2017). Among many mod-
els, a cube was chosen as representing the simplest geometry, 
shortening time and facilitating the measurement and interpreta-
tion of results regarding geometric accuracy. For each material 
tested, three specimens were manufactured with a cross-fill rate 
(infill density) of 10%, 50% and 90%, which means that the mate-
rial inside the cube, which forms the grid, occupies 10%, 50% or 
90% of the internal volume. The 3D model was developed in 
Autodesk Inventor 2019 and then a G-Code was generated with 
Simplify 3D to control the printer. Tested specimens were printed 
at different extruder temperatures, bed temperatures and feed 
rates. The parameter values recommended by the machine manu-
facturer for the given material were used to ensure the correct-
ness of process flow and good results. The levels of main process 
parameters are shown in Table 2.  

Tab. 2. Factors settings of process 3D printing 

Material 
Nozzle temper-

ature [°C] 
Bed tempera-

ture [°C] 
Printing speed 

[mm/s] 

ABS 250 100 80 

NANOCARBON 240 50 70 

HDGLASS 210 90 65 

 
The material consumption of each produced specimen was 

determined on the basis of weighing by AXIS electronic analytical 
balance. The device has a measuring range of 200 g and resolu-
tion 0.001 g. Table 3 below shows the average weight of three 
samples of each material. 

Specimens were fabricated within two days at a constant am-

bient temperature, using a filament from a single roll. They were 
then naturally cooled to room temperature of 25 ± 1°C. 

Tab. 3. The specimens mass  

Filament 
material/infill 
density 

The average specimen mass 

10-3[kg] 

10% 50% 90% 

ABS 3.744 5.842 7.714 

NANOCARBON 3.467 5.308 6.905 

HDGLASS 4.826 7.254 9.449 

All specimens were made with the same nozzle diameter. The 
thickness of the printing layer was set to 0.2 mm and was a con-
stant for all specimens.  

3. MEASUREMENTS 

3.1. Measuring instrumentation stand  

After the specimens were fabricated, the surface quality as-
sessment was carried out on the basis of the chosen roughness 
parameters and areal surface parameters as well. Surface meas-
urements were carried out using two methods: linear profiling (PN-
EN ISO 4287: 2010; PN-EN ISO 4288: 1997) and spatial topogra-
phy (ISO 25178-6:2011; Wieczorowski, 2013).  

 
Fig. 2. Texture direction on: a) The top face of the cube; b) The side face 

of the cube  

Figure 2 shows a microscopic representation of the structure 
of the upper face (a) and side face (b). The surface maps show 
typical traces of the specimen surfaces by positioning the strips of 
an extruded filament of a certain diameter and ovality. When 
applying one layer, a contour was created first and then the interi-
or strips for each subsequent layer were rotated at 90 degrees 
from the previous arrangement. For the n-layer, the slope angle 
about the X-axis is –45°, and for the n+1-layer, the same angle is 
+45°. This arrangement of extruded filament strips shaped a 
surface with anisotropy texture character. This fact was taken into 
account in determining the cross-section of the analysed surfaces.  

3.1. Profile roughness measurements (ISO 4285)  

For roughness measurements using the profile method, 
FORMTRACER SV–C450 (Mitutoyo), a surface rough-
ness/contour measuring system was used, equipped with a con-
tact stylus (Fig. 3a). It has a measuring range of 800/800/8 um, 
straightness (0.5+0.001L) um, resolution 0.01/0.001/0.0001 um. 
Measurements were carried out on the upper surface, perpendicu-
lar to the direction of the extruded material path (‘machining trac-
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es’), and on each side of the cube perpendicular to the direction of 
the layers. Three measurements of roughness were taken on 
each surface except bottom face as it adheres to the base ma-
chine plate. During the profile assessment, the amplitude parame-
ters were determined.  

 
 Fig. 3. Roughness measurement a) FORMTRACER SV–C450; b) Pro-

files of surface texture for three materials  

Among others, Ra – an arithmetic mean deviation of the pro-
file, Rq – mean square deviation of the profile, Rz – the highest 

height of the profile (Fig. 3b). The values of these parameters 
were then averaged. As a measure of the dispersion of the results 
obtained, the range, the difference between the largest and small-
est values in the sample was considered.  

3.2. Surface roughness measurements (ISO 25178)  

Measurements of areal parameters were carried out using  
a contact instrument for measuring and analysing surface topog-
raphy TOPO 01P IZTW, equipped with a rotational scanning table 
with 50x25 mm scanned area (Fig. 4a). The 3D parameters con-
sidered for analysis were following: Sa – an arithmetical mean 

height, Sq – root mean square height, Sz – maximum height of 

scale-limited surface.  

 
Fig. 4. Topography measurement a) Topo 01P profilometer, probe meas-

urements range 250 um (S250 probe); b) Charts of surface texture 
of top faces; c) side faces  

The measurements were performed on each surface except 
bottom side, as before. The obtained results – the graphs of sur-
face topography – were analysed for top faces (Fig. 4b) and for 
side faces (Fig. 4c).  

3.3. Geometric accuracy representation measurements  

The dimensions and shape of the specimens had deformed 
due to shrinkage. There was a change in volume, created during 
cooling of polymeric materials and crystallization for semi-
crystalline materials (Kwiatkowski and Kwiatkowska, 2012; 
Zawistowski, 2008).  

The geometric–dimensional analysis was based on the meas-
urements of specimen length as the distance between the central 
points of side walls in the X (1) and Y (2) directions and in the  
Z direction (3) – the direction of application of layers as the dis-
tance between the upper and bottom surface of the specimen. 
Mitutoyo 0.1/150 mm, MPe = 0.02 mm, the electronic calliper was 
used for measurements. The accuracy measure were deviations 
of the dimensions observed from the dimensions of the pro-
grammed model. The results of the measurements were averaged 
for each test case and the range in the observed values was 
taken as a measure of dispersion.  

4. RESULTS  

The experimental scenario excluded a comparative analysis of 
the results obtained, because the specimens were not formed in 
equivalent processes. For each series of three specimens, the 
optimal, but slightly different, set of process parameters for the 
specified material was applied. Furthermore, different measuring 
instruments were used to measure the specimens and the surface 
texture parameters were determined by their (different) software. 
Therefore, the obtained data do not meet the conditions of re-
peatability necessary for traditional analysis.  

The analysis, therefore, focused on the comparison of the de-
gree to which materials react to the phenomena of surface texture 
formation and the phenomenon of shrinkage, a fundamental 
issue, for example, in plastics processing.  

In the publication, one restrained to presenting only two but 

commonly used parameters, that is, Ra and Sa.  

Parameter Ra – arithmetical mean deviation of the assessed 
profile – is an arithmetic mean of the absolute ordinate values z(x) 
within a sampling length l (1).  

𝑅𝑎 =
1

𝑙
∫ |𝑧(𝑥)|𝑑𝑥

𝑙

0
 . (1) 

For the characterisation of surface texture, the areal parame-

ter Sa was used (2), that is, an arithmetic mean of the absolute of 
the height within a definition area (A).  

𝑆𝑎 =
1

𝐴
∬ |𝑧(𝑥, 𝑦)|𝑑𝑥𝑑𝑦.

𝐴
  (2) 

Unlike in other processes using thermoplastic materials, for 
example, during injection moulding, it was not possible to deter-
mine the processing shrinkage as a share of the product volume 
in the volume of the injection mould used to make it. In this paper, 
deviations δ from the dimension imposed by the design were 
analysed and linear (longitudinal) shrinkage was calculated ac-
cording to Formula (3).  

𝑆𝑙 =
𝑙𝑜−𝑙

𝑙𝑜
=

𝛿

𝑙𝑜
  (3) 

where: Sl – the value of the deviation in the selected direction 

(x, y, z), lo–length of the model in the selected direction, l – ob-
served dimension.  
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4.1. Roughness of surface texture 

The differences in roughness are illustrated by the graphs of 

the Ra parameter (1), for the side faces (Fig. 5a) and upper faces 
of the specimens (Fig. 6a).  

The graphs show that the roughness and topography of the 
side faces (Fig. 5a) for a specific material are stable for different 
degrees of infill density and the values of the surface texture 
parameters are slightly differentiated. The highest values have 
been noticed for NANOCARBON composite and the lowest values 
for HDGLASS.  

a) 

 
b) 

 
Fig. 5. Roughness parameters versus infill density (%) for side faces:  

a) Ra [um]; b) Sa [um]  

A similar relation can be observed when analysing the upper 
surface on which the layers have been laid. The NANOCARBON 
surface turned out to be the least smooth, while for the remaining 
two materials (ABS and HDGLASS), the measured surface irregu-
larities were smaller. This is probably due to the presence of 
carbon fibres in the NANOCARBON material, which produce a 
roughness effect felt by the fingers. 

a)

 
b)

 

Fig. 6. Roughness parameters versus infill density (%) for top faces  
a) Ra [um]; b) Sa [um]  

The view of intensity images captured by Marsurf CM Expert 
focus microscope show the difference between surface structures 
of the two composites (Fig. 7). There was a large difference be-
tween the surface texture parameters of the side faces and the 
upper face, which was much less uneven. The biggest difference 
was observed for HDGLASS composite. 

However, additionally, an interesting observation was the dif-
ferent effect of the infill density on the roughness of the materials. 

HDGLASS material was characterized by similar Ra values, re-
gardless of the infill density, and the ABS material turned out to be 
the most sensitive to the infill density (increasing the level of infill 
density from 10% to 90% reduces the Ra parameter about 1.6 
times).  

The topography of the surface was also evaluated on the ba-
sis of amplitude areal parameter (2), for the side faces (Fig. 5b) 
and upper faces of the specimens (Fig. 6b). The values in relation 
to the profile parameters were generally higher, which could be a 
consequence of the enlargement of the area (surface areas) for 



DOI 10.2478/ama-2020-0009              acta mechanica et automatica, vol.14 no.1 (2020) 

65 

which they were determined, that is, the fact that the measure-
ment of the profile did not take into account any irregularities 
situated outside the chosen cross-section.  

However, the ratio of the values of surface parameters to pro-
file parameters was different for the three materials. For 
NANOCARBON material, the surface parameters were about 19% 
higher than the profile parameters; for other materials, the differ-
ences were smaller (for ABS did not exceed 15%, for HDGLASS 
was less than 10%). 

a)  

 

b) 

 

Fig. 7. Intensity image of: a) NANOCARBON; b) HDGLASS 

The graph in Figure 8 illustrates an important argument prov-
ing the validity of multi-parametric evaluation by extending the set 
of profile parameters by 3D parameters of surfaces shaped in the 
FDM technology.  

 
Fig. 8. Summary analysis results of profile and surface roughness  

 measurements for the three types of filament material  

The observation of the curves shows that in all the studied 
materials, the profile evaluation results in a larger dispersion of 
parameters, while the spatial parameters have a smaller disper-
sion. The dispersion characterizes in fact the actual variation of 
irregularities of the surfaces due to factors such as unstable val-
ues of process parameters. The smallest change in process pa-
rameters may lead to a change in product properties, but noticea-
bly higher values of profile parameters range in relation to spatial 
parameters spread may be the result of the method of measure-
ment and imprecise determination of the direction of measure-
ment of the texture having clear anisotropy features.  

4.2. Dimensional deviations by thermal affects  

The measured dimensional deviations are shown in the dia-
grams in Fig. 9 and Fig. 10.  

a) 

 
b)  

 
c) 

 
 

Fig. 9. Effect of type of filament material on thermal deviations δ [mm] 
    for: a) X axis; b) Y axis; c) Z axis  

As the dimensions of the 3D model are the same for all spec-
imens, they represent the same tendency as linear shrinkage (3). 

The dimensional deviations of the side surfaces for composite 
materials are evenly distributed in X, Y and Z directions (all three 
axes of the printer) for all density levels. The situation is different 
with ABS material. In accordance with the tendency for processing 
shrinkage reported by Nuñez (2015), the specimens made of this 
material were characterized by negative dimensional deviations 
on the lateral surfaces and at the same time, there was seen a 
visible dependence of shrinkage on the infill density. At 90% level 
(in case of almost full model), the dimensional accuracy deter-
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mined by a negative deviation from the model dimension is the 
worst. For the highest density of the upper surface, the linear 
contraction was almost 0.73%.   

a) 

 
b) 

 
c) 

 

Fig. 10. Effect of infill density on thermal deviations δ [mm] for: a) ABS;  
    b) NANOCARBON; c) HDGLASS  

The diagrams in Figure 9 show how deviations for individual 
materials were distributed in directions. The anisotropy of ABS 
plastic deviations in relation to the tested directions (machine 
axes) was distinguished.  

The analysis of dimensional deviations also shows a special 
effect of 50% infill density in case of ABS deviations. This degree 
of infill density results in the greatest change in the size and sur-
face texture parameters. For composite materials, the changes 
of geometric form were found to have more anisotropic character.  

5. DISCUSSION 

It should be noted that the research was concerned with two 
groups of materials: amorphous thermoplastic and composites 
based on semi-crystalline material matrix. Investigating the mate-
rial properties but in another process, that is, injection moulding 
process (Kwiatkowski and Kwiatkowska, 2012; Zawistowski, 
2008), the authors drew that thermoplastics, partly crystalline 
(1÷5%), have higher shrinkage values, while amorphous thermo-
plastics (0.3 ÷ 1%) have smaller ones, which could be explained 
by the arrangement of macromolecules of the structure, denser 
than for amorphous plastics. 

However, the studies presented in this publication prove that 
the addition of fibres to the polymeric matrix changes this relation 
and improves some geometric properties of the product, as was  
a case with HDGLASS. The improvement consists in the reduc-
tion of shrinkage, more even distribution of shrinkage values, as 
well as surface texture parameters in relation to the infill density 
and direction, additionally in the case of composites with the 
addition of glass fibres, and also in the reduction of surface irregu-
larities.  

The mechanism of improving the properties of composites is 
complex and difficult to explain without an analysis of physical and 
thermal phenomena accompanying the thermoplastic materials 
processing. It is determined by various factors, physicochemical 
and viscoelastic properties. The influence of inter-phase interac-
tions between polymer chains and fibres (Barczewski et al., 2012; 
Gołębiowski, 2004) and the formation of new chemical bonds is 
also considered.  

The processes of additive fused deposition for amorphous and 
semi-crystalline plastics are not homogeneous. Application of ABS 
layers requires a plastic state: viscous. Depending on the viscosi-
ty, the material is integrated along the extruder paths. Within the 
active layer applied, macromolecules may still partially move. As a 
result, the shaped surface does not reproduce the filament stripe 
contours because they are blurred. The resulting irregularities – in 
accordance with the course of the process – will depend on its 
parameters: among other things, the feed rate (pathway adhesion 
surface) and temperature reduction rate.  

The process of applying layers has a different effect on the 
phenomenon of shrinkage.  

ABS material remains amorphous in the solid state also after 
exceeding the glass transition temperature, Tg (Żuchowska, 
2000). From the moment Tg is exceeded until the product reaches 
the ambient temperature, the product undergoes thermal shrink-
age as a solid object. This process takes place layer by layer. The 
highest, near-surface layers may still be in the glass transition 
state, which is characterized by elasticity (characteristic for amor-
phous polymers), while the lower layers may already be solidified; 
therefore, in the cross section of the product, there are inner 
stresses that may simultaneously lead to contour deformations of 
the product such as buckling.  

In the polymer matrix of composites, when the Tk crystallisa-
tion temperature is exceeded, solidification occurs by ordering the 
molecules and forming crystallites. These semi-crystallisation 
materials are characterized by the lack of elastic phase, but be-
tween Tk temperature and melting temperature, cold crystalliza-
tion can occur.  

The examined properties of HDGLASS composite can be then 
attributed to the conditions of the cooling process. The addition of 
glass fibres to the main polymer matrix groups hinders the free 
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movement of macromolecules, affect nucleation and growth of 
primary crystalline structures and then promotes the formation of 
a fully developed crystalline structure with the same cooling rate 
as in homogeneous plastics.  

6. CONCLUSIONS 

The obtained results can have a cognitive and utilitarian char-
acter. The practical aim of the research was to determine the 
material on the basis of test specimens’ measurements, whose 
properties and application method allow to obtain products of the 
best quality.  

 It was found that the quality of products shaped by FDM tech-
nology depends on the type of filament used for building as on 
the infill density.  

 On the process completion, all the printed specimens reduce 
their volume during cooling, but not equally. The smallest line-
ar shrinkage was found in NANOCARBON specimens, the 
largest in ABS. The best results were obtained for HDGLASS 
with an infill density of 90%.  

 The description of surface texture with areal parameters gives 
higher estimates of spatial features. The highest diversity of 
analysed roughness as well as areal parameters was ob-
served for NANOCARBON.  

 The heterogeneous structure of surfaces shaped with the 
FDM method requires multiparametric evaluation, which was 
achieved by using two methods of analysing the surface irreg-
ularities that together characterize the tested specimens.  

 Modification of thermoplastic filament materials by adding 
fibres may improve not only their mechanical but also geomet-
rical properties of the fabricated parts. The composites studied 
were characterized by higher resistance to thermal phenome-
na and smoother surface than ABS monoplastic.  

 Further exploring the processability of composites are planned 
among others by employing thermal analysis.  

 Our exploratory research, thanks to the initial recognition of 
the problem, will allow us to determine the best research pro-
ject on evaluate of geometric quality of parts fabricated from 
HDGLASS and NANOCARBON composites. 
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