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Abstract: The unique properties of magnetic fluids result from their ability to undergo reversible, almost immediate, changes  
in their rheological properties under the influence of magnetic fields as well as the possibility to position them by magnetic field forces. 
It is also possible to control the direction and flow rate of such fluids. These properties provide an efficient way to develop new types  
of controllable machines and devices, such as brakes, clutches and bearings. The objective of the study was to examine the axial force 
and torque friction of a magnetorheological (MR) fluid working in the shear flow mode (parallel plate system) subjected to different  
magnetic induction ramp profiles. The rotation speed and working gap height were also taken into account. Determining the response  
of the tested system to magnetic induction change in different working conditions was of particular interest. 
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1. INTRODUCTION 

Magnetorheological (MR) fluids are smart materials with con-
trollable rheological characteristics that may be modified by exter-
nal magnetic fields. These materials are suspensions of particles 
made of ferromagnetic material immersed in a carrier fluid that 
does not exhibit magnetic properties. MR fluids consist of particles 
with a size of up to a few micrometres, unlike ferrofluids (FFs) that 
are produced based on the particles with a diameter of several 
nanometres (Raj et al., 1995; Rosenweig, 1985; Vekas, 2008). 
The magnetic particles are usually covered with a surface-active 
compound in order to prevent the aggregation and sedimentation 
of the suspension. The properties of the fluid may be different 
because of the changes in the microstructure of the suspension 
occurring in the magnetic field (Odenbach et al., 2007). In the 
macroscopic scale, the magnetic field affects the stress state in a 
fluid in both the tangential (Lopez-Lopez et al., 2010; Odenbach et 
al., 2007; See and Tanner, 2003) and normal directions (Guo and 
Gong, 2012; Horak et al., 2017a, b). The range of change in 
rheological properties is a function of several factors, in particular, 
volume fraction of the magnetic particles in the fluid, magnetic 
properties of the particle material, surfactant type, carrier fluid 
type, particle size and shape. The behavior of MR fluids also 
depends on deformation conditions such as deformation rate 
(Horak et al., 2017b), flow direction [pressure (Kubik et al., 2017), 
shear (Guo and Goong, 2012; Jang et al., 2011; See and Tanner, 
2003) or squeeze flow mode (Hegger and Maas, 2016)] and 
magnetic field distribution. 

MR fluids are used in various technical applications, such as 
vibration dampers (Ajay Kumar et al., 2016; Bajkowski, 2012; 
Jasrzębski and Sapiński, 2017), brakes and clutches (Guldbake 
and Hesselbach, 2006), valves (Lopez-Lopez et al., 2010), bear-
ings (Horak et al., 2017b) and precision polishing (Wang et al., 
2016).  

The parallel plate system used in the tests occurs in both 
measuring devices, for example, in the case of testing the rheo-
logical properties of magnetic fluids, as well as controllable devic-
es, such as brakes or thrust bearings (Laun et al., 2008).  

In the case of rheological tests, flow curves or the viscous and 
elastic modulus are determined under the influence of the mag-
netic field. But in contrast to this type of research, this publication 
describes the laboratory tests of the axial force and torque friction 
generated by selected MR fluids in this system. Different rotational 
speed and gap heights are considered. The phenomena occurring 
inside the MR fluid structure during the magnetic induction change 
are complicated and depend on many parameters (Chen et al., 
2013). The purpose of the work was to describe the transient 
states of the particle structure change in the fluid observed during 
measurements in the case of increasing and decreasing ramp 
profile of magnetic field induction. The test results show the prob-
lems of using this type of fluid in controllable systems. 

2. EXPERIMENTAL SETUP 

The research experiments were performed on a test stand for 
the examination of magnetic fluids in shear and squeeze flow 
modes, described in detail in Horak et al. (2017c). The scheme 
of the device is presented in Figure 1a. On the support frame, 
there is an axial drive consisting of a linear servo motor (1) on 
which a rotary servo motor (2) is mounted. 

An essential part of the measurement system is the torque 
and axial force transducer (3) on which the measuring plate 
is mounted. The examined sample is placed in the test cell (4). 
The scheme of the test cell is shown in Figure 1b. The magnetic 
fluid (6) is placed in the measuring gap formed between the flat 
rotary plate (5) and the core of the electromagnet (8). The value 
of magnetic induction is controlled by the current in the coil of the 
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electromagnet (9). A magnetic circuit is closed by the lower and 
upper parts of the test cell (7). Some elements (7 and 8) are made 
of ferromagnetic material. The rotary plate is made of a material 
with paramagnetic properties. The diameter of electromagnet core 
is dr = 45 mm, and that of rotary plate is 60 mm. The height of 
magnetic gap is z = 9 mm. The height of the measuring gap h is 
adjustable by a linear servomotor with an accuracy of ±1 µm. 

  
(a) (b) 

  
(c) (d) 

Fig. 1. (a) General view of the test stand, (b) scheme of the test stand, 
(c) scheme of the test cell and (d) distribution of the magnetic in-
duction in the gap 

Figure 1c shows the magnetic induction distribution in the 
measuring gap (measurement between Points A and B; see Fig. 
1b). The magnetic induction is not a constant value on the plate 
diameter. On the edge of the core there is a local increase in the 
value. This provides the self-sealing effect [10] and the magnetic 
fluid is held in the region of the measuring gap. In turn, in the 
electromagnet core axis region, there are local decreases in the 
magnetic induction because of the opening present in the upper 
part of the test cell.  

The tests were carried out for three measuring gap heights h 
= 0.25, 0.5 and 1 mm; the volume of the MR fluids was, respec-
tively, v = 0.4, 0.8 and 1.6 ml. Each measurement was performed 
at the rotational speeds of n = 0, 1, 10, 50 and 100 min−1. The 
trapezoidal current curve in the electromagnet coil was within the 
range I = 0–4 A, which corresponded to the magnetic induction B 
= 0–540 mT. The coil current curve can be divided into three 
stages: increase during 115 s, next stabilisation for 70 s and then 
decrease for the next 115 s. The slope of current change is 
0.34 A/min. The current change and the corresponding magnetic 
field induction are shown in Figure 1d. Magnetic induction meas-
urement was performed in the middle of the measuring plate 
diameter. In the electromagnet core and in the lower and upper 
parts of the test cell, there are orifices through which the coolant 
fluid flows. This provides temperature stabilisation of the cell. The 
tests were carried out under thermal stabilisation conditions at 
20°C. 

The examined fluid was hydrocarbon-based MR fluid (type: 
MRF-122EG) produced by LORD Corporation. It is known from 
the product card that the magnetic particle volume fraction is 

estimated as 22%, and the viscosity at 40°C in the absence of the 
magnetic field is 42 mPa·s. The saturation magnetisation is 
360 kA/m. The fluid choice resulted from the relatively small parti-
cle volume fraction and the high saturation magnetisation. This 
fluid also has a wide range of applications, such as shock damp-
ers and brakes. 

Magnetic circuit elements have ferromagnetic properties and 
are characterised by residual magnetisation that is present when 
an external magnetic field is removed. Therefore, before every 
measurement, a demagnetising procedure was carried out. De-
magnetisation was accomplished by supplying the electromagnet 
coil with a sinus function decaying in time (see Horak et al., 
2017c). This ensured the repeatability conditions under which the 
research was conducted. 

3. RESULTS AND DISCUSION 

Figure 2 shows the results of axial force and torque meas-
urement obtained at various rotational speeds and gap heights. 
For all cases, the axial force value (Fig. 2 a–c) observed in time 
differs significantly from the shape of the magnetic induction ramp. 
The smallest force values are achieved for the gap h = 0.25 mm 
and when the plate is not rotating. 

Moreover, in the case of non-rotating plates, for different gaps, 
high force maintains for some time as a relatively constant value 
despite lowering magnetic induction. A similar phenomenon has 
been observed in Salwiński and Horak (2011). This behavior 
indicates that the normal force in MR fluids is the result not only of 
the magnetostatic pressure (Rosenweig, 1985), but even after 
magnetic field decay, the force can be maintained (in the absence 
of other extortions). This may be associated with the formation 
of lattice structures of ferromagnetic particles in the MR fluid, 
and especially the interaction of friction forces between particles 
(Hegger and Mass, 2016; Li and Zang, 2008). It can be seen that, 
during the first stage of the experiment, the axial force response is 
delayed compared to the current changes, with this phenomenon 
particularly visible in the absence of rotational speed.   

Over in the time interval (0–25 s), the force for a certain time 
has a local upward trend, which temporarily undergoes a down-
ward or stabilising trend and, for the case shown in Figure 2a, the 
force for some time even takes a negative value (about −4 N). 
This is probably due to the fact that, for some time, the particles in 
the MR fluid move towards the region of the highest magnetic 
induction (see Fig. 1c). 

In an upward trend, the axial force curves for all speeds are 
similar, whereas the results obtained for the downward magnetic 
induction ramp show that, for all cases at higher rotational speeds, 
the axial force has lower values. This is probably associated with 
faster structure destruction inside the magnetic fluid, see also 
Gong et al. (2012), Guo and Gong (2012) Lopez-Lopez et al. 
(2010) and See and Tanner (2003). However, as the presented 
test results show, the influence of rotational speed on the normal 
force also depends on the ramp direction of magnetic field 
change. 

During the second experiment stage (constant current), after 
a certain time, the force stops growing, and in the case of the 
speeds of 0, 1 and 10 min−1, a constant value of the force, or even 
an increase, is observed. At 50 and 100 min−1, in most cases, the 
force begins to decrease over time or some fluctuations are ob-
served. Assuming the influence of the internal structure of MR 
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fluid on the value of the axial force, such results indicate that there 
is a limit rotational speed below which shearing does not decrease 
or even improve the ability of MR fluid to generate normal force.  
The state of magnetic particle chain formation can be considered 
through an analysis of the interplay between magnetic and hydro-
dynamic interactions, typically expressed using the Mason num-
ber (Klingenberg et al., 2007). The presence of sufficiently small 

Mason number values (at low rotational speed) encourages the 
formation of internal MR fluid structures (Shan et al., 2015). 
In addition, the shear deformation of MR fluid changes the contact 
conditions among the particles, thus changing the frictional forces 
(Hegger and Maas, 2016; Li and Zhang, 2008), with such 
a hypothesis additionally confirming the obtained results.  

   
(a) (b) (c) 

   
(d) (e) (f) 

Fig. 2. Axial force measurement: (a) h = 0.25 mm, (b) h = 0.5 mm and (c) h = 1 mm. Torque measurement: (d) h = 0.25 mm, (e) h = 0.5 mm  
 and (f) h = 1 mm  

In Figure 3, the axial force slopes during the time of current 
force increasing and decreasing trends were shown. On the basis 
of the results, it can be concluded that the higher gap and the 
presence of rotational speed accelerates and facilitates the for-
mation of axial force to a certain extent. 

Figure 2d–f shows torque changes over measuring time. The 
curves, compared to the force response, are more similar in the 
shape of the applied current change (Fig. 1d). An asymmetry 
in value is also noticeable when comparing increasing and de-
creasing trends, which may be related to the magnetic hysteresis 
of the measuring cell elements. In the stage of constant current, 
the torque does not stabilise and, in most cases, a slight decrease 
in torque can be observed. 

  
(a) (b) 

Fig. 3. Axial force slope: (a) current upward trend and (b) current 
downward trend 

In the case of torque measurement, no significant differences 
are observed in the case of slope value between the upward and 

downward trends (see Fig. 4). Generally, higher slopes are ob-
served for higher measuring gap heights. In the analysed case, 
there is no noticeable trend determining the impact of rotational 
speed on this parameter. 

  
(a) (b) 

Fig. 4. Torque slope: (a) current upward trend and (b) current downward 
trend 

  
(a) (b) 

Fig. 5. Contour plots of mean: (a) axial force and (b) torque 
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Figure 5 shows contour plots illustrating the influence of the 
gap height and rotational speed on the axial force and torque. The 
charts were developed based on the average value measured 
during the constant current stage, and the graphs are the result of 
measured data interpolation. 

 
(a) 

  
(b) (f) 

  
(c) (g) 

  
(d) (h) 

  
(e) (i) 

Fig. 6.  Axial force versus magnetic induction hysteresis loops: (a) n = 0, 
(b) n = 1, (c) n = 10, (d) n = 50 and (e) n = 100 min−1 and torqueversus 
magnetic induction hysteresis loops: (f) n = 1, (g) n = 10, (h) n = 50, (i) n 
= 100 min−1 

As can be seen in Figure 5a, specified rotational speed and 
gap height values favour obtaining the highest axial force. 
Relatively small and excessively large gap height lowers the axial 
force. In the case of torque, higher values are observed for higher 
rotational speeds as well. Increasing the height of the working gap 

leads to higher values of torque (Fig. 5b). In the general case, an 
increase in torque (shear stress) according to the Bingham model 
as a result of increased share rate is expected (Horak et al., 
2017b). As can be seen, the obtained results also show the 
significant influence of the MR fluid volume (layer height). The 
shear rate for higher rotational speed (100 min−1) and the 
narrowest gap (0.25 mm) are 4 times higher in relation to the 
same rotational speed and the widest measuring gap (1 mm), but 
the measured torque is 2.6 times lower for a narrower gap. 

  

(a) (b) 
Fig. 7.  Hysteresis loop area for (a) axial force and (b) torque 

Figure 6 shows measured parameters versus magnetic 
induction as hysteresis loops. For the axial force when the 
measuring plate is non-rotating (Fig. 6a), h = 0.25 mm, the force 
reaches its maximum value at a relatively low magnetic field 
induction (about 0.15 T), however, the obtained force values are 
the lowest. Rotational speed (Fig. 6b–e) improves the ability to 
generate axial force, moreover, as shown in Figure 7a; for these 
measurements, the results have been obtained with a smaller 
hysteresis loop area, which may indicate an improvement in 
controlling the axial force in the presence of rotation. 

In the case of torque curves (Fig. 6f–i), hysteresis loops are 
smaller (even several times) than those in the case of axial force 
(compare Fig. 7a to 7b). This observation is consistent with other 
experimental work (Szczęch and Horak, 2017). 

4. CONCLUSIONS 

An important aspect of MR fluid application in controllable ma-
chines and devices, such as brakes, clutches and bearings, is the 
ability to change the value of the force and the torque as a result 
of the magnetic induction variation. The main conclusions from the 
conducted studies can be formulated as follows: 

 The axial force and torque value are significantly dependent 
on the height of the working gap and the rotational speed. 

 Narrow as well as relatively wide gaps adversely affect the 
fluid ability to generate a normal force. This dependence is 
particularly noticeable at low rotational speeds. 

 Owing to the ability of the MR fluid to generate the highest 
axial force, it is advantageous to subject the MR fluid to a 
correspondingly high deformation rate. Excessively high 
deformation causes a reduction in the axial force. 

 The rotational speed may adversely affect the stability in the 
time of the axial force at certain magnetic field parameters 
(see Fig. 2a–c). 

 Under the same rotational speeds, higher values of torque are 
observed for higher measuring gap heights. 
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 The response of the MR fluid in the form of a change in axial 
force and friction torque has a distinctly different course. A 
more complex issue is definitely the control of the axial force 
than the torque. 

 

REFERENCES 

1. Ajay Kumar H. N., Shilpashree D. J., Adarsh M. S., Amith D., 
Kulkarni S. (2016), Development of Smart Squeeze Film Dampers 
for Small Rotors, Procedia Engineering, 144, 790-800,  

2. Bajkowski J.M. (2012), Design, analysis and performance 
evaluation of the linear, magnetorheological damper, Acta 
Mechanica et Automatica, 6(1), 5-9. 

3. Chen S., Huang J., Shu H., Sun T., Jian K., (2013) Analysis and 
Testing of Chain Characteristics and Rheological Properties for 
Magnetorheological Fluid, Advances in Materials Science and 
Engineering, 2013, 1-6. 

4. Gong X., Guo, Ch., Xuan Sh., Liu T., Zong L., Peng Ch. (2012), 
Oscillatory normal forces of magnetorheological fluids, Soft 
Matter, 8(19), 5256-5261,  

5. Guldbakke J. M., Hesselbach J. (2006), Development of bearings 
and a damper based on magnetically controllable fluids, Journal of 
Physics, 18, 2959. 

6. Guo Ch.Y., Gong X.L. (2012,) Normal forces of 
magnetorheological fluids under oscillatory shear, Journal of 
Magnetism and Magnetic Materials, 324(6), 1218-1224. 

7. Hegger C. and Maas J. (2016) Investigation of the squeeze 
strengthening effect in shear mode, J. Intell. Mater. Syst. Struct., 
27 1895–907. 

8. Horak W., Salwiński J., Szczęch M. (2017a), Analysis of the 
influence of selected factors on the capacity of thrust sliding 
bearings lubricated with magnetic fluids, Tribologia, 48(4), 33–38. 

9. Horak W., Salwiński J., Szczęch M. (2017b), Experimental Study 
on Normal Force in MR Fluids Under Low and High Shear Rates, 
Machine Dynamics Research, 41(1), 89-100. 

10. Horak W., Salwiński J., Szczęch M. (2017c), Test stand for the 
examination of magnetic fluids in shear and squeeze flow mode, 
Tribologia, 48(2), 67–75. 

11. Jang K.I., Min B.K., Seok J. (2011), A behavior model of a 
magnetorheological fluid in direct shear mode, Journal of 
Magnetism and Magnetic Materials, 323(10), 1324-1329. 

12. Jastrzębski Ł., Sapiński B. (2017), Experimental Investigation of 
an Automotive Magnetorheological Shock Absorber, Acta 
Mechanica et Automatica, 11(4), 253-259. 

13. Klingenberg D.J., Ulicny J.C., Golden M.A. (2007), Mason 
numbers for magnetorheology, Journal of Rheology, 51(5),  
883–893;  

14. Kubík M., Macháček O., Strecker Z., Roupec J., Mazůrek I. 
(2017), Design and testing of magnetorheological valve with fast 
force response time and great dynamic force range, Smart Material 
and Structure, 26 047002. 

15. Laun H. M., Schmidt G., Gabriel C., Kieburg C., (2008) Reliable 
plate–plate MRF magnetorheometry based on validated radial 
magnetic flux density profile simulations, Rheologica Acta, 47(9), 
1049-1059. 

16. Li W., Zhang X. (2008), The effect of friction on 
magnetorheological fluids, Korea-Aust. Rheol. J., 20, 45–50. 

17. López-López M.T., Kuzhir P., Dura ́n J.D.G, Bossis G. (2010), 
Normal stresses in a shear flow of magnetorheological 
suspensions: Viscoelastic versus Maxwell stresses, Journal of 
Rheology, 5(5), 1119-1136 

18. Odenbach S., Pop L.M., Zubarev A.Yu. (2007), Rheological 
properties of magnetic fluids and their microstructural background, 
GAMM-Mitt, 1, 195-204. 

19. Raj K., Moskowitz B., Casciari R. (1995), Advances in ferrofluid 
technology, Journal of Magnetism and Magnetic Materials, 149, 
174-180. 

20. Rosensweig R.E. (1985), Ferrohydrodynamics, Cambridge 
University Press, Cambridge. 

21. Salwiński J., Horak W. (2011), Measurement of normal force in 
magnetorheological and ferrofluid lubricated bearings, Key 
Engineering Materials, 490, 25-32. 

22. See H., Tanner R. (2003), Shear rate dependence of the normal 
force of a magnetorheological suspension, Rheologica Acta,  
42(1-2),166-170. 

23. Shan L., Chen K., Zhou M., Zhang X., Meng Y., Tian Y. (2015), 
Shear history effect of magnetorheological fluids, Smart Materials 
and Structures, 24(10), 105030. 

24. Szczęch M., Horak W. (2017), Numerical simulation and 
experimental validation of the critical pressure value in 
ferromagnetic fluid seals, IEEE Transactions on Magnetics, 53(7), 
1–5. 

25. Vekas L. (2008), Ferrofluids and Magnetorheological Fluids, 
Advances in Science and Technology, 54, 127-136. 

26. Wang Y., Yin S., Huang H., (2016) Polishing characteristics and 
mechanism in magnetorheological planarization using a permanent 
magnetic yoke with translational movement, Precis. Eng., 43,  
93–104. 

This work is financed by AGH University of Science and Technology, 
Faculty of Mechanical Engineering and Robotics, research program  
No. 16.16.130.942 

 

 

 



Paweł Dzienis, Romuald Mosdorf, Tomasz Wyszkowski, Gabriela Rafałko                                                                                                                   DOI 10.2478/ama-2019-0021 
Non-Linear Analysis of Air Pressure Fluctuations During Bubble Departure Synchronisation 

158 

NON-LINEAR ANALYSIS OF AIR PRESSURE FLUCTUATIONS  
DURING BUBBLE DEPARTURE SYNCHRONISATION 

Paweł DZIENIS*, Romuald MOSDORF*, Tomasz WYSZKOWSKI, Gabriela RAFAŁKO* 

*Faculty of Mechanical Engineering, Bialystok University of Technology, Wiejska 45C, 15-351 Białystok, Poland 

p.dzienis@pb.edu.pl, r.mosdorf@pb.edu.pl, wyszkowski.tomasz@gmail.com, girejkogabriela@gmail.com 

received 27 May 2019, revised 6 September 2019, accepted 10 September 2019 

Abstract: In the recent paper, non-linear methods of data analysis were used to study bubble departure synchronisation.  
In the experiment, bubbles were generated in engine oils from two neighbouring brass nozzles (with an inner diameter of 1 mm). During 
the experiment, the time series of air pressure oscillations in the air supply system and voltage changes on phototransistor were recorded. 
The analysis of bubble departure synchronisation was performed using a correlation coefficient. The following methods of non-linear data 
analysis are considered. Fast Fourier Transformation, autocorrelation, attractor reconstruction, correlation dimension, largest Lyapunov 
exponent and recurrence plot analysis were used to examine the correlation between bubbles behaviour and character of pressure  
fluctuations. Non-linear analysis of bubble departure synchronisation revealed that the way of bubble departures from two neighbouring 
nozzles does not depend simply on the character of pressure fluctuations in the nozzle air supply systems. The chaotic changes  
of the air pressure oscillations do not always determine the chaotic bubble departures. 

Key words: Bubble Departures, Alternative Bubble Departures, Nonlinear Methods of Data Analysis 

1. INTRODUCTION 

The bubbles–bubbles and bubbles–liquid interactions occur in 
many technological applications such as hydrocarbon industries, 
chemical processes, bubble column reactors or boiling heat 
transfer. Understanding the interactions between moving gas 
bubbles in oils would be useful in optimising the devices for 
degassing or transporting oils (Lavensona et al., 2016). 

The interactions between bubbles generated in water and 
silicone oils from two adjacent orifices were discussed in the 
articles by Sanada et al. (2009), Legendere et al. (2003) and 
Snabre and Magnifotcham (1997). It was concluded that 
interactions between bubbles can cause two kinds of bubble 
behaviours – bubble coalescence and bubble bouncing. The kinds 
of bubble behaviours depend on Reynold, Morton and Webber 
numbers concerning bubbles. In the case when bubbles do not 
coalesce, then the alternative, chaotic or simultaneous bubble 
departures from neighbouring nozzles occur. The bubbles 
generated in the water and an aqueous glycerine solution from 
two neighbouring microtubes were analysed and described in the 
article by Kazakis et al. (2008). It was shown that bubbles–
bubbles interactions depend on liquid properties, gas flow rate 
and distance between the tubes. Alternative bubble departures 
were investigated by Mosdorf and Wyszkowski (2011, 2013). The 
mentioned works confirm that bubbles departed from 
neighbouring nozzles interact with each other. Interactions 
between bubbles cause the moving bubbles to form unique 
structures above nozzle outlets. During alternative bubble 
departures, bubbles depart periodically. Such interactions modify 
the hydrodynamic condition above the nozzle outlets. 
Consequently, they modify the air pressure oscillations in air 

supply systems (Fermat et al., 1998; Vazques et al., 2010; Dzienis 
and Mosdorf, 2014). The synchronisation of bubble departures 
from neighbouring nozzles related to air pressure changes is not 
fully understood. 

Vezques et al. (2010), Dzienis and Mosdorf (2014) and 
Mosdorf et al. (2017) suggested that bubbles behaviour over the 
nozzle’s outlet is correlated with air pressure fluctuations. Usually, 
both bubbles behaviour and pressure fluctuations have a chaotic 
character. In the recent article, pressure signals recorded in two 
nozzles (with an inner diameter of 1 mm) of the gas supply system 
are investigated using methods of non-linear data analysis. The 
following methods of non-linear data analysis were used: Fast 
Fourier Transformation, autocorrelation, attractor reconstruction, 
correlation dimension, largest Lyapunov exponent and recurrence 
plot (RP) analysis. The analysis was conducted for an almost 
periodic bubble departure processes. The process was almost 
periodic but not completely correlated with the air pressure 
changes in the air supply system. The changes in time of 
alternative and simultaneous bubble departures were observed. In 
this article, the correlation between bubbles behaviour and 
pressure fluctuations character is examined. The recent article 
shows that the character of bubble departures from two 
neighbouring nozzles does not depend simply on the pressure 
fluctuations in the nozzle air supply systems. The chaotic changes 
in the air pressure oscillations do not always determine the 
chaotic bubble departures. 

2. EXPERIMENTAL SETUP AND DATA CHARACTERISTICS  

In the experiment, bubbles were generated from two 
neighbouring brass nozzles to the glass tank with the dimensions 
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of 400×400×700 mm. The tank (Fig. 1 – 2) was filled with mineral 
engine oil. Nozzles with an inner diameter of 1.1 mm (Fig. 1 – 1) 
were placed at the bottom of a tank. The distance (S) between 
nozzles was equal to 4 mm. The scheme of the experimental 
setup is shown in Fig. 1. 

The air was supplied to air tanks using air pumps (Fig. 1 – 9). 
The air pressure was set using the proportional pressure reducing 
valves – Metalwork Regtronic (Fig. 1 – 7). The adjustable 
pressure range of pressure reducing valve was 0.05–10 bar. The 
accuracy of the pressure reducing valve was 0.5%. During the 
experiment, the air pressure was equal to 0.2 bar. The air volume 
flow rate was measured using flow meters – MEDSON s.c Sho-
Rate-Europe Rev D, P10412A (Fig. 1 – 4) with an accuracy of 5%. 
The air volume flow rate was in the range of 0.014 L/min to 0.125 
L/min. During the experiment, the temperature of the liquid was 
approximately 20°C. The temperature of the liquid was controlled 
by the digital thermometer – MAXIM DS18B20. 

 
Fig. 1. Schema of experimental setup. 1 – nozzles, 2 –glass tank,  

3 – pressure sensors, 4 – flow meters, 5 – air valves, 6 – air 
tanks, 7 – pressure regulators, 8 – air tank, 9 – air pomp, 10 – 
high speed camera, 11 – shutter, 12 – data acquisition station,  

13 – light source, 14 – laser, 15 – phototransistor 

In the experiment, bubble movement, time series of voltage 
changes on phototransistor and pressure changes in the gas 
supply system were recorded. Bubble movement was recorded 
using a high-speed camera – CASIO EX FX 1 (Fig. 1 – 10). 
Videos were recorded in grey scale with a speed of 600 fps. The 
gathered films were divided into frames. The example video 
frames are shown in Fig. 2. 

In Fig. 2, two subsequent frames of bubble chain formation 
are presented for air volume flow rates of 0.0260 L/min and 
0.0657 L/min. The time period between frames marked with I and 
II in Fig. 2 is equal to 0.039 s. When the air volume flow rate is 
q = 0.0260 L/min, then two bubbles coalesce above nozzle outlets 
(Fig. 2). When the air volume flow rate is 0.0657 L/min, then four 

bubbles coalesce above the nozzle outlet. The different number of 
coalesced bubbles causes a decrease in the distance between 
subsequent bubbles. Despite the fact that the frequency of bubble 
departures is the highest in the case presented in Fig. 2b, the 
bubble distance is greater in comparison with the mentioned 
distance in Fig. 2a.  

Air pressure fluctuations were measured with the silicon 
pressure sensor – Frescale Semiconductor MPX12DP (Fig. 1 – 
3). Time series of pressure changes were recorded using data 
acquisition station DT9800 (Fig. 1 – 12) with a sampling frequency 
of 1 kHz. The time series for particular air volume flow rates (q) 
are presented in Fig. 3. 

 
Fig. 2. The example frames of recorded videos. (a) Air volume flow rate 

q = 0.0260 L/min (alternative bubble departures happen – frame I) 
and (b) air volume flow rate q = 0.0657 L/min (simultaneous  
bubble departures happen – frame II) 

Pressure oscillations in gas supply systems for air volume flow 
rate q = 0.0260 L/min are presented in Fig. 3a (left nozzle) and 
Fig. 3b (right nozzle). In the time series of pressure changes in 
both nozzles, the following phenomena appear: pressure 
fluctuations caused by bubble departures and long-term pressure 
oscillations. The long-term pressure oscillations decrease in the 
left nozzle as the expenditure increases the air volume flow rate 
(Fig. 3). In this case, the bubbles departed in an almost periodic 
way. In the right nozzle, long-term pressure oscillations occurred 
despite the increase of air volume flow rate (Fig. 3d). In this case, 
the bubbles departed in a non-periodic way. The occurrence of 
long-term pressure oscillations and the different characters of 
bubble departures lead the authors of this article to use non-linear 
methods of data analysis to study the interactions between 
departed and growing bubbles. 

Moreover, during the experiment, the bubble growing time 
was measured using a laser–phototransistor system. The laser 
beam was placed approximately 1 mm above the nozzle outlets. 
The process of bubble growing caused the interruption of the laser 
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beam. The voltage on the phototransistor for the bubble growth 
was equal to ~0.2 V. After the bubble departure, the laser beam 
was not interrupted. At this moment, the value of the voltage was 
equal to ~4.8 V. Time series of voltage changes on 
phototransistor were recorded simultaneously with a time series of 
pressure fluctuations. 

 
Fig. 3. The time series of pressure changes in gas supply system 

 in the left and right nozzles: (a) q = 0.0260 L/min, left nozzle;  
(b) q = 0.0260 L/min, right nozzle; (c) q = 0.0657 L/min,  
left nozzle and (d) q = 0.0657 L/min, right nozzle 

In order to determine the duration of the simultaneous and 
alternative bubble departures, the correlation coefficient (Cor) was 
calculated in the moving window of time which is equal to a single 
cycle of bubble departures (~0.14 s for 85 samples, Fig. 3a and b; 
~0.12 s for 71 samples, Fig. 3c and d). Cor was calculated 
according to the following formula: 

𝐶𝑜𝑟 =
𝐶𝑜𝑣(𝑥𝑖,𝐿,𝑥𝑖,𝑅)

𝜎𝑥,𝐿,𝜎𝑥,𝑅
  (1) 

where: cov is the covariance, σ is the standard deviation of signal, 
xi,L denotes the time series of pressure fluctuations in left nozzle 
and xi,R is the time series of pressure fluctuations in the right 
nozzle. 

When Cor tends to 1 or −1, then time series xi,L and xi,R are 
correlated. When Cor is close to 0, then the time series xi,L and xi,R 
are not correlated. When value Cor is close to 1, then bubbles 
depart (from twin nozzle) at the same time. When the value of Cor 
is negative, then bubbles depart alternatively. The changes of Cor 
for pressure fluctuations time series are presented in Fig. 4. 

The correlation coefficient was calculated for a time series 
of pressure fluctuations (dotted lines – Fig. 4) and time series from 
phototransistor (solid line – Fig. 4). The correlation coefficient 
evaluated from phototransistor signals is helpful to determine the 
time period of alternative or simultaneous bubble departures.  

In the case presented in Fig. 3a (q = 0.0260 L/min), alternative 
bubble departures occur during five subsequent cycles of bubble 

departures and are interrupted by two acts of simultaneous bubble 
departures. In Fig. 3b, the occurrence period of alternative bubble 
departures is equal to 10 cycles. The reappearance of alternative 
bubble departures takes place after three cycles of simultaneous 
bubble departures. It can be concluded that the increase of air 
volume flow rate causes an elongation of the alternative bubble 
departure occurrence period. 

 

Fig. 4. The correlation coefficient, Cor, changes for pressure fluctuations 

(dotted lines) and phototransistor signals (solid lines): 
 (a) q = 0.0260 L/min and (b) q = 0.0657 L/min 

During the alternative bubble departures (presented in 
Fig. 3b), intense, chaotic fluctuations of the air pressure 
correlation coefficient were observed. During the alternative 
bubble departures (presented in Fig. 3a), the value of the 
correlation coefficient increased continuously and its oscillations 
were weaker in comparison with the case presented in Fig. 3b. 

3. NON-LINEAR ANALYSIS OF PRESSURE FLUCTUATIONS 

The following methods of non-linear data analysis are used in 
this study: 

 the frequency analysis – Fast Fourier Transformation, 

 autocorrelation, 

 attractor reconstruction, 

 calculation of correlation dimension and largest 
Lyapunov exponent, and 

 RP analysis. 

3.1 The frequency analysis 

The frequency of bubble departures is constant during 
periodic bubble departures; but when bubbles depart chaotically, 
then the frequency of bubble departures is variable. The 
observation proves that analysis of bubble departures’ frequency 
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is complicated. Therefore, to estimate the frequency of bubble 
departures, the Fourier Transformation was introduced. The 
Fourier Transformation evaluates the time-domain data in the 
frequency domain, which is treated as bubble departures’ 
frequency. The Fourier Transformation has the following form 
(Torrence and Compo, 1998): 

𝐹𝑘 = ∑ 𝑥𝑛𝑒
−𝑗

2𝜋

𝑛
𝑘𝑙

𝑛−1

𝑛=0
            (2) 

The power spectrum is defined as P=|Fk|2. Power spectrums 
for time series of pressure changes in gas supply systems are 
shown in Fig. 5. 

 
Fig. 5. Fourier power spectrums for time series of pressure changes  

in gas supply systems for left and right nozzles:  
(a) q = 0.0260 L/min, left nozzle; (b) q = 0.0260 L/min,  
right nozzle; (c) q = 0.0657 L/min, left nozzle  
and (d) q = 0.0657 L/min, right nozzle 

In Fig. 5, the power spectrums for pressure changes in the 
right and left nozzles were calculated separately. In Fig. 5a and c, 
the dominant frequency of pressure fluctuations indicates the 

bubble departure frequency (13.59 Hz – Fig. 5a; 16.14 Hz – Fig. 
5c). Fig 5b and d illustrates that the dominant frequency of 
pressure fluctuations are connected with the long-term pressure 
fluctuations (connected with the disappearance of alternative 
bubble departures). The frequencies of the bubble departures are 
evaluated using the ‘second dominant frequency’ (12.62 Hz – Fig. 
5b; 15.95 Hz – Fig. 5d). 

An increase in air volume flow rate diminishes the differences 
between frequencies of bubble departures from the left and right 
nozzle in comparison with the case presented in Fig. 5a and b. 

3.2 Attractor reconstructions 

The attractor reconstruction was carried out using the 
stroboscope coordination (Schuster, 1993). This method 
calculates subsequent coordinates of attractor points based on 
the samples between which the distance is equal to time delay. 
The time delay influences the attractor shape. In the recent article, 
the time delay was estimated using a method based on the 
analysis of autocorrelation function (Ca). The time delay (τ) was 
calculated using the following criterion (Grassberger and Procac-
cia, 1983): 

𝐶𝑎(𝜏)~0.5𝐶𝑎(0)     (3) 

where Ca is defined as (Schuster, 1993): 

𝐶𝑎(𝜏) =
1

𝑁
∑ 𝑥𝑖𝑥𝑖+𝜏

𝑛
𝑖=0     (4) 

where: N is the number of samples and xi is the value of i sample. 
The function (4) is constant or oscillates when τ increases for 

data generated by the periodical system (Schuster, 1993). In the 
case of chaotic data, the value of the autocorrelation function 
rapidly decreases when τ increases. 

The attractor reconstruction was carried out using the 
stroboscope coordination (Schuster, 1993). This method 
calculates subsequent coordinates of attractor points based on 
the samples between which the distance is equal to time delay. 
The time delay influences the attractor shape. In the recent article, 
the time delay was estimated using a method based on the 
analysis of autocorrelation function (Ca). The time delay (τ) was 
calculated using the following criterion (Grassberger and 
Procaccia, 1983): 
 

𝐶𝑎(𝜏)~0.5𝐶𝑎(0)             (3) 

where Ca is defined as (Schuster, 1993): 

𝐶𝑎(𝜏) =
1

𝑁
∑ 𝑥𝑖𝑥𝑖+𝜏

𝑛
𝑖=0             (4) 

where N is the number of samples and xi is the value of i sample. 
The function (4) is constant or oscillates when τ increases for 

data generated by the periodical system (Schuster, 1993). In the 
case of chaotic data, the value of the autocorrelation function 
rapidly decreases when τ increases. 

In Fig. 6, the autocorrelation functions for time series of 
pressure fluctuation in gas supply systems for the left and right 
nozzles are presented. 

Considering the air volume flow rate q = 0.0260 L/min (Fig. 6a 
and b), the time delay (τ) is equal to 17 and 41 for the left nozzle 
and right nozzle, respectively. When the air volume flow rate is 
equal to q = 0.0657 L/min, the time delay (τ) is equal to 11 for the 
left nozzle and 28 for the right nozzle. 
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Fig. 6. Autocorrelation functions for time series of pressure fluctuation  

in gas supply system for the left and right nozzles: 
(a) q = 0.0260 L/min, left nozzle; (b) q = 0.0260 L/min,  
right nozzle; (c) q = 0.0657 L/min, left nozzle and (d) q = 0.0657 
L/min, right nozzle 

The values of time delay were used to form the 
reconstructions of three-dimensional (3D) attractors. The 3D 
attractor reconstructions for time series of pressure changes are 
presented in Fig. 7. 

For the air volume flow rates q = 0.0260 L/min – left nozzle 
(Fig. 7a) and q = 0.0657 L/min – left nozzle (Fig. 7c), the 
reconstructed trajectories of 3D attractors form a torus. It indicates 
that the bubble departures are quasiperiodic. The shapes of 
trajectories presented in Fig. 7b and d do not form a torus. 
According to this observation, a chaotic character of bubble 
departures is assumed.  

The correlation dimension, D2, is one of the characteristics 
of the attractor. In the recent article, the correlation dimension was 
calculated using Grassberger–Procaccia algorithm (Grassberger 
and Procaccia, 1983), where: 
 

𝐷2 = lim𝑟→0
1

ln 𝑟
ln∑ 𝑝𝑖

2
𝑖

           (5) 

∑ 𝑝𝑖
2

𝑖
≈ lim𝑁→∾

1

𝑁2
∑ Θ(𝑟 − |𝑥𝑖⃗⃗⃗  − 𝑥𝑗⃗⃗⃗  |)𝑖,𝑗                         (6) 

where: Θ(x) is Heaviside’s step function, p is the probability, r is 
distance, xi is the time series of pressure fluctuations in the left 
nozzle and xj is the time series of pressure fluctuations in the right 
nozzle. 

 
Fig. 7. The three-dimensional attractor reconstructions for time series  

of pressure changes in gas supply system for left and right  
nozzles: (a) q = 0.0260 L/min, left nozzle; (b) q = 0.0260 L/min, 
right nozzle; (c) q = 0.0657 L/min, left nozzle  
and (d) q = 0.0657 L/min, right nozzle 



DOI 10.2478/ama-2019-0021                                                                                                                                                          acta mechanica et automatica, vol.13 no.3 (2019) 

163 

The graphs of log(C) function of log(r) for the analysed time 
series were shown in Fig. 8. 

 
Fig. 8. Graphs of log(C) versus log(r) and correlation dimensions for time 

series of pressure changes in gas supply systems for left and right 
nozzles: (a) q = 0.0260 L/min, left nozzle; (b) q = 0.0260 L/min, 
right nozzle; (c) q = 0.0657 L/min, left nozzle  
and (d) q = 0.0657 L/min, right nozzle 

The correlation dimension D2 is equal to 4 for both analysed 
nozzles when the air volume flow rate is q = 0.0260 L/min (Fig. 8a 
and b). For the air volume flow rate q = 0.0657 L/min, D2 is 4  
(Fig. 8c) and 3 (Fig. 8d) for the left nozzle and right nozzle, 
respectively. 

3.3 Largest Lyapunov exponent 

The largest Lyapunov exponent is helpful to identify the 
intensity of chaotic changes of analysed time series. The largest 
Lyapunov exponent is calculated according to the following 
formula (Wolf et al., 1985): 

 

𝜆 = ∑ log2
𝑚
𝑗=1

𝑑(𝑥𝑗+1)

𝑑(𝑥𝑗)
  (7) 

In the process of Largest Lyapunov exponent estimation, two 
points of the attractor (reconstructed for time series) immersed in 

m-dimensional space are selected. The distance between these 
points is marked as d(xj) and is calculated after one orbiting 
period. After a certain time, the distance between the selected 
points is calculated again. This distance is denoted as d(xj+1). 
The values of the largest Lyapunov exponent for analysed time 
series are shown in Fig. 9. 

The value of λ is evaluated as the last value of the curve in the 
graph (Fig. 9). When the air volume flow rate q = 0.0260 L/min, 
then the largest Lyapunov value calculated is 31.35 (Fig. 9a) and 
58.84 (Fig. 9b) for the left and right nozzles, respectively. For the 
value of air volume flow rate q = 0.0657 L/min, the largest 
Lyapunov exponent equals to 39.20 and 90.07 for the left and 
right nozzles, respectively (Fig. 9c and d). 

 
Fig. 9. The largest Lyapunov exponent for time series of pressure  

changes in gas supply systems for left and right nozzles:  
(a) q = 0.0260 L/min, left nozzle; (b) q = 0.0260 L/min,  
right nozzle; (c) q = 0.0657 L/min, left nozzle and (d) 
q = 0.0657 L/min, right nozzle 

3.4 RP analysis 

In order to determine the repeatability of the pressure changes 
in the gas supply system in the subsequent cycles of bubble 
departures, RPs were used. RP is the technique of visualisation of 
the recurrence of states in m-dimensional phase space. The 
recurrence of a state at the time i at a different time j is marked 
with black dots in the plot. In the RP, vertical and horizontal axes 
represent time. The RP is defined as (Marwan et al., 2007): 

 

𝑅𝑖,𝑗 = Θ(𝜀𝑖 − ‖𝑥𝑖 − 𝑥𝑗‖),   𝑥𝑖 ∈  ℜ𝑛,   𝑖, 𝑗 = 1…𝑁         (8) 

 
where N is the number of considered states xi, ε is the threshold 

distance for states which are identified as the same, || ⋅ || is a 

norm and Θ( ⋅ ) is the Heaviside function. 
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Fig. 10. The recurrence plots for time series of pressure changes in gas 

supply systems for left and right nozzles: (a) q = 0.0260 L/min, 
left nozzle; (b) q = 0.0260 L/min, right nozzle;  
(c) q = 0.0657 L/min, left nozzle and (d) q = 0.0657 L/min,  
right nozzle 

In Fig. 10, the RPs for analysed time series are presented. 
RPs were calculated using the CRP toolbox implemented by 
Marwan (2019) in Matlab. Periodic oscillations of pressure create 
the parallel diagonal lines on RP. The distance between diagonal 
lines indicates the time between subsequent bubble departures. 
The RP shown in Fig. 10a and c proves that bubbles from the left 
nozzle departed almost periodically. The gaps between diagonal 
lines are created by small chaotic pressure fluctuations occurred 
after the bubble departures. The RP presented in Fig. 10b and d 
indicates that pressure fluctuations have a chaotic character (in 
the right nozzles). 

Quantity analysis of RP presented in Fig. 10 was calculated 
using the following coefficients:  

 Recurrence rate (RR) determines the percentage of recur-
rence points in the RP: 

𝑅𝑅 =
1

𝑁2
𝑠𝑢𝑚𝑖,𝑗=1

𝑁 𝑅𝑖,𝑗 

 Averaged diagonal line length: 

𝐿 =
∑ 𝑙𝑃(𝑙)𝑁

𝑙=𝑙𝑚𝑖𝑛

∑ 𝑃(𝑙)𝑁
𝑙=1

 

 Trapping time is the average length of the vertical lines: 

𝑇𝑇 =
∑ 𝑣𝑃(𝑣)𝑁

𝑣=𝑣𝑚𝑖𝑛

∑ 𝑣𝑃(𝑣)𝑁
𝑣=𝑣𝑚𝑖𝑛

 

where N is the number of points on the phase space trajectory, 
P(l) and P(v)  denote histogram of the line lengths of diagonal and 
vertical lines, respectively. 

The obtained values of coefficients are presented in Table 1. 

Tab. 1. The values of recurrence rate (RR), averaged diagonal line length  
  (L) and trapping time (TT) 

q 
(L/min) 

Nozzle RR L TT 

0.0260 Left 0.14 9.73 11.09 

0.0260 Right 0.12 5.37 7.26 

0.0657 Left 0.18 8.29 7.73 

0.0657 Right 0.12 4.88 6.43 

 
The obtained values of RR and L coefficients indicate that 

pressure fluctuations in the left nozzle are more predictable in 
comparison with pressure fluctuations in the right nozzle. It is 
observed for both analysed air volume flow rates. The values 
of TT coefficient point that the dominant frequency of the 
attractors’ trajectory in four-dimensional space is lower in the left 
nozzle than in the right nozzle. The mentioned differences are 
greater for lower air volume flow rate. The results of analysis 
confirms that the frequencies of bubble departures from both 
nozzles become similar when the air volume flow rate is 
increased. 

4. CONCLUSIONS 

In this article, the synchronisation of bubble departures from 
twin nozzles in engine oils was analysed. In the experiment, the 
alternative and simultaneous bubble departures were observed.  
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It has been shown that for the alternative bubble departures, the 
correlation of air pressure fluctuations in the neighbouring nozzle 
increases continuously. Finally, it leads to the disappearance of 
alternative bubble departures. The mentioned process is repeated 
in a cyclic way. 

Non-linear analysis of bubble departure synchronisations 
proves that the way of bubble departures from two neighbouring 
nozzles does not depend simply on the character of pressure 
fluctuations in the nozzle air supply systems. Chaotic changes of 
the air pressure oscillations do not always determine the chaotic 
character of bubble departures. Such situations are observed for 
alternative bubble departures in engine oil. The obtained results 
confirm the conclusions presented in the article by Vazquez et al. 
(2010). 
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Abstract: In this paper, an optimal fuzzy controller based on the Teaching-Learning-Based Optimization (TLBO) algorithm has been pre-
sented for the stabilization of a two-link planar horizontal under-actuated manipulator with two revolute (2R) joints. For the considered 
fuzzy control method, a singleton fuzzifier, a centre average defuzzifier and a product inference engine have been used. The TLBO algo-
rithm has been implemented for searching the optimum parameters of the fuzzy controller with consideration of time integral of the abso-
lute error of the state variables as the objective function. The proposed control method has been utilized for the 2R under-actuated ma-
nipulator with the second passive joint wherein the model moves in the horizontal plane and friction forces have been considered. Simula-
tion results of the offered control method have been illustrated for the stabilization of the considered robot system. Moreover, for different 
initial conditions, the effectiveness and the robustness of the mentioned strategy have been challenged. 

Keywords: Optimal controller, Fuzzy control, Teaching-learning-based optimization, Under-actuated system, 2R planar horizontal manipu-
lator 

1. INTRODUCTION  

In the last two decades, many researchers have shown inter-
est in the control and stabilization of under-actuated manipulators 
and it has remained an open problem till now. A system with lower 
number of control inputs than degrees of freedom is said to be an 
under-actuated one. Utilizing the under-actuated systems is eco-
nomical because of energy saving, reduced cost and weight, alt-
hough they have the disadvantage that the control of these sys-
tems is more complicate. Furthermore, if one of actuators of a fully 
actuated system fails, it is convenient to have a controller for the 
under-actuated system in this situation.  

A popular and powerful solution to attack this problem is utiliz-
ing control methods based on fuzzy logic. These techniques are 
implemented to design stabilizers according to the synthesis of 
fuzzy IF-THEN rules heuristically determined by the knowledge 
and experience of an expert. There are variant versions of the 
fuzzy control methods based on the kinds of fuzzifiers, the defuzz-
ifiers and the inference engines applied by researchers. For in-
stance, in the field of fuzzy control of under-actuated systems, 
Jianiang et al. (2001) presented a new fuzzy controller based on a 
sum-product inference engine system for stabilization of a ball and 
beam system. Ho et al. (2007) proposed a stable adaptive fuzzy-
based tracking control for a robot manipulator. Karimi et al. (2011) 
introduced a new type-2 fuzzy logic controller to handle a non-
linear inverted pendulum system.  Mahmoodabadi et al. (2016) 
implemented an optimal fuzzy technique to stabilize two nonlinear 
systems. Mahmoodabadi and Danesh (2017) applied a fuzzy ap-
proach based on the gravitational search algorithm to set the state 
variables of a ball and beam system. Caoyang et al. (2017) intro-
duced nonlinear guidance and fuzzy control for three-dimensional 

path following of an autonomous underwater vehicle. Naghibi et 
al. (2017) presented a fuzzy controller with integrator for control of 
manipulators. Nguyen et al. (2018) designed and experimented 
fuzzy steering control for autonomous vehicles’ saturation. Lin et 
al. (2018) exhibited the performance of the adaptive fuzzy output 
feedback stabilization control for the surface vessel. Zakeri et al. 
(2019) introduced an optimal interval type-2 fuzzy fractional order 
super twisting algorithm for stabilization of dynamical systems. 
Deng et al. (2019) displayed event-triggered robust fuzzy path 
following control for ships with input saturation. Wang et al. (2019) 
represented fuzzy unknown observer-based robust adaptive path 
following the control of underactuated surface vehicles subject to 
multiple unknowns. Vahidi-Moghaddam et al. (2019) organized 
disturbance-observer-based fuzzy terminal sliding mode control 
for uncertain nonlinear systems. 

On the other hand, the synthesis of control policies has been 
presented as optimization problems of certain performance 
measures of the controlled systems. A very effective means of 
solving such optimum controller design problems is utilizing evolu-
tionary algorithms such as Teaching-Learning-Based Optimization 
(TLBO). This algorithm as a new nature-inspired optimization 
algorithm works based on the influence of a teacher on its learn-
ers. It is also a population-based method and uses a population of 
solutions to find the optimum global solution. At first, Rao et al. 
(2011) showed the better performance of TLBO over other nature-
inspired optimization methods for the constrained benchmark 
functions and mechanical design problems. Furthermore, Rao et 
al. (2012) proposed it to find a solution for continuous non-linear 
large scale optimization problems. Khoban (2014) used TLBO for 
optimum design of a feedback linearization controller to achieve 
the best trajectory tracking for non-holonomic wheeled mobile 
robots. 
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This research tries to present an optimal fuzzy controller 
based on a TLBO algorithm for stabilization of a two-link under-
actuated manipulator. For this fuzzy control method, a singleton 
fuzzifier, a centre average defuzzifier and a product inference 
engine have been used. The TLBO algorithm has been designed 
for searching the optimum design variables of the fuzzy controller. 
The proposed control method has been utilized for the 2R under-
actuated manipulator with a second passive joint wherein the 
model moves in the horizontal plane and the friction forces have 
been considered.  

The rest of the paper is organized as follows. The mathemati-
cal model of the considered under actuated manipulator is ex-
plained in Section 2. The descriptions of the considered fuzzy 
system and the proposed fuzzy controller are stated in Sections 3 
and 4, respectively. Moreover, Section 4 briefly introduces the 
TLBO algorithm, design variables and objective functions. The 
introduced fuzzy controller is implemented on the 2R planar un-
der-actuated manipulator in Section 6. Furthermore, the optimiza-
tion of the control parameters by the TLBO algorithm and the sim-
ulation results are included in this section. Finally, the conclusion 
is made in Section 7. 

2. THE MATHEMATICAL MODEL  
OF THE UNDER-ACTUATED MANIPULATOR 

The configuration of the considered manipulator is illustrated 
in Fig. 1, which has two degrees of freedom with revolute joints 
and two links that move on the frictional horizontal plane. The first 
revolute joint is active whereas the second one is considered 
as a passive pin. 

If the generalized coordinates qi, i = 1,2  are regarded as 
the joint angles, then the dynamic model of the system can be 
written as follow (Spong et al., 2005). 

 

Fig 1. A schematic of the 2R planar under-actuated manipulator  
with the second passive joint 

𝑀(𝑞)�̈� + ℎ(𝑞, �̇�) = 𝜏                                                              (1) 

where, q̇ is the vector of the generalized velocities,  q̈ is the vec-

tor of the generalized accelerations,  M(q) ∈ R2×2 denotes the 
inertia matrix and h(q̇, q̈) contains the centrifugal, Coriolis and 
possibly gravitational terms; although here, the gravitational terms 
have not been considered because the manipulator has been 
assumed to move on the horizontal plane. 

In order to simplify the motion equations, the following con-
stant parameters are defined. 

𝑧1 = 𝑚1𝑟1
2 + 𝑚2𝑙1

2 + 𝐼1                                                           (2) 

𝑧2 = 𝑚2𝑟2
2 + 𝐼2                                                                         (3) 

𝑧3 = 𝑚2𝑙1𝑟2                                                                               (4) 

where, m1 and m2 illustrate the link masses, l1 and l2 show the 

link lengths, I1 and I2 are the moments of inertia, and r1 and r2 
depict the centers of the masses. Hence, the elements 

of M(q) and h(q, q̇) are considered as follow: 

𝑚11 = 𝑧1 + 𝑧2 + 2𝑧3 Cos 𝑞2                                                   (5) 

𝑚12 = 𝑧2 + 𝑧3 Cos 𝑞2                                                              (6) 

𝑚21 = 𝑚12                                                                                (7) 

𝑚22 = 𝑧2                                                                                    (8) 

ℎ1 = −𝑧3(2�̇�1�̇�2 + �̇�2
2) Sin 𝑞2                                                (9) 

ℎ2 = 𝑧3�̇�1
2 Sin 𝑞2                                                                     (10) 

It must be mentioned that both the frictions (Coulomb and vis-

cous) are considered for the passive joint. The viscous friction FV 
is defined as proportional to the velocity of the second joint. 

𝐹𝑉 = 𝑏�̇�                                                                                    (11) 

where, b is a viscous friction constant. The Coulomb friction Fc is 
regarded as constant with a sign dependence on the joint velocity 
and is given by: 

𝐹𝑐 =  𝑆𝐺𝑁(�̇�) 𝑐                                                                       (12) 

where, c is the Coulomb friction constant. In order to eliminate the 
chattering phenomena caused by the sign function, it will be re-
placed by the following saturation function.  

𝑠𝑎𝑡(𝑞 ̇ ) =  {  

1                                      �̇� > 𝑘
−1                                      �̇� < −𝑘
�̇�                           − 𝑘 < �̇� < 𝑘

                   (13) 

where, k is a positive constant; and here, regarded as k = 0.01. 
Therefore, the equations of motion can be formulated as follows 
(Spong et al., 2005). 

𝑚11�̈�1 + 𝑚12�̈�2 + ℎ1 = 𝜏 − 𝑠𝑎𝑡(�̇�1)𝑐1 − 𝑏1�̇�1                 (14) 

𝑚21�̈�1 + 𝑚22�̈�2 + ℎ2 = −𝑠𝑎𝑡(�̇�2)𝑐2 − 𝑏2�̇�2                    (15) 

Moreover, the state-space equations are written as follows: 

[

�̇�1

�̇�2

�̇�3

�̇�4

] =

[
 
 
 
 
0              1              0             0

0     −
𝑚12

𝑚22
𝑏1       0          𝑏2 

0             0               0             1

0       
𝑚12

𝑚11
𝑏1          0     − 𝑏2 ]

 
 
 
 

[

𝑦1

𝑦2

𝑦3

𝑦4

] +

[
 
 
 
 

0
1

𝑚11−𝑚12
2 𝑚22⁄

0

−
𝑚12 𝑚11⁄

𝑚22−𝑚12
2 𝑚11⁄

 ]
 
 
 
 

𝜏 +  

[
 
 
 
 

0
𝑐1𝑠𝑎𝑡(𝑦2)−ℎ1+𝑚12 𝑚22⁄ (𝑐2𝑠𝑎𝑡(𝑦4)+ℎ2

𝑚11−𝑚12
2 𝑚22⁄

0
−𝑐2𝑠𝑎𝑡(𝑦4)−ℎ2−𝑚12 𝑚11(−𝑐1𝑠𝑎𝑡(𝑦2)−ℎ1)⁄

𝑚22−𝑚12
2 𝑚11⁄ ]

 
 
 
 

                               (16) 
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where, [y1, y2, y3, y4 ] are the state variables corresponding to 

[q1 , q̇1, q2, q̇2 ], respectively. The considered control method 

proposes a suitable manipulated variable (U) to move the two 
links from the initial conditions to the desired positions. The rela-
tionship between U and torque τ is given as follows: 

𝜏 = 𝑐1 𝑠𝑎𝑡(𝑦2) + 𝑏1𝑦2 + ℎ1 − (
𝑚12

𝑚22
(𝑐2 𝑠𝑎𝑡(𝑦4) +

𝑏2𝑦4 + ℎ2)) + (𝑚11 −
𝑚12

2

𝑚22
)𝑈  

(17) 

3. THE CONSIDERED FUZZY SYSTEM  
AND PROPOSED FUZZY CONTROLLER 

Three types of fuzzy systems are commonly implemented in 
the literature: (i) pure fuzzy systems, (ii) Takagi-Sugeno-Kang 
(TSK) fuzzy systems, and (iii) fuzzy systems with fuzzifier and 
defuzzifier. The main problem with the pure fuzzy system is that 
its inputs and outputs are fuzzy sets, whereas in engineering sys-
tems, the inputs and outputs are real-valued variables. To solve 
this problem, Takagi, Sugeno and Kang (Takagi and Sugeno, 
1985; Sugeno and Kang, 1988) proposed another fuzzy system 
whose inputs and outputs are real-valued variables. The main 
problems with the Takagi-Sugeno-Kang fuzzy system are: (i) its 
THEN part is a mathematical formula, and therefore, may not 
provide a natural framework to represent human knowledge, and 
(ii) there is not much freedom left to apply different principles in 
fuzzy logic. To elucidate these drawbacks, the third type of fuzzy 
systems has been proposed with fuzzifier and defuzzifier (Wang, 
1996). 

In general, a third type fuzzy system consists of four parts; the 
fuzzifier, the fuzzy rule base, the inference engine and the de-
fuzzifier (Wang, 1996). The used fuzzy system in this work imple-
ments the singleton fuzzifier, the product inference engine and the 
centre average defuzzifier as the following form: 

𝛹𝑖 =
∑ 𝜓𝑙

̅̅̅̅  ( ∏ 𝜇
𝐴𝑖

𝑙(𝑥𝑖) ) 
𝑛
𝑖=1

𝑚
𝑙=1

∑  𝑚
𝑙=1 ∏ 𝜇

𝐴𝑖
𝑙(𝑥𝑖)

𝑛
𝑖=1

                                                      (18) 

where, μ
Ai

l(xi) is the membership function of the input linguistic 

variable xi for the rule L-th. Because the calculations with triangu-
lar memberships are easy, this kind of functions are used here. 

The variable xi is the normalized form of the state varia-

ble yi.  ψl
̅̅ ̅ presents the center of the output membership function 

μ
Bi

l  for the rule L-th. 

The fuzzy rules are separately regulated for each input item 
as follow: 

𝑟𝑢𝑙𝑒 − 𝑙      {𝑅𝑖
𝑙 ∶ 𝐼𝐹   𝑥𝑖 = 𝜇

𝐴𝑖
𝑙      𝑇𝐻𝐸𝑁   𝛹𝑖 = 𝜇

𝐵𝑖
𝑙  }𝑙=1

𝑚   (19) 

that, Ri
l  is the rule L-th. The normalized variable xi is considered 

as an input item corresponding to the output variable Ψi. 
In this paper, the following equation is proposed to calculate 

the manipulated variable U as the summation of the multiplication 
of the deviation and priority variables. 

𝑈 = ∑ 𝐷𝑖 × 𝑃𝑖
𝑛
𝑖=1                                                                     (20) 

where, n is the number of the system states. Di denotes the i-th 

deviation variable and Pi represents the priority variable. 

Deviation fuzzy variable shows the deviation of state i-th 

from the corresponding desired state. In order to calculate Di, as 
the first fuzzy variable, based on the fuzzy system introduced in 
Equation (18), Table 1 and Fig. 2 are regarded. Table 1 mentions 
the fuzzy rule base for the input items corresponding to the devia-
tion fuzzy variables. The related triangular membership functions 
have been determined in Fig. 2 as negative (N), zero (Z) and posi-
tive (P). Based on Table 1 and Fig. 2, if the joint variables are 
located near the desired values, the control torque will be zero. 
Moreover, if the joint variables are less than the desired values, 
then a negative torque will rotate the arm counter clockwise. In-
versely, if the angles are more than the desired values, a positive 
torque will rotate the arm clockwise. 

 

Fig. 2. Triangular membership functions for the input items corresponding  
  to the deviation fuzzy variable Di  

Tab. 1. Fuzzy rule base corresponding to the deviation fuzzy variable 𝐷𝑖  

�̅�𝑙 𝑥𝑖 

-1 N 

0 Z 

1 P 

 

Fig. 3. Triangular membership functions for the input items corresponding  
  to the second fuzzy variable Si 

Tab. 2. Fuzzy rule base corresponding to the second fuzzy variable 𝑆𝑖. 

|𝑥1| 𝑆�̅� 

S 0 

M 0.5 

B 1 

 

Priority variable represents the control priority of the consid-

ered joint. The priority variable Pi is proposed based on this fact 
that each state variable has its own effect on the control perfor-
mance which may be different from others. For example, the sta-
bilizing of the first joint angle and its angular velocity should be 
more important than those of the second joint when the first joint 
is not balanced. So, the first joint angular control takes more pri-
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ority than the second joint. To express the role of each input item 

separately, the control priority Pi is defined as follows. 

𝑃𝑖 = 𝑣1
𝑖 + 𝑣2

𝑖 × 𝑆𝑖  ;  𝑖 = 1, 2, 3, 4.                                         (21)                                                                                                                   

where, v1
i  and  v2

i  are the constant parameters. Si, as the second 
fuzzy variable, is calculated based on the fuzzy system defined in 
Equation (18), Table 2 and Fig. 3. Table 2 shows the fuzzy rule 
base for the absolute of the normalized joint angles and the joint 
angular velocities. Based on Fig. 3 and Table 2, for example when 
the first angle is small, the control priority of this joint is zero but 
when this angle is big, it takes the maximum value. 

Because the changes range of the inputs for the membership 
functions are [−1;+1] or [0; +1], the four state variables, i.e. 

the joint angles q1 and q2 and the joint angular velocities q1̇ and 

q2̇, have been normalized ( [x1, x2, x3, x4]) with the scaling 
factors. 

4. TEACHING-LEARNING-BASED OPTIMIZATION 

For searching the optimum parameters of the fuzzy controller, 
the TLBO algorithm has been implemented. Teaching-learning-
based optimization as a new nature-inspired optimization algo-
rithm works based on the influence of a teacher on learners. It is 
also a population-based method and uses a population of solu-

tions to find the global optimum solution. The wide application 
of TLBO in engineering fields is reflected in the improvement of 
the performance of distinguished systems, such as fatty acid me-
thyl esters (Baghban et al., 2018), scheduling of projects (Kumar 
et al., 2018), plasma arc cutting (Patel et al., 2018) and power 
consumption optimization (Rao, 2019). The population is consid-
ered as a group of learners or a class of learners. The optimiza-
tion process in TLBO is divided into two parts: the first part con-
sists of the ‘teacher phase’ and the second part consists of the 
‘learner phase’. The first one means learning from the teacher and 
the second means learning from the interaction between learners 
(Rao et al., 2011 and 2012). 

4.1. Teacher phase 

In this phase, the teacher conveys information among 
the learners for the improvement of their mean result in the class. 
It is assumed that m and n are the number of subjects and stu-

dents, respectively. Furthermore, Υm
ji

 denotes the mean result of 

the learners at subject j = 1, 2, … ,m and teaching-learning se-

quence i. The supreme leaner of the entire population is assigned 
as the teacher because he/she is the most knowledgeable person 
(Υbest).  

 
Fig. 4. Block diagram of the proposed optimal fuzzy controller of the under-actuated manipulator based on TLBO 

A random weighted differential vector is formed in subject j for 
student k at sequence i as follows. 

Υ𝐷𝑖𝑓
𝑗𝑘𝑖

= 𝑟𝑎𝑛𝑑(Υ𝑏𝑒𝑠𝑡
𝑗𝑘𝑖

− 𝛼Υ𝑚
𝑗𝑖
)                                                  (22) 

where, rand is a random number in range [0,1]. Moreover, α is 
the teaching factor and random takes the values of 1 or 2. A new 
learner is determined using the following equation. 

Υ𝑛𝑒𝑤
𝑗𝑘𝑖

= Υ𝑜𝑙𝑑
𝑗𝑘𝑖

− Υ𝐷𝑖𝑓
𝑗𝑘𝑖

                                                                (23) 

where, Υnew
jki

 represents the corresponding result of the improved  

learner and Υold
jki

 shows the grade achieved by each student in 

that class. 

4.2. Learner phase 

In this phase, the students might modify their knowledge via 
the mutual interaction. At first, two different student are selected, 

i.e. Υ1
j
 and Υ2

j
. Then, based on the following conditions, the new 

situations would be obtained. 

IF Υ1
𝑗
< Υ2

𝑗
 then Υ1𝑛𝑒𝑤

𝑗
= Υ1

𝑗
+ 𝑟𝑎𝑛𝑑(Υ2

𝑗
− Υ1

𝑗
)                  (24) 

IF Υ2
𝑗
< Υ1

𝑗
 then Υ1𝑛𝑒𝑤

𝑗
= Υ1

𝑗
+ 𝑟𝑎𝑛𝑑(Υ1

𝑗
− Υ2

𝑗
)                  (25) 

Moreover, Υ1new

j
 would be accepted in the condition that it 

has a more effective function value. 

5. OPTIMAL FUZZY CONTROL OF THE UNDER-ACTUATED 
MANIPULATOR 

Fig. 4 provides a graphical representation of the proposed 
strategy as a block diagram. This figure illustrates that the state 
variables (the joint angles and the joint angular velocities) relevant 
to the manipulator are compared with their desired values. Then, 
those are inputted into the normalizer block for normalization by 
the associated scaling factors. The fuzzy systems are utilizes to 
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produce deviation and priority variables. The summation of the 
production of these variables related to the joint angles and the 
joint angular velocities create the control effort. Finally, the TLBO 
algorithm described in the previous section is implemented for 
optimization of the constant parameters of the priority variables. 

The eight control parameters, i.e. 𝑣1
1 , 𝑣2

1, 𝑣1
2 , 𝑣2

2, 𝑣1
3 , 𝑣2

3, 𝑣1
4, 𝑣2

4 
have been regarded as the design variables and the summation 
of the integral of the absolute errors of the first and second joint 

angles has been considered as the cost function F as follows: 

𝐹 = ∫|𝑞1 − 𝑞1
𝑑| 𝑑𝑡 + ∫|𝑞2 − 𝑞2

𝑑|𝑑𝑡                                     (26) 

where, q1
d and q2

d respectively denote the desired values for the 
first and second joint angles.  

6. RESULTS AND DISCUSSIONS  

The manipulator parameters considered in this paper are as 
follows (Mahindrakar et al., 2006): 
z1 = 0.725, 𝑧2 = 0.3179 , 𝑧3 = 0.3147 , 𝑐1 = 0.26 ,  
𝑐2 = 0.116 , 𝑏1 = 0.6236 , 𝑏2 = 0.1223.  

Here, two cases with different initial values are considered; 
that for both, the desired values for the first and second joints are 
regarded as zero. 

With considering an initial population 50 and maximum itera-
tions 100, it is tried to optimize the cost function (26) and find the 
best parameters of the controller so that the system moves to the 
desired positions at a minimum possible time. Two different initial 
values: 

([𝑞1(0), �̇�1(0), 𝑞2(0), �̇�2(0) ] =

[
𝜋

5
 , 0 ,

𝜋

4
 ,0 ]  𝑎𝑛𝑑 [

𝜋

2
 ,0 ,0 ,0 ]) 

have been regarded, and their associate optimum values are 
listed Tables 4 and 5, respectively. The optimization graph of the 
first initial conditions illustrated in Fig. 5 shows that the population 
size and maximum iterations are well organized because the best 
cost has fixed after 42 iterations. The value of the best cost func-
tion in the first repetition equals 2.217 and in the last repetition, 
equals 2.061. The numerical values of the scaling factors obtained 

by a try and error process are as  [25 ° , 50 °/s, 25  ° , 50  °/s] 
for  [y1, y2, y3, y4] = [q1, q1̇, q2, q2̇], respectively. 

It is obvious from Tables 4 and 5 that the summation of the 
two parameters for the first joint angle and the first joint angular 
velocity is larger than of those for the second joint. It is resulted 
that the first joint control takes more priority than the second joint 
control. The time responses of the first and second joint angles, 
joint angular velocities and control torque for the two initial values 
are depicted in Figs. 6–11. It is observable from these figures that 
all the state variables have converged to zero, and the complete 
stabilization have occurred. 

Tab. 4. The optimum control parameters obtained by TLBO for the initial  

             values [q1(0), q̇1(0), q2(0), q̇2(0) ] = [
π

5
, 0,

π

4
, 0] 

𝒗𝟐 
𝒊  𝒗𝟏 

𝒊  Input item 

4.1000 0.2500 𝑖 = 1 

3.0000 1.4000 𝑖 = 2 

1.5044 0.5000 𝑖 = 3 

0.9600 1.4000 𝑖 = 4 

Tab. 5.  The optimum control parameters obtained by TLBO for the initial          

               values [q1(0), q̇1(0), q2(0), q̇2(0) ] = [
π

2
, 0,0,0] 

Input item 𝒗𝟐 
𝒊  𝒗𝟏 

𝒊  

𝑖 = 1 0.10050 3.1002 

𝑖 = 2 1.72820 1.9097 

𝑖 = 3 0.19978 0.1299 

𝑖 = 4 1.59450 0.9895 

 

Fig. 5. The optimization trajectory for the fuzzy control  
  of the under-actuated manipulator 

 
Fig. 6. Time trajectories of the first and second joint angles for initial  

  values [q1(0), q̇1(0), q2(0), q̇2(0) ] = [
π

5
, 0,

π

4
, 0] 

 
Fig. 7.  Time trajectories of the first and second joint angular velocities  

   for initial values [q1(0), q̇1(0), q2(0), q̇2(0) ] = [
π

5
, 0,

π

4
, 0] 
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Fig. 8.  Time trajectory of the actuator torque for initial  

   values [q1(0), q̇1(0), q2(0), q̇2(0) ] = [
π

5
, 0,

π

4
, 0] 

 
Fig. 9.  Time trajectories of the first and second joint angles for initial  

   values [q1(0), q̇1(0), q2(0), q̇2(0) ] = [
π

2
, 0,0,0] 

 
Fig. 10. Time trajectories of the first and second joint angular velocities  

   for initial values [q1(0), q̇1(0), q2(0), q̇2(0) ] = [
π

2
, 0,0,0] 

 
Fig. 11. Time trajectory of the actuator torque for initial values 

    [q1(0), q̇1(0), q2(0), q̇2(0) ] = [
π

2
, 0,0,0] 

7. CONCLUSION 

In the present research, an optimal controller based on fuzzy 
rules was proposed as a general scheme to control a class of 
nonlinear underactuated systems. Teaching-Learning-Based Op-
timization (TLBO) was utilized to ascertain the optimal parameters 
of the proposed controller with regard to the design criteria. By 
utilizing the optimal design variables in the proposed controller, 
the performance of the controller was evaluated considering 
a two-link manipulator system. The results and analysis demon-
strate the proper performance of the proposed controller in the 
aspects of stability and minimum tracking error. As a potential 
future study, making the controller online through using approach-
es, such as neural networks and moving least squares interpola-
tion; ascertaining better optimal solutions for the parameters of the 
controller via other smart optimization algorithms; and considering 
different objective functions due to different design criteria can be 
regarded to extend this study in order to establish general  
approaches in the case of designing optimal fuzzy controllers.  
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Abstract: The study of flow around obstacles is devised into three different positions: above the obstacle, upstream of the obstacle, 
and downstream of the latter. The behaviour of the fluid downstream of the obstacle is less known, and the physical and numerical model-
ling is being given the existence of recirculation zones with their complex behaviour. The purpose of the work presented below is to study 
the influence of the inclined form of the two upper peaks of a rectangular cube. A three-dimensional study was carried out using the AN-
SYS CFX calculation code. Turbulence models have been used to study the flow characteristics around the inclined obstacle. The time-
averaged results of contours of velocity vectors <V>, cross-stream  <v>  and stream wise velocity <u> and streamlines were obtained by 
using K-ω shear -stress transport (SST), RANG K-ε and K-ε to model the turbulence, and the governing equations were solved using the 
finite volume method. The turbulence model K-ω SST has presented the best prediction of the flow characteristics for the obstacle among 
the investigated turbulence models in this work. 

Key words: Turbulent flow, Obstacle, Finite volume, Turbulence models, ANSYS-CFX

1. INTRODUCTION 

The generation of the turbulence within a channel was usually 
caused by the presence of baffles and obstacles. In the presence 
of obstacles, fluid flow, widely used in industry and application is 
extremely diverse. We can meet in the case of environmental 
problems related to the dispersion of pollutants through the cities 
and the effects of wind on buildings, ventilation road tunnel, the 
cooling fins of heat flares (Aliane et al., 2003), the baffles in heat 
exchangers or solar collectors, urban pipelines and so on. The 
study of the flow around obstacle may be the following two ap-
proaches. The digital approach is to discretise the governing 
equation of the flow by a digital method using different formula-
tions (Hadjoui et al., 2003; Bitsuamiak et al., 2006). The experi-
mental approach can be treated in two aspects; first is the qualita-
tive where visualisation techniques are used to analyse the differ-
ent nascent vortices within the flow (Sebbane et al., 2003). The 
second aspect is quantitative.  For several years now, a large 
number of experimental and, more recently, numerical studies 
have concentrated on understanding complex flows around differ-
ent profiled or not profiled obstacle models. This type of flow is 
generally found in many industrial applications, such as the cool-
ing of electronic components (Saleha et al., 2015), atmospheric 
flows around buildings (Hainesa and Taylor, 2018), and fins of 
turbo machines. Several studies have been carried out on the 
application of flows around obstacles. 

Hwang and Yang (2010) have carried out a numerical study 
on swirl (vortex) structures around a cube inside a canal. They 
found out that the number of vortices increased as the Reynolds 
number increased. Fillippini et al. (2005) investigated the case of 
the flow around cubes placed into a channel, using the large eddy 
simulation (LES) model. The results obtained showed that when 

the ratio S/H increases, the average drag coefficient augments for 
the second cube, while it remains approximately constant for the 
first one. Chang Lim et al. (2009) and Krajnovi’c and Davidson 
(2002) using the standard (LES) model provided a numerical 
simulation of the flow around a surface-mounted cube, placed in a 
turbulent boundary layer and comparing with experimentation. In 
the same approach, Yakhot et al. (2006) studied the turbulent flow 
around a bluff body. The immersed-boundary finite-volume meth-
od was introduced to carry out a direct numerical simulation. 
These same authors found out that the emergence of negative 
turbulence production in front of the cube can be used to explain 
the failure of some LES/RANS simulations in predicting the be-
haviour of flows around a surface-mounted cube. Becker et al. 
(2002) presented an experimental simulation using different as-
pect ratios in two different types of boundary layers to study the 
structure of the flow around three-dimensional obstacles. The 
experimental results showed that the flow structure around the 
obstacle depends on its aspect ratio, the angle of attack, Reyn-
olds number and type of boundary layer. Aliane (2011) presented 
a numerical analysis of the turbulent flow of air inside a channel of 
rectangular section, with two types of obstacles: the first has a 
rectangular obstacle and another with a rounded upstream side 
having a radius of curvature equal to 0.2 times the height of the 
block. In the same approach, Rostane and Aliane (2015) conduct-
ed a three-dimensional study around two models of obstacles. 
The first one has a prismatic form, and the second one is pris-
matic and rounded downstream. The turbulence model k-ω shear- 
stress transport SST was used in this study. Hussein and Mar-
tinuzzi (1996) studied the effects of the flow field around a cube 
fixed on a wall. The authors focused on the velocity field, vortex, 
Reynolds stress, turbulent kinetic energy and turbulence dissipa-
tion in the backwash of the cube. Merahi et al. (2002) focused on 
the study of a three-dimensional and incompressible stationary 
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flow through a cascade of blades using a numerical simulation. 
The authors concluded that the losses because of the changes in 
the angle of incidence are the main cause of the decline in the 
performance of the turbomachines. Martinuzzi and Tropea (1993) 
used crystal violet, oil-film and laser-sheet visualisation tech-
niques as well as static pressure measurements. The results have 
shown that the middle region of the wake is nominally two-
dimensional for the width-to-height ratios greater than 6. Sari-
hassoun and Aliane (2016) studied the influence of the curved 
shape of the lover's edge of a rectangular obstacle. They com-
pared two obstacle models using a qualitative approach, in which 
they analysed the dimensions of the recirculation zones, the 
velocity field and the kinetic energy and dissipation. Liao and 
Chen (2015) studied the velocity field of the flow beyond the 
obstacles using the particle image velocimetry technique using 
8 μm Al2O3 powder as tracers. The flow field around the obstacles 
is obtained. The plots of the current lines and the average velocity 
field in the horizontal and vertical sections are drawn. The vortex 
characteristics of the wake flow in various flow fields are studied 
and compared. Basnet and Constantinescu (2017) conducted 3-D 
large-eddy simulations to study the physics of flow past 2-D solid 
and porous vertical plates of height H mounted on a horizontal 
surface with a fully developed, turbulent incoming flow. The simu-
lation results are used to explain how the bleeding flow affects the 
dynamics of the larger billow eddies adverted in the separated 
shear layer (SSL) forming at the top of the plate and the wake 
structure. Sercan et al. (2017) investigated the flow characteristics 
around a surface-mounted cube at Re = 3,700 in terms of compu-
tational fluid dynamics (CFD) and then compared them with the 
experimental results using three different models of turbulence. 
Kanfoudi et al. (2017) used LES to present a numerical analysis of 
the turbulent flow structure induced by the cavitation shedding. 
Djeddi et al (2013), simulated a viscous fluid flow on an unconven-
tional diamond-shaped obstacle in a confined channel that is 
simulated in low-to-moderate Reynolds numbers. The diamond-
shaped obstacle is geometrically modified to represent different 
blocking coefficients depending on the height of the channel and 
different aspect ratios based on the length-to/height ratios of the 
obstacle. The simulations are divided into two stationary and 
unsteady flow groups. Liakos and Malamatris (2014) performed 
a direct numerical simulation (DNS) of steady-state laminar flow 
over a cube at Reynolds numbers ranging from 1 to 2,000 based 
on the cube height. In the same work, Diaz-Daniel et al. (2017) 
presented a DNS of a wall-attached cube immersed in laminar 
and turbulent boundary layers at various Reynolds numbers ReH 
ranging from 500 to 3000. In addition, Sumner et al. (2015, 2017) 
assessed the effect of the aspect ratio and the incidence angle of 
the flow above the free end of a surface-mounted finite cylinder 
and finite-height square prism, and Vinuesa et al. (2017) per-
formed a DNS of the flow around a wall-mounted square cylinder 
under various inflow conditions and provide the effect of inflow 
conditions by considering a fully turbulent zero pressure gradient 
boundary layer. Shinde et al. (2015) presented a LES of flow over 
a wall-mounted cube-shaped obstacle placed in a spatially evolv-
ing boundary layer to understanding how variations in the cube 
height h modify the flow dynamics for the situation where the cube 
is within the boundary layer. Amraoui and Aliane (2018) presented 
the study of fluid flow and heat transfer in solar flat plate collectors 
by using CFD reduces time and cost. Ennouri et al. (2019) studied 
the modelling and simulation of the flow inside a centrifugal pump 
through non-cavitating and cavitating conditions using an SST-
(SAS) turbulence model. 

2. PROBLEMATIC 

The present work contributes to the study of turbulent, sta-
tionary, three-dimensional, incompressible flow around a cube 
that has inclined upstream and downstream edges, mounted 
inside a horizontal channel. The ANSYS CFX-13 calculation code 
is used to simulate our configuration. The turbulence models (K-ω 
SST RANG K-ε and, K-ε) were used, and the governing equations 
were solved using the finite volume method. 

3. MATHEMATICAL FORMULAS 

The averaged equations of conservation of mass, momentum 
and energy are 

 The mass conservation equation: 

∂ρ

∂𝑡
+

∂(ρ𝑈𝑖)

∂𝑥𝑖
= 0            (1)                                                         

 Momentum conservation:  

                        (2) 

 Energy equations:   

         (3) 

 Reynolds equations: 
  

                                                                                                     (4) 

3.1. Model K-ω SST 

The model SST is derived from the standard k-ω model. This 
model combines the robustness and accuracy of the formulation 
of the k-ω model in the near-wall region with the k-ε model and all 
its types for the free flow away from the wall. The definition of the 
turbulent viscosity is modified to take into account the transport of 
turbulent shear stresses. The formulation of the two-equation 
model is 

ρ
∂𝑘

∂𝑡
+ ρ𝑈𝑗

∂𝑘

∂𝑥𝑗
= �̃�𝑘 − ρ𝐶μω𝑘 +

∂

∂𝑥𝑗
[(μ + μ𝑡 σ𝑘⁄ )

∂𝑘

∂𝑥𝑗
]      (5) 

Specific dissipation rate: 
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1

ω
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.
∂ω

∂𝑥𝑗

  
(6) 

The blend function F1 is defined using the following equation: 

𝐹1 = tanh {{min [max (
√𝑘

𝐶μω𝐿
,

500υ

𝐿2ω
) ,
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]}

4

}               (7)  
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Eddy viscosity is given by the following equation: 

𝜐𝑡 =
𝛼1𝑘

𝑚𝑎𝑥(𝛼1𝜔,√2𝑆𝑖𝑗𝐹2)
                                        (8) 

The second blending function is defined using the following 
equation: 

𝐹2 = tanh [[max (
2√𝑘

𝐶μω𝐿
,

500υ

𝐿ω2
)]

2

]              (9)                                

To prevent the accumulation of turbulence stagnation regions, 
limited production was used: 

�̃�𝑘 = min(𝑃𝑘, 10. 𝐶μρ𝑘ω)                                             (10)                        

𝑃𝑘 = μ
𝑡

∂𝑈𝑖

∂𝑥𝑗

(
∂𝑈𝑖

∂𝑥𝑗

+
∂𝑈𝑗

∂𝑥𝑖

)                                     (11)                                           

The model constants are calculated using the mixing function 

 F1:   ϕ = 𝐹1ϕ1 + (1 − 𝐹1)ϕ2                                               (12)                                        

The values of the model constants are 𝐶μ=0.09, α1=5/9, 

α2=0.44, β2 =0.0828, σ𝑘1
=0.85, σ𝑘2

=1.0, σω1
=0.5 and 

σω2
=0.856. 

3.2. Turbulence model k-ε 

To close the system of equations of the problem to be solved 
and for a much more practical approach, we used the standard k-ε 
turbulence model (Jones and Launder, 1972); this model is a 
semi-empirical model with two transport equations based on the 
concept of Boussinesq linking the constraints of Reynolds to the 
average deformation rates: 

 Turbulent kinetic energy k: 

∂

∂t
(ρκ) +

∂

∂xi
(ρκui) =  

∂

∂xi
[

(
µ+µt

σκ
) ∂κ

∂xi
] + Pκ + Pb − ρε − YM + Sκ  

(13)   

 Energy dissipation ε:     

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xi
[(µ +

µt

σε
)

∂ε

∂xi
] + C1ε

ε

κ
(Pκ +

C3εPb) − C2ερ
ε2

k
+ Sκ                                         (14)             

𝑃𝑘  represents the term kinetic energy production: 

𝑃𝜅= -ρ𝑢𝑖𝑢𝑗

𝜕𝑢𝑗

𝜕𝑥𝑖
                                                                     (15) 

The turbulent viscosity is calculated by using the following 
equation: 

µ𝑡 = ρ𝑐µ
𝜅2

𝜀
                           (16)  

The five empirical constants of the standard model of turbu-
lence k-ε are 

 𝜎𝜀   dissipation energy: ∂ε=1.3 

 𝜎𝑘  the Prandtl number of the turbulent kinetic energy: 𝜎𝑘=1.0 

 𝐶μ = 0.09    𝐶ε1 = 1.44   𝐶ε2 = 1.92                                                                                              

4. MODEL DESCRIPTION AND COMPUTATIONAL DOMAIN 

The obstacle used in our problem studied (Fig. 1) represents 
a cube that has inclined upstream and downstream edges, 
mounted inside a horizontal channel of length (L) and height (h) 
(Fig. 2) 

4.1. Boundary conditions 

As the flow is turbulent, three models of turbulence were cho-
sen to analyse the problem more precisely. All "walls" are adia-
batic and have no slip conditions. 

 
Fig. 1. Model of the body (plan view) 

 
Fig. 2. 3D view of the computational domain of the cube  
            (Rostane and Aliane, 2015) 

 inlet velocity  z                                                                      outlet                                                         

  

                                                                              

          w                                                             L                         x                                                                

 

 

     3H           H                                      7H 

                         y                                       upper surface u+=0 

 

                                                      h                                     
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    U0                                                                   

                                   lower surface u+=0         x                                                   

Fig. 3.  Geometry of computational domain 
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According to the models selected previously, equations had to 
be solved using the following factors: 

 The incoming flow velocity U0 corresponds to the Reynolds 
number 8.104 (Re=U0.h/ ν) and the channel height (h). The 
height of the obstacle is H=25 mm, and the channel height is 
h=2H. 

 The velocity is zero u=0m/s near the lower and upper walls of 
the channel and above the obstacle.  At the outflow, constant 
pressure imposed Pout= 0. 
The boundary conditions of the problem treated are given in 

Figure 3. 
To obtain a better precision of the results, it is necessary to 

generate a well refined mesh. It opted for a structured hexahedral 
mesh in our case. The meshing of the domain was performed 
using ANSYS CFX.  The general practice is to use fine mesh size 
in areas of small changes in domain geometry. Figure 4 shows 
the grid of the mesh used. 

.    

Fig. 4. The mesh grid configuration.  

5. FLOW  STRUCTURES 

The flow above the wall-mounted cube presents a complex 
phenomenon such as the horseshoe tourbillon, the recircula-
tion zones on the top and the back of the cube, illustrated in 
Figures 4 and 5. The presence of the obstacle causes the 
separation of the flow of fluid and the cube in these faces. The 
flow forms a recirculation zone near these faces, which in-
creases the intensity of the turbulence. With the separation of 
the fluid flow in the mentioned areas, the fluid velocity in-
creases progressively until it is attached to the near-back 
edge on the lateral and upper faces. The length of the recircu-
lation zone on the upper face was indicated by L3 in Figure 5. 
The reinsertion of the flow on the cube takes place at the 
downstream corners of the upper face and the downstream 
corner on both sides of the face higher. A large region of sep-
aration develops behind the cube, which interacts with the 
horseshoe vortex. The length of this region was shown with 
L1. In Figure 6, three-dimensional, unstable and complex cir-
culations in this region increase the intensity of the turbulence. 

 

Fig. 5. Flow pattern around an inclined cube attached to the wall  

           with three vortex lengths 

 
Fig. 6. Time-averaged streamlines around a wall-mounted inclined cube 

6. RESULTS AND DISCUSSION 

In this study, the flow domain carried out experimentally by 
Martinuzzi and Tropea (1993) has been prepared to validate the 
flow characteristics of the surface-mounted cube with a height of 
H=25mm placed in a channel height of h=2H. The structure of the 
flow around the obstacle has been validated by the work of Hus-
sein and Martinuzzi (1995) for a Reynolds number of Re=8,0×104 
(Fig.7a). Upstream of the obstacle, a portion of the fluid remains 
blocked and we observed a small recirculation zone (point (a) to 
the result of Hussein and Martinuzzi (1995) and point (a') in our 
results Fig.7b), downstream of the obstacle appears as a large 
vortex as clearly seen by the two figures (point (b) to the result of 
Martunizzi and Hussein and point (b') in our results) and above 
the obstacle, the separation is triggered; it was caused by the 
upstream stopping point of the obstacle (point of reattachement) 
(point (c) to the result of Martinuzzi and Hussein and point (c') 
in our results). The comparison between the two simulations 
shows that the results are satisfactory and encouraging.                                           

 

Fig. 7.  Streamlines velocity on the symmetry plane at Re= 8.104  

 (a): Exp Hussein and Martinuzzi (1995), (b): k- ω SST 

The study of the influence of the inclined form of the two upper 
peaks of a rectangular cube has been examined. A three-
dimensional study was carried out using the ANSYS CFX calcula-
tion code. Three turbulence models have been used to study the 
flow characteristics around the inclined cube (K-ω SST, RANG K-ε 
and K-ε) at the Reynolds number of Re=8.104. The time-averaged 
and normalised results of velocity vectors fields <V>, transversal 
velocity <v> and longitudinal velocity <u> on the symmetry plane 
(z=0) around the obstacle have been presented in Figure 8. 

The velocity vector fields <V> around the surface-mounted 
body have been illustrated in Figure 8 on the XY plane of the flow 
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domain and exactly on the plane of symmetry. From Figure 8, the 
flow has been triggered above the cube and more precisely on the 
inclined side. We clearly show that the flow was strongly acceler-
ated in the zone above the obstacle. Visibly, the presence  

of a block inside the channel reduces the flow area causing 
a strong acceleration of the flow. However, the flow zone was 
formed for each turbulence model used in our study. 

                K-ω SST   RANG K-ε   K-ε                                         

               
          

                
 

                 

Fig. 8. Comparison of time-averaged results of contours of velocity vectors <V>, cross-stream velocity <v>   
            and streamwise velocity <u> on the symmetry plane (z=0) at Reynolds number (Re=8.104) 

k-ω SST RANG k-ε         k-ε 

              
 

              

Fig. 9. Time-averaged streamlines on the symmetry plane and at the floor of the channel at the Reynolds number of Re=8.104 

According to Figure 8, the largest flow area was obtained by 
the k-w SST method, while the turbulence model k-ε remained 
limited compared to the other methods. 

The contours of the time-averaged streamwise velocity com-
ponents <u> are presented in the range of -0.05 ≤ <u > ≤ 1.53 
for the flow beyond the cube. We saw that the flow accelerated 
when arriving at the inclined part of the top of the cube and 
reaches a maximum value. The flux acceleration zone was supe-
rior in the case of the k-w SST method, whereas the turbulence 

model k-ε showed the narrowest. Also, the negative values of 
velocity components were observed after the cube with different 
cluster sizes. 

The cross-stream velocity components <v > are presented in 
Figure 8 as 0.03 ≤ <v > ≤ 0.1 to Re = 8.104. The positive maxi-
mum values of the cross-stream velocity components are 
achieved above the obstacle and correctly on the inclination. The 
negative maximum values were dominant behind and upstream 
of the bottom of the cube. 
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For accurate flow analysis and for a good vision of separa-
tions and reattachments on the top of, at the lateral sides of and 
behind the obstacle, the time-averaged streamlines on the sym-
metry plane and at the floor of the channel at the Reynolds num-
ber of Re=8.104 for various turbulence models (K-ω SST, RANG 
K-ε and K-ε) were presented in Figure 9.  

Streamlines on the symmetry plane was illustrated in Figure 
8; upstream of the obstacle, a portion of the fluid remains 
blocked in the region between the inclined upstream edge and 
the bottom wall of the channel; we observe the formation of a 
large vortex downstream of the obstacle and above it and the 
separation is triggered; it is caused by the upstream stopping 
point of the obstacle, which is achieved for the three models of 
turbulence but the zone of recirculation was major in the case of 
the k-ω SST method, whilst the turbulence model k-ε showed the 
narrowest.  

Figure 9 shows the streamlines at the floor of the channel; 
the blocking effect of the obstacle creates an unfavourable pres-
sure gradient that separates the flow and moves away from the 
cube, forming a horseshoe vortex. For all models of turbulence, 
the horseshoe tourbillon appears upstream and bypasses the 
obstacle. On the other hand, there are two focus (F) points and 
one saddle (S) point achieved for all methods of turbulence. 

In conclusion, it is stated that the turbulence model k-ε did 
not provide satisfactory results. Although the turbulence model 
RANG k-ε showed better results than the k-ε method, it remained 
behind the K-ω SST turbulence model with a narrow margin 
concerning the flow structure around the surface-mounted cube 
at Re=8.104. 

6.1. Tracelines 

In Figure 10, tracelines on the surface of the cube presented 
a steady flow in the high face and lateral sides. A separation 
of flux is observed in the middle of the front face forming a node. 
On the top of the cube and the high side, the flow is stable until 
the arrival of the inclined part of the cube; one sees a region 
of recirculation. 

(a)  

(b)  

Fig. 10. Trace-lines on the surface of the cube: (a) front and side faces; 
              (b) top and side faces 

6.2. Streamribbons 

Streamribbons are shown in Figure 11 and 12, where an ex-
change of fluid between the separation regions was observed. 
From these pictures, it can be concluded that the separation 
region around a three-dimensional bluff-body cannot be closed.  

 
 

 
 
 

Fig. 11. Streamribbons: lateral and rear view  

 
(a) 

 

 

 
(b) 

Fig. 12.  Streamribbons: (a) lower view and (b) the lateral  
               to the backward vortices 

  



DOI 10.2478/ama-2019-0023  acta mechanica et automatica, vol.13 no.3 (2019) 

179 

6.4. Iso-outline of mean Q-criterion 

       An overview of the mean flow is illustrated in Figure 13 and 
represents the isocontour of the mean dimensionless Q-criterion, 
Qi = 0.15. This criterion is a scalar invariant defined by the equa-

tion Ǫ=- 
 1

 2
 Ui,j Uj,i=-(‖𝑆2‖ -‖𝛺2‖) (Hunt et al. 1988). We can 

dimension the Q criterion using the equation Ǭ= Ǫ /(Ub/H)2. 
Figure 13 shows the presence of a horseshoe vortex 

denoted by TFC, marginal vortices, denoted TM and wake vorti-
ces denoted TV. A sudden reflexion of the fluid is observed 
immediately after the obstacle. It is clear to see the nascent 
horseshoe vortex upstream of the obstacle and then the spacing 
of its legs when the inclined cube is exceeded. 

 TFC TM TV

 

Fig. 13. Iso-outline of mean Q-criterion (Qi = 0.15). 

7. CONCLUSION 

The problem treated in this work is a three-dimensional simu-
lation using the ANSYS CFX calculation code to carry out 
a three-dimensional numerical simulation of turbulent flow around 
an obstacle with inclined upstream and downstream edges. The 
flow characteristics of the surface-mounted cube as a function of 
the Reynolds number of Re = 8.104 has been studied with three 
different turbulence models. It has been explained that the satis-
factory results have not been obtained using the k-ε and RNG k-ε 
methods and that the turbulence model k-ω SST gave better 
results after analyses as a function of time. 

This study allowed a 3D simulation to analyse and under-
stand some important physical aspects. In this type of flow, we 
especially tried to emphasise the role of the presence 
of obstacles in the channel, the distribution of dynamic and ther-
mal exchanges. The analysis of simulation results confirms the 
following: 

The presence of a block in the flow leads to an increase 
in the dynamic reciprocity and thus allows the improvement of 
heat transfer. 

 An interaction between recirculation and main flow generates 
high turbulence; it has been marked in the strong velocity 
gradients and areas of high curvature trajectories upstream 
of the disturbance. 
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Abstract: This paper presents the control designs for an autonomous forklift vehicle that drive the vehicle from an initial configuration 
to a final one. Three stabilization controls, which are chained-form time-varying control, sigma-transformed discontinuous control,  
and navigation-variables-based discontinuous control, for a forklift vehicle are compared by simulations. The sigma-transformed  
and navigation-variables-based discontinuous controls provide fast convergence motions from an initial to a final configuration, while  
the time-varying-based control provides oscillatory motion and slow convergence. The sigma-transformed discontinuous control has a set 
of discontinuous points in which, from a practical point of view, the control signals can blow up if a vehicle enters the set.  
The navigation-variables-based control, which also has a discontinuous point at the final configuration, does not produce blown up control 
signals since its boundedness nature. Discussion on the implementation of control algorithm is elucidated for the three stabilization  
controls for the forklift vehicle.  

Key words: Autonomous vehicle, stabilization control, time-varying-based control, discontinuous control,  
                     navigation-variables-based control 

1. INTRODUCTION 

Control design of autonomous vehicle is still of interest to 
many researchers, especially in dealing with implementation 
(Kłosiński et al., 2015; Virgalaivan et al., 2018; Widyotriatmo and 
Hong, 2015; Baranowski and Siwek, 2018). One of the applica-
tions is the stabilization control, which is the design of control 
algorithm to drive an autonomous vehicle from an initial configura-
tion to a final configuration. The configuration is not only the posi-
tion but also the orientation of the vehicle. 

A wheeled vehicle is a nonholonomic system (i.e., a system 
with nonholonomic constraints). Brockett (1983) showed that there 
is no continuously differentiable time-invariant control law that 
stabilizes a nonholonomic system asymptotically. Two control 
strategies for nonholonomic systems are found in the literature: 
open loop and closed loop strategies. In open loop strategies 
(Murray and Sastry, 1993; Soueres and Laumond, 1996; 
Widyotriatmo and Hong, 2008), the control signals are calculated 
off-line using the information of the initial and the goal configura-
tions. Using this strategy, the vehicle may not reach the goal 
configuration due to disturbances, modelling errors, and sensor 
uncertainties. In closed loop strategies, the control signals are 
computed online based on the current and goal configurations. 
A coordinate transformation is used. Examples of coordinate 
transformation are the chained form (Murray and Sastry, 1993), 
the power form (Pomet and Samson, 1994), the polar coordinates 
(Aicardi et al., 1995), the sigma process (Astolfi, 1996), the differ-
ential flatness approach (Lamiraux and Laumond, 2000; Tang 
et al., 2008; Ryu and Agarwal, 2010), and the transverse form 
(Morin and Samson, 2009). Several control algorithms proposed 
are the time-varying control (Samson, 1995; Tamba et al., 2009; 
Wang et al., 2015), discontinuous control (Lamiraux and 
Laumond, 2000), and the switching method (Hespanha and 

Morse, 1999). Control laws using polar coordinates are utilized 
(Widyotriatmo and Hong, 2015; Astolfi, 1996; Siegwart and Nour-
bakhsh, 2004). Unlike the previous studies, which considered 
unicycle-type vehicles, the stabilization control for forklift vehicle 
is focused. 

In dealing with the stabilization of nonholonomic wheeled mo-
bile robots system, the system needs to be transformed into 
a special structure as in Abbasi et al. (2019), the power form (Xie 
and Li, 2019), chained form (S’anchez-Torres et al., 2019), or the 
polar or navigation-variable form (Widyotriatmo and Hong, 2012). 
Then, the control designs are implemented in the forms of time-
varying or discontinuous controls. In Widyotriatmo and Hong 
(2012), experimental results for the stabilization of forklift vehicle 
using the navigation-variable form transformation has been per-
formed. Other experimental results of a car-like-vehicle using 
a discontinuous control has been shown in Hashimoto et al. 
(2019). A switched pivot and longitudinal motions are also per-
formed for point stabilization for a differential wheel robot with 
inverted pendulum Yue et al. (2019). Lyapunov method is estab-
lished for the stabilization of mobile robot with inverted pendulum 
in Muralidharan and Mahindrakar (2014). Simultaneous stabiliza-
tion and tracking of a nonholonomic robot using Lyapunov based 
approach is proposed in Wand et al. (2015). In Muralidharan and 
Mahindrakar (2013), the stabilization of mobile robot with con-
straints of configuration is solved by sliding mode technique. 
Stabilization of a mobile robot using model predictive control 
is presented in Xiao et al. (2017), Wei et al. (2013). 

Different transformations and control strategies claim the ef-
fectiveness of the stabilization result. The question leads to how 
the control performances of the individual strategies of trans-
formed systems for the forklift vehicle are. In this paper, the per-
formances of the three configuration control laws, which are the 
time-varying-based control in the chained-form, the discontinuous 



Augie Widyotriatmo                      DOI 10.2478/ama-2019-0024 
Comparative Study of Stabilization Controls of a Forklift Vehicle 

182 

control using sigma process, and the navigation-variables-based 
control, for asymptotically stabilizing the configuration error of the 
vehicle are compared. The trajectories calculated using the indi-
vidual control laws are presented by simulations. From this simu-
lation, the use of the three configuration control laws is analysed. 
The objective of this paper is to determine which transformation 
and control strategy are the most effective in stabilizing a forklift 
vehicle, focusing on the ease of implementation and on the result-
ed motion in driving the forklift from an initial configuration to a 
final one. By studying the comparisons of different transformation 
and control strategies, the engineer who applies the stabilization 
control of a forklift vehicle can understand the consequences in 
implementing a chosen control algorithm. 

The equations of motion of the considered forklift are derived. 
The equations are represented kinematic and dynamic equations. 
The kinematic equations describe the velocity of the vehicle with 
the inputs of linear velocity and steering angle, and the dynamic 
equations provide the accelerations of the vehicle and the torques 
of the actuators of driving and steering. The control problem is 
divided into two stages. First, the linear velocity and the steering 
angle of the kinematic equations are designed and become the 
references for the dynamic model. And then, the input to two 
actuators (driving and steering) are calculated in such a way that 
the two actuators track the linear velocity and the steering angle.  

The rest of this paper is organized as follows. The equations 
of motion of the vehicle are derived in Section II. The implementa-
tion of the PD control for the direct current (DC) motor control is 
discussed in Section III. Section IV presents the three configura-
tion control laws for the forklift. Section V shows the simulation 
results and discussion. The conclusions are drawn in Section VI. 

2. EQUATIONS OF MOTION OF FORKLIFT VEHICLE 

Let the global coordinate frame 𝑂 − 𝑖̂𝑗̂ be fixed in the work-
space as in Fig. 1. The body coordinate is denoted as 𝑂b − 𝑖̂b𝑗b̂, 

𝑙 is the length from the rear wheel to 𝑂b. The position of the vehi-

cle is (𝑥, 𝑦)  located at 𝑂b and the orientation 𝜃. The linear ve-
locity and steering angle are denoted by 𝑣 and 𝛿, respectively. 

 

Fig. 1. The schematic of forklift vehicle 

The angular positions of the front and rear wheels are denoted 
by 𝜑f and 𝜑b, respectively. Let q be the state vector q =

[𝑥, 𝑦, 𝜃, 𝛿, 𝜑𝑓 , 𝜑𝑏]
𝑇

∈ 𝑅6. The equations of motion of the 

forklift vehicle are: 

M(q)q̈ + C(q, q̇)q̇ + f𝑠 + g(q) = B(q)τ + J(q)f𝐶 , (1) 

J𝑇(q)q̇ = 0,  (2) 

where: M(q) ∈ 𝑅6×6 is the inertia matrix, C(q, q̇) ∈ 𝑅6×6 is the 

centripetal and Coriolis matrix, f𝑠 ∈ 𝑅6 is the surface friction 

vector, g(q) ∈ 𝑅6 is the gravitational vector, B(q) ∈ 𝑅6×2 is the 

input matrix, τ = [𝜏v, 𝜏δ]
𝑇𝜖𝑅2 is the torque inputs vector of the 

driving and steering motors, respectively, f𝐶 ∈ 𝑅4 is the force 

vector denoting the constraint, and J(q) ∈ 𝑅6×4 is the constraint. 
Since the vehicle moves on the flat surface g(q) = 0. 

For non-slipping and pure rolling conditions, the constraint 

matrix J(q) is: 

J(q) =

[
 
 
 
 
 
𝐽11 𝐽12 𝐽13 𝐽14

𝐽21 𝐽22 𝐽23 𝐽24

𝐽31 𝐽32 𝐽33 𝐽34

𝐽41 𝐽42 𝐽43 𝐽44

𝐽51 𝐽52 𝐽53 𝐽54

𝐽61 𝐽62 𝐽63 𝐽64]
 
 
 
 
 

 ,  (3) 

where: 𝐽11 = −sin 𝜃, 𝐽12 = −(cos 𝜃 sin 𝛿 + sin 𝜃 cos 𝛿), 

𝐽13 = cos 𝜃, 𝐽14 = cos 𝜃 cos 𝛿 − sin 𝜃 sin 𝛿, 𝐽21 = cos 𝜃, 

𝐽22 = cos 𝜃 cos 𝛿 − sin 𝜃 sin 𝛿,  𝐽23 = sin 𝜃, 𝐽24 =
cos 𝜃 sin 𝛿 + sin 𝜃 cos 𝛿,  𝐽32 = −𝑙 cos 𝛿, 𝐽34 = −𝑙 sin 𝛿, 

𝐽53 = −𝑟𝑓, 𝐽64 = −𝑟𝑟 , and 𝐽31 = 𝐽32 = 𝐽33 = 𝐽34 = 𝐽51 =

𝐽52 = 𝐽54 = 𝐽61 = 𝐽62 = 𝐽63 = 0, 𝑟𝑓  and 𝑟𝑟  are the radii of the 

wheels of the vehicle, at the front and rear. A matrix S(q) ∈ 𝑅6×2 
is defined as: 

S(q) = [
𝑆11 𝑆12 𝑆13 𝑆14 𝑆15 𝑆16

𝑆21 𝑆22 𝑆23 𝑆24 𝑆25 𝑆26
]
𝑇

, (4) 

where: 𝑆11 = cos 𝜃 cos 𝛿, 𝑆11 = sin 𝜃 cos 𝛿, 𝑆13 =
−(1/𝑙) sin 𝛿, 𝑆15 = (1/𝑟f) cos 𝛿, 𝑆16 = 1/𝑟𝑟 , 𝑆24 = 1, and 

𝑆21 = 𝑆22 = 𝑆23 = 𝑆25 = 𝑆26 = 0, such that S(q)𝑇J(q) = 0. 

The velocity vector v = [𝑣 �̇�]𝑇 is defined where 𝑣 is the linear 

velocity and the angular velocity �̇�. The derivative of q with re-
spect to time is: 

q̇ = S(q)v, (5) 

Lagrange method is used to obtain (1). The kinetic energy 𝐾 
is: 

𝐾 =
1

2
q̇TMq̇, (6) 

where:  

M = diag(𝑚,𝑚, 𝐼b, 𝐼δ, 𝐼f, 𝐼r),  (7) 

𝑚 is the vehicle’s mass, 𝐼b is the moment of inertia around 𝑂b, 𝐼δ 
is the moment of inertia of the rear wheel towards its normal axis, 

and  𝐼f and 𝐼r are the front and rear wheels’ moments of inertia. 
The centripetal and Coriolis matrix is:  

C(q, q̇) = Ṁ(q)q̇ − 𝜕𝐾/𝜕q = 0, (8) 

and the input transformation B(q) is: 

B(q) = [
0 0 0 0 0 1
0 0 0 1 0 0

]
𝑇

. (9) 

The second derivative of vector q is:  

q̈ = S(q)v̇ + Ṡ(q, q̇)v. (10) 
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Substituting (10) into (1), and multiplying by S𝑇(q) of both sides, 
it is obtained: 

M1(q)v̇ + C1(q, q̇)v + f1 = B1(q)τ,  (11) 

where: 

M1(q) = S𝑇(q)M(q)S(q), (12) 

C1(q, q̇) = S𝑇(q)M(q)Ṡ(q), (13) 

f1 = S𝑇(q)f = [𝑓𝑣 𝑓𝛿]
𝑇, (14) 

B1(q) = diag(1/𝑟r, 1), (15) 

𝑓𝑣 and 𝑓𝛿 are the surface frictions in the directions of linear veloci-
ty and steering angle of the rear wheel. Then, the equations of 
motion are: 

�̇� = 𝑣 cos 𝜃 cos 𝛿, (16) 

�̇� = 𝑣 sin 𝜃 cos 𝛿, (17) 

�̇� = −(𝑣/𝑙) sin 𝛿, (18) 

𝑚1�̇� + 𝑐1𝑣 + 𝑟r𝑓𝑣 = 𝜏𝑣, (19) 

𝐼𝛿�̈� + 𝑓𝛿 = 𝜏𝛿, (20) 

where: 

𝑚1 = 𝑟r((𝑚 + 𝐼f)(cos 𝛿)2 + (𝐼b/𝑙
2)(sin 𝛿)2 + 𝐼r), (21) 

𝑐1 = 𝑟r ((𝐼b/𝑙
2) − (𝐼f/𝑟f

2)  − 𝑚) �̇� cos 𝛿 sin 𝛿. (22) 

The equations (16)–(18) show the kinematic equations, (19) and 
(20) are the traction and steering dynamics, respectively. 

3. MOTOR CONTROL 

The rear wheel in (19)–(20) are controlled by the torques 𝜏𝑣 
and 𝜏𝛿  as:  

𝜏𝑣 = (𝑘m, 𝑣/𝑅m, 𝑣)((𝑢𝑣 − (𝑘emf, 𝑣/𝑟𝑟)𝑣), (23) 

𝜏𝛿 = (𝑘m, 𝛿/𝑅m, 𝛿)(𝑢𝛿 − 𝑘emf, 𝛿�̇�), (24) 

where: 𝑢𝑣 and 𝑢𝛿 are the control signals for the driving and steer-

ing motors. 𝑘m, 𝑖 is the motor torque constant, 𝑘emf, 𝑖  is the back 

electromotive constant, and 𝑅m, 𝑖 is the motor resistance, of the 𝑖 -

th motor, 𝑖 = 𝑣, 𝛿. 
The desired linear velocity 𝑣𝑑  and steering angle 𝛿𝑑 is con-

trolled by the PD with control signals 𝑢𝑣 and 𝑢𝛿 are designed as: 

𝑢𝑣 = 𝑘P, 𝑣(𝑣𝑑 − 𝑣) − 𝑘D, 𝑣�̇�, (25) 

𝑢𝛿 = 𝑘P, 𝛿(𝛿𝑑 − 𝛿) − 𝑘D, 𝛿�̇�, (26) 

where: 𝑘P, 𝑖 is the proportional gain, 𝑘D, 𝑖 is the derivative gain of 

the 𝑖 -th motor, 𝑖 = 𝑣, 𝛿. Using (23) and (25), (19) becomes 

(
𝑅m, 𝑣𝑚1

𝑘m, 𝑣
+ 𝑘D, 𝑣) �̇� + (

𝑅m, 𝑣𝑐1

𝑘m, 𝑣
+

𝑘emf, 𝑣

𝑟𝑟
+ 𝑘P, 𝑣) 𝑣 = 𝑘P, 𝑣𝑣𝑑 −

𝑅m, 𝑣𝑟𝑟

𝑘m, 𝑣
𝑓𝑣. (27) 

 

By choosing 𝑘P, 𝑣 > max( (𝑅m, 𝑣/𝑘m, 𝑣)𝑐1 − 𝑘emf, 𝑣/𝑟𝑟) 

and assuming 𝑓𝑣 is constant, the solution of (27) is obtained as: 

𝑣(𝑡) =
𝑘𝑝,𝑣

(𝑐1𝑅𝑚,𝑣)

𝑘𝑚,𝑣
+

𝑘emf,𝑣
𝑟r

+𝑘𝑝,𝑣

(𝑣d −
𝑅𝑚,𝑣𝑟𝑟

𝑘𝑚,𝑣𝑘𝑝,𝑣
𝑓𝑣 − (𝑣𝑑 −

𝑣(𝑡0) −
𝑅𝑚,𝑣𝑟𝑟

𝑘𝑚,𝑣𝑘𝑝,𝑣
𝑓𝑣) exp(−𝜆𝑣𝑡) , (28) 

where:  

𝜆𝑣 =
(
𝑐1𝑅m, 𝑣
𝑘m, 𝑣

+
𝑘emf, 𝑣

𝑟𝑟
+𝑘P, 𝑣)

(
𝑚1𝑅m, 𝑣

𝑘m, 𝑣
+𝑘D, 𝑣)

 >  0. (29) 

Using (24) and (26), (20) becomes: 

(
 𝐼𝛿𝑅m, 𝛿

𝑘m, 𝛿𝑘P, 𝛿
) �̈� + (

𝑘D, 𝛿+𝑘emf, 𝛿

𝑘P, 𝛿
) �̇� + 𝛿 = 𝛿𝑑 − (

𝑅m, 𝛿

𝑘m, 𝛿𝑘P, 𝛿
) 𝑓𝛿.

 (30) 

The parameters 𝑘P, 𝛿  and 𝑘D, 𝛿  are chosen such that: 

((𝑘D, 𝛿 + 𝑘emf, 𝛿)/𝑘P, 𝛿)
 2

− 4(𝑅m, 𝛿𝐼𝛿)/(𝑘m, 𝛿𝑘P, 𝛿) > 0.  

 (31) 

The solution of (30) becomes: 

𝛿(𝑡) = 𝛿d −
𝑅m,𝛿

𝑘m,𝛿𝑘P,𝛿
𝑓𝛿 − (𝛿d − 𝛿(𝑡0) −

𝑅𝑚,𝛿

𝑘𝑚,𝛿𝑘𝑃,𝛿
𝑓𝛿) ×

(
𝜆𝛿,2 exp(−𝜆𝛿,1𝑡)−𝜆𝛿,1 exp(−𝜆𝛿,2𝑡)

𝜆𝛿,2−𝜆𝛿,1
), 

 (32) 

where: 

𝜆𝛿,1 =

𝑘𝐷,𝛿+𝑘emf,𝛿
𝑘𝑃,𝛿

+((
𝑘𝐷,𝛿−𝑘emf,𝛿

𝑘𝑃,𝛿
)

2

−
4𝑅𝑚,𝛿𝐼𝛿
𝑘𝑚,𝛿𝑘𝑃,𝛿

)

1
2

2
𝑅𝑚,𝛿𝐼𝛿

𝑘𝑚,𝛿𝑘𝑃,𝛿

>0, (33) 

𝜆𝛿,2 =

𝑘𝐷,𝛿+𝑘emf,𝛿
𝑘𝑃,𝛿

−((
𝑘𝐷,𝛿−𝑘emf,𝛿

𝑘𝑃,𝛿
)

2

−
4𝑅𝑚,𝛿𝐼𝛿
𝑘𝑚,𝛿𝑘𝑃,𝛿

)

1
2

2
𝑅𝑚,𝛿𝐼𝛿

𝑘𝑚,𝛿𝑘𝑃,𝛿

>0. (34) 

It can be seen that in (28) and (32), the PD control can make 

the linear velocity 𝑣 and the steering angle 𝛿 to track the desired 
values 𝑣𝑑  and 𝛿𝑑 with some errors caused by the frictions and 
the decaying exponential function. It is assumed that the friction is 
very small and so that the PD control can track the desired values. 

4. STABILIZATION CONTROLS 

By assuming the ideal linear velocity and steering angle as in-

puts (𝑣 = 𝑣d, 𝛿 = 𝛿d), the configuration control algorithms for 
the forklift based on the time-varying-based control using chained-
form with time-varying control, sigma-transformed discontinuous 
control, and navigation-variables-based control are investigated. 

Without loss of generality, the goal configuration is set to (xg, yg, 
θg) = (0, 0, 0). 

Let 𝑣1 = 𝑣 cos 𝛿 and 𝑣2 = 𝑣 sin 𝛿. In terms of 𝑣1 and 𝑣2, 
The linear velocity and steering angle are calculated as follows: 

𝑣 = sgn( 𝑣1)√𝑣1
2 + 𝑣2

2, (35) 

𝛿 = 𝑎𝑟𝑐𝑡𝑎𝑛( 𝑣2/𝑣1). (36) 

The kinematic equations in (16)–(18) becomes: 

�̇� = 𝑣1 𝑐𝑜𝑠 𝜃, (37) 
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�̇� = 𝑣1 𝑠𝑖𝑛 𝜃, (38) 

�̇� = −𝑣2/𝑙. (39) 

Let �̃� = 𝑥𝑔 − 𝑥, �̃� = 𝑦𝑔 − 𝑦, and �̃� = 𝜃𝑔 − 𝜃 be the errors 

between the current and final configurations. Using the kinematic 
equations in (37)–(39), the individual transformations, which are 
the chain form for deriving the time-varying-based control, the 
sigma process for calculating the discontinuous control, and the 
navigation-variables for obtaining the navigation-variables-based 
control are introduced in the following subsections. 

4.1. Chained-form time-varying-based control 

In deriving the time-varying-based control, the following 

chained-form space (𝜒1
′ ,𝜒2

′ ,𝜒3
′ ) is introduced: 

𝜒1
′ = �̃�, (40) 

𝜒2
′ = �̃� sin �̃� − �̃� cos �̃�, (41) 

𝜒3
′ = �̃� cos �̃� + �̃� sin �̃�, (42) 

𝑣1
′ = −(𝑣2/𝑙), (43) 

𝑣2
′ = 𝑣1 − 𝜒2

′𝑣2/𝑙. (44) 

From (40)–(42), the origins of the state of the chained-form 

space (𝜒1
′ ,𝜒2

′ ,𝜒3
′ ) and the configuration error space (�̃�,�̃�,�̃�) coin-

cide. Thus, the asymptotical stabilization problem of the configura-
tion error space becomes that of the chained-form space. The 
chained-form satisfies the following: 

�̇�1
′ = 𝑣1

′ , (45) 

�̇�2
′ = 𝜒3𝑣1

′ , (46) 

�̇�3
′ = 𝑣2

′ . (47) 

The control law for stabilizing the chained-form of (45)–(47) is 
declared in Theorem 1. 

Theorem 1: Consider the chained form system (45)–(47). Let 

the control law 𝑣1
′  and 𝑣2

′  be designed as 

𝑣1
′ = −𝑘𝑣,1𝜒1

′ + (𝜒′
2
2
+ 𝜒′

3
2
) 𝑠𝑖𝑛 𝑡,  (48) 

𝑣2
′ = −𝜒2

′𝑣1
′ − 𝑘𝑣, 2𝜒3

′ , (49) 

where 𝑘𝑣, 1 and 𝑘𝑣, 2 are positive constants. Then, the origin (𝜒1
′ , 

𝜒2
′ , 𝜒3

′ ) = (0, 0, 0) is asymptotically stable. 
Proof: Using (48)–(49), (45)–(47) becomes: 

�̇�1
′ = −𝑘𝑣, 1𝜒1

′ + (𝜒′
2
2
+ 𝜒′

3
2
) 𝑠𝑖𝑛 𝑡, (50) 

�̇�2
′ = −𝑘𝑣, 1𝜒1

′𝜒3
′ + (𝜒′

2
2
+ 𝜒′

3
2
)𝜒3

′ 𝑠𝑖𝑛 𝑡, (51) 

�̇�3
′ = −𝑘𝑣, 2𝜒3

′ + 𝑘𝑣, 1𝜒1
′𝜒2

′ − (𝜒′
2
2
+ 𝜒′

3
2
)𝜒2

′ 𝑠𝑖𝑛 𝑡. (52) 

Note that (𝜒′
2
2
+ 𝜒′

3
2
) 𝑠𝑖𝑛 𝑡 is a time-varying function that satis-

fies (𝜒′
2
2
+ 𝜒′

3
2
) 𝑠𝑖𝑛 𝑡 = 0 as 𝜒2

′ , 𝜒3
′  = 0. 

From (50), 𝜒1
′  is bounded, which implies that 𝑣1

′  is also 

bounded. The Lyapunov function 𝑉𝑐  is defined as: 

𝑉𝑐 = 𝜒′
2
2
+ 𝜒′

3
2
. (53) 

Using (51)–(52), the time-derivative of the Lyapunov function (53) 
becomes: 

�̇�𝑐 = −𝑘𝑣, 1𝜒
′
3
2

≤ 0. (54) 

This implies that 𝜒3
′ → 0 as 𝑡 → ∞. Then, from (51) and (52), it 

can be concluded that 𝜒2
′ → 0 as 𝑡 → ∞. Since  (𝜒′

2
2
+

𝜒′
3
2
) 𝑠𝑖𝑛 𝑡 = 0 as 𝜒2

′ , 𝜒3
′  = 0, 𝑣1

′  tends to zero. Then from (48), it 

can be concluded that 𝜒1
′ → 0 as 𝑡 → ∞. Thus, it is obtained 

that 𝜒1
′ , 𝜒2

′ , 𝜒3
′ → 0 as 𝑡 → ∞.   □ 

4.2. Sigma-transformed discontinuous-based control 

The sigma-transformed discontinuous-based control is derived 
using the following transformation: 

𝜒1
″ = �̃�, (55) 

𝜒2
″ = �̃�/�̃�, (56) 

𝜒3
″ = �̃�, (57) 

𝑣1
″ = 𝑣1 cos �̃�, (58) 

𝑣2
″ = −𝑣2/𝑙. (59) 

As in the chained form, the origins of the state of the sigma 

transformation space (𝜒1
″,𝜒2

″,𝜒3
″) and the configuration error 

space (�̃�,�̃�,�̃�) also coincide. The transformed system is described 
by: 

�̇�1
″ = 𝑣1

″, (60) 

�̇�2
″ = 𝑣1

″(𝑡𝑎𝑛 𝜒3
″ − 𝜒2

″)/𝜒1
″, (61) 

�̇�3
″ = 𝑣2

″. (62) 

The control law of the sigma-transformed discontinuous-based 
control is expressed in Theorem 2. 

Theorem 2: Consider the system in (60)–(62). Let the control 
law 𝑣1

″ and 𝑣2
″ be 

𝑣1
″ = −𝑘𝑣, 1𝜒1

″, (63) 

𝑣2
″ = 𝑘𝑣,2𝜒2

″ + 𝑘𝑣, 3𝜒3
″, (64) 

where 𝑘𝑣, 1, 𝑘𝑣, 2, and 𝑘𝑣, 3 are the control parameters that are 

chosen in such a way that the matrix of linearized system have 

negative eigen-values. Then the origin of (𝜒1
″,𝜒2

″,𝜒3
″) is asymptot-

ically stable. 
Proof: The substitution of (63)–(64) into (60)–(62) yields: 

�̇�1
″ = −𝑘𝑣, 1𝜒1

″, (65) 

�̇�2
″ = −𝑘𝑣, 1(𝑡𝑎𝑛 𝜒3

″ − 𝜒2
″), (66) 

�̇�3
″ = −𝑘𝑣,2𝜒2

″ − 𝑘𝑣, 3𝜒3
″. (67) 

By linearizing the system (66)–(67) around the origin, we obtain: 

[
�̇�2

″

�̇�3
″] = 𝐴 [

𝜒2
″

𝜒3
″], 𝐴 = [

𝑘𝑣, 1 −𝑘𝑣, 1

−𝑘𝑣, 2 −𝑘𝑣, 3
]. (68) 

From (65), it is obvious that 𝜒1
″ goes to zero as time goes to 

infinity. If 𝑘𝑣, 1 > 0, 𝑘𝑣, 2 and 𝑘𝑣, 3 are designed such that the 

matrix 𝐴 has all the eigenvalues with negative real part, 𝜒2
″, 𝜒3

″  

go to zero as time goes to infinity. Thus, the origin of (𝜒1
″, 𝜒2

″, 𝜒3
″) 

= (0, 0, 0) is asymptotically stable. 
  □ 
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4.3. Navigation-Variables-Based Control 

The navigation-variables-based control is classified as the 
discontinuous control. The coordinate of the forklift is to be trans-
formed to specific variables, called navigation variables, as the 
distance error (𝜌), the orientation error component associated 

with the direction to the goal point (𝛼), and the orientation error 

component associated with the direction of the goal frame (𝜑). 

Note that �̃� = 𝛼 + 𝜑. In Fig. 2, the navigation variables are ob-
tained as follows: 

𝜌 = √�̃�2 + �̃�2, (69) 

𝛼 = 𝑎𝑟𝑐𝑡𝑎𝑛 2 (�̃�, �̃�) − �̃�, (70) 

𝜑 = 𝜃𝑔 − 𝑎𝑟𝑐𝑡𝑎𝑛 2 (�̃�,  �̃�). (71) 

The origin of navigation variables (𝜌, 𝛼, 𝜑) = (0, 0, 0) coincide 

with the origin of the error (�̃�,�̃�,�̃�) = (0, 0, 0). Then, the kinematic 
equations in the introduced navigation variables become: 

�̇� = −𝑣1 𝑐𝑜𝑠 𝛼, (72) 

�̇� = (𝑣1/𝜌) 𝑠𝑖𝑛 𝛼 + (𝑣2/𝑙), (73) 

�̇� = −(𝑣1/𝜌) 𝑠𝑖𝑛 𝛼. (74) 

The control law statement is established in Theorem 3. 
Theorem 3: Consider the system (72)–(74). Let the control in-

puts 𝑣1 and 𝑣2 be designed as: 

𝑣1 = 𝑘𝑣,1𝜌 𝑐𝑜𝑠 𝛼, (75) 

𝑣2 = 𝑡𝑎𝑛−1( − 𝑙(𝑘𝑣,2𝛼 − 𝑘𝑣,2(𝜑 + 𝛼)
𝑐𝑜𝑠 𝛼 𝑠𝑖𝑛 𝛼)

𝛼
). (76) 

where 𝑘𝑣,1 and 𝑘𝑣,2 are the positive gain constants. Then, the 

origin of navigation variables (𝜌, 𝛼, 𝜑) = (0, 0, 0) is asymptotically 
stable. 

Proof: Substituting (75)–(76) into (72)–( 74) yields: 

�̇� = −𝑘𝑣,1𝜌 𝑐𝑜𝑠2 𝛼, (77) 

�̇� = −𝑘𝑣,2𝛼 − 𝑘𝑣,1(𝜑/𝛼) 𝑐𝑜𝑠 𝛼 𝑠𝑖𝑛 𝛼, (78) 

�̇� = −𝑘𝑣,1 𝑐𝑜𝑠 𝛼 𝑠𝑖𝑛 𝛼. (79) 

Let a Lyapunov function 𝑉𝑛 be chosen as: 

𝑉𝑛 = (1/2)(𝜌2 + 𝛼2 + 𝜑2).  (80) 

Using (77)–(79), the time-derivative of V in (80) becomes: 

�̇�𝑛 = −𝑘𝑣,1𝜌
2 𝑐𝑜𝑠2 𝛼 − 𝑘𝑣,2𝛼

2 ≤ 0. (81) 

By Barbalat’s Lemma, �̇�𝑛 → 0 as t → ∞. This implies that the 

state 𝜌,𝛼 → 0 as t → ∞. Let the set 𝑆nav = {(𝜌, 𝛼, 𝜑): �̇� (𝜌, 𝛼, 

𝜑)= 0}. It can be seen from (78) that  𝛼(𝑡) ≡  0 implies �̇�(𝑡) ≡
 0 and leads to 𝜙(𝑡) ≡  0. Thus, there is no solution that can 

stay identically in 𝑆nav, except the solutions 𝜌, 𝛼, 𝜑 = 0. Based on 

the LaSalle’s Theorem, the origin (𝜌, 𝛼, 𝜑) = (0, 0, 0) is the larg-

est invariant set and, thus, the origin is asymptotically stable.  □ 

5. SIMULATION RESULTS AND DISCUSSIONS 

Here, the trajectories calculated by the three control laws, that 
is, time varying control, sigma-transformed discontinuous control, 
and navigation-variables-based control, for a forklift driven from an 

initial configuration (−3, 3, 0) to a goal configuration (0, 0, 0) are 
evaluated. The configuration of the vehicle is represented by (x, y, 
θ) (where the unit of x and y is meter and that of θ is radian). It is 
assumed that the linear velocity and the steering angle can follow 
their control commands. Small disturbances that are assumed to 
be the imperfect tracking control in the dynamic model and the 
slippage in high-speed movement are included in the simulation. 

The motion of the forklift using the time-varying-based control 
law (47)–(48) is shown in Fig. 3 and its trajectories (x, y, θ) are in 

Fig. 4. The gains are set to 𝑘𝑣, 1 = 3 s−1 and 𝑘𝑣, 2 = 1 s−1. The 

driving velocity 𝑣d and steering angle 𝛿𝑑 are shown in Fig. 5. It is 
shown in Figs. 3–5 that the time-varying control produces oscillat-
ing movements. The convergence rate of the configuration from 
the initial to the goal is very slow. In this simulation, the goal con-
figuration was reached in 20 s. 
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Fig. 2. The navigation variables (𝜌, 𝛼, 𝜑) 

 
The motion of the forklift using the discontinuous control law 

(62)–(63) with the gains 𝑘𝑣, 1 = 1 s−1 and 𝑘𝑣, 2 = −4 s−1, 𝑘𝑣, 3 = 3 

(the eigenvalues are all set to −1) that moves to the goal configu-
ration is shown in Fig. 6. The configuration motion is depicted in 
Fig. 7. The driving velocity vd and steering angle δd are depicted in 
Fig. 8. It is observed that the sigma-transformed discontinuous 
control produces a natural and no oscillations motion. The con-
vergence rate of the configuration from the initial to the goal is 
also faster than that of the time-varying control law. 

In the sigma-transformed discontinuous control, the control 
signals are discontinues for all points along x = 0. Therefore, the 
forklift is restricted to achieve the line x = 0 since the control sig-
nals are not defined at that line. However, the forklift may ap-
proach the goal point (x, y) = (0, 0). The problem in the implemen-
tation of discontinuous control, the uncertainties from the sensors 
or actuators may lead the forklift to the situation where any point 
along x = 0 is achieved by the forklift. Then, at this point, the 
control signals may not be determined since the sigma transfor-
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mation of (56) is not defined. Moreover, the control signals may be 
blown up when the vehicle achieve the points where x is very 

close to zero. This can be seen from the transformation of 𝜒2
″ in 

(56) the control law 𝑣2
″ in (64). 

The trajectories of the system calculated using the navigation-
variables-based control (74)–(75) are investigated. The gains are 

set to 𝑘𝑣,1 = 1 s−1 and 𝑘𝑣,2= 5 s−1. The motion of the forklift, the 

configuration, and the control inputs (driving velocity vd and steer-

ing angle 𝛿𝑑) are depicted in Figs. 9–11, respectively. As in the 
sigma-transformed discontinuous control law, the trajectories 
generated by the navigation-variables-based control renders 
a natural and no oscillation motion. The goal configuration was 
achieved in 6 s. 

The difference between the discontinuous control and the nav-
igation-based control lies on the discontinuous points. The discon-
tinuous points of the sigma-transformed discontinuous control are 
on all points along x = 0, whereas the discontinuous point of the 
navigation-variables-based control is on one point that is ρ = 0. In 
the navigation-variables-based control, the forklift may asymptoti-

cally converge to the goal point ρ = 0, and accordingly (�̃�, �̃�)  = (0, 

0). The gains of 𝑘𝑣,1 and 𝑘𝑣,2  can be adjusted so that the forklift 

approaching forward, or in other words, the angles α and ϕ have 

already been zero. A switch control at the linear velocity v = 0 can 
be applied at ρ = 0, so that the forklift has arrived at the desired 
configuration and the movement is already completed. 
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Fig. 3. Motion of the forklift using time-varying control law (48)–(49) 
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Fig. 4. Configuration motions (𝑥, 𝑦, 𝜃) using time-varying  

            control law (48)–(49) 
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Fig. 5. Linear velocity 𝑣 and steering angle 𝛿 through time-varying  

            control law (48)–(49) 
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Fig. 6. Motion of the forklift using sigma transformed discontinuous  
            control law (63)–(64) 
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Fig. 7. Configuration motions (𝑥, 𝑦, 𝜃) using sigma transformed  

            discontinuous control law (63)–(64) 
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Fig. 8. Linear velocity 𝑣 and steering angle 𝛿 through sigma transformed     

            discontinuous control law (63)–(64) 
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Fig. 9. Motion of the forklift using the navigation-variable-based control  
           law (75)–(76) 

0 1 2 3 4 5 6
-3

-2

-1

0

1

2

3

time [s]

[m
] 

o
r 

[r
ad

]

x [m]

y [m]

θ [rad]

 

Fig. 10. The trajectories of (x, y, θ) using the navigation-variable-based  
             control law (75)–(76) 
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Fig. 11. Linear velocity v and steering angle δ through  
             navigation-variable-based control law (75)–(76) 

One problem may occurs when the forklift uses the naviga-
tion-variables-based control and starts from the initial point ρ = 0 

or (�̃�, �̃�) = (0, 0) but the orientation error �̃� ≠ 0. At this point, the 
navigation-variables-based control is not defined since (73) and 
(74) are no longer held. To cope with the problem, a check point 

where ρ ≠ 0 should firstly be appointed, and the forklift shall be 
driven away from ρ = 0. Then, the initial position changes to the 

check point where ρ ≠ 0.  

Tab. 1. Comparison of stabilization control of the chained-form,  
            sigma-transformed, and the navigation-based controls 

Category 

Control algorithms 

Chained form 
time-varying 

control  
(48)–(49) 

Sigma-
transformed 

discontinuous 
control (63)–(64) 

Navigation-
variables-based 
discontinuous 

control (75)–(76) 

Motion Oscillation No Oscillation No Oscillation 

Convergence Slow Fast Fast 

Control 
signals 

Oscillation Oscillation No Oscillation 

Discontinuity 
No Disconti-

nuity 
Discontinue at 

x = 0 

Discontinue  
at (x, y) = (0, 0) 

or ρ = 0. 

Moreover, unlike with the sigma-transformed discontinuous 
control in which the control signals can blow up when the states of 
the forklift are close to the discontinuous point, the navigation-
variables-based control is bounded. This boundedness of the 
control signals is due to the function of 𝑡𝑎𝑛−1  in (76), which 

makes the control signal 𝑣2 bounded, 𝑣2(𝜌, 𝜑, 𝛼) ∈
(−𝜋/2, 𝜋/2) for any argument of 𝜌 ∈ [0,∞), 𝜑, 𝛼 ∈ [−𝜋, 𝜋). 

The comparison results of the three control methods that are 
the chained form time varying, the sigma transformed discontinu-
ous control, and the navigation-variables-based discontinuous 
controls are summarized in Tab. 1.  

6. CONCLUSION 

In this paper, the equations of motion of a forklift consisting 
of kinematic and dynamic equations were derived. The control 
design of a forklift vehicle was divided into two stages: The kine-
matic-based control generated the desired linear velocity and 
steering angle, then the PD control algorithm was used to track 
the control commands. Three configuration control algorithms that 
are time-varying, sigma-transformed discontinuous, and naviga-
tion-variables-based controls for the forklift were investigated by 
assuming that the control commands can be tracked perfectly. 
The time-varying control provided the global asymptotical conver-
gence from an initial to a goal configuration, however, the vehicle 
exhibited oscillation motion and the convergence rate was ex-
tremely slow. On the other hand, the sigma-transformed discon-
tinuous control and navigation-variables-based control provided a 
fast and smooth motion. The sigma-transformed discontinuous 
control had discontinuity at all points along x = 0. Using this meth-
od, the control signals can blow up if the vehicle reaches or is 
close to x = 0. The navigation-variables-based control used navi-
gation variables were not defined at the goal point ρ = 0. Howev-
er, the control signals do not blow up because of the use of the 
function tan−1. Problems of discontinuity of the navigation-
variable-based control at the goal point can be solved by driving 

the forklift to a check point where  ρ ≠ 0, away from the goal 
point, and after the forklift achieves that point, the navigation-
variable-based control can be implemented and the convergence 
of the configuration of the forklift is assured. 

This conclusion expects that engineers who apply a stabiliza-
tion control algorithm on a forklift vehicle should consider whether 
the motion resulted from the stabilization controls is suitable with 
an application, for instance parking of a car, docking of a forklift, 
or others. They should be aware of the calculated control signal, 
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especially in the discontinuous control, whether the control signals 
may be blown up if the feedback signals come close to the discon-
tinuous point of the controller or not. They should also notice a 
condition where the designed controller cannot stabilize the con-
cerned vehicle, and a solution that can handle the problem. 
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Abstract: Disc brakes in passenger cars are extremely important due to safety concerns. Their operational quality largely rests on the 
conditions of contact between the working elements, which mainly consists offlat and dry sliding. The tribological phenomena thatoccur 
during braking are, unfortunately, extremely complex and difficult to recreate in laboratory settings. Many scientific institutes conduct  
research to improve our understanding of these phenomena. The results they present make it possible to continuously simplify  
the procedures for selecting friction materials and reducing the costs of identifying the properties of new products. This article analyses  
the methods commonly used by researchers. It also presents different set-ups of research stations, as well as the advantages  
and drawbacks of each method. 

Key words: Ball-cratering, pin-on-disc, inertia dynamometer, FE method, brakes 

1. INTRODUCTION 

The brakes are the most important components of any vehicle 
as they are responsible for reducing its speed or stopping it com-
pletely. This is particularly important in hazardous situations in 
which the proper action of the braking system may save the health 
and lives of many road users. The issue is deepened by a con-
tinuing tendency to increase the power and torque generated by 
contemporary automobile engines, which directly corresponds to 
higher commuting speeds (Szpica, 2015a). This motivates many 
researchers to conduct studies aimed at improving our under-
standing of the complicated phenomena, which occur during 
braking.  

Automobiles today primarily use disc brakes. The friction pair 
in this solution comprises in the brake disc and brake pads  
(Fig. 1). 

 
Fig. 1. Disc brake friction pair: 1 – brakepads  
            2 – correspondingbrake disc 

During braking, as the pad is pressed against the disc, friction 
occurs, which transforms kinetic energy into heat. Part of the heat 
initiates chemical reactions, which may transform or degrade 
some of the components of the brake pad (such as resin) 
(Česnavičius et al., 2016; Kilikevičius et al., 2016). Most of the 

remaining energy, in the form of heat, is then released into the 
atmosphere (Blau and McLaughilin, 2003; Borawski, 2016). 
A wide range of research, mainly simulations, is being conducted 
in order to determine the amount of energy involved in the pro-
cess, as well as its displacement among different parts of the 
system (Adamowicz, 2016; Yevtushenko and Grześ, 2015b). This 
is mainly because the design of the braking system makes direct 
measurements considerably difficult.  

The process of braking is largely affected by the tribological 
properties of discs and pads. The former are commonly made 
from grey cast iron, as it is characterised by good thermal conduc-
tivity and anti-vibration capacity (Maluf et al., 2007). Newest disc 
solutions, especially in sports cars, utilise composite materials 
based on ceramics (Schmidt et al., 1999). Matters are different for 
brake pads. Their structure is far more complicated. Brake pad 
makers use approximately 2000 different materials (Blau, 2001), 
which have various effects on the final product. An average brake 
pad is made from 10 to 20 different substances. Selecting the 
right composition for the brake pad and predicting its impact on 
the final products is a difficult task. It requires prototypes and 
tremendous amounts of research and abundant experience 
(Nagesh et al., 2014). The decision must also take into account 
the intended use of the brake pad, and their operating conditions. 
The final properties of the brake pad are also shaped by produc-
tion technology, which is usually the best kept trade secret of 
every manufacturer. Effective production technology may improve 
the tribological properties of the brake pad by 100% (Nicholson, 
1995; Patel and Jain, 2014). 

2. CLASSIFICATION OF RESEARCH METHODS 

Contemporary technological advancement makes it possible 
to use various research techniques in many different ways pro-
ducing more or less accurate results (Walliman, 2010). Also, 
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every method consumes certain costs and time necessary to 
conduct the tests (Dundulis et al., 2012; Mieczkowski, 2019). In 
terms of passenger cars and their parts and components, based 
on the above mentioned criteria, the main types of research con-
sist of(Axén et al., 2001; Sikder, 2014): 

 road tests – thetest involves a vehicle in its entirety (which is 
why the test is expensive, time-consuming, and difficult to per-
form) moving in a natural setting, producing the best quality 
results; 

 bench tests – slightly less expensive, but also involving a 
complete vehicle. The research conditions are set artificially 
by, for example, regulating temperature, humidity, or air flow; 

 complete component tests – the test involves a single compo-
nent of the car in a controller, repeatable setting (such engine 
tests in a dynamometer); 

 parts tests – focusing on selected properties of individual 
parts, such as the brake disc or pad; 

 model tests – a process aimed at fast and inexpensive re-
search, for example, for comparative purposes; model tests 
are used when there is no possibility of testing a complete 

part, or when the research is restricted by cost or time limita-
tions, or requires a fully controllable test setting. 
The friction elements in brakes are susceptible to different 

types of wear. The most common type of wear is abrasion, the 
deterioration of the surface layer of friction elements moving 
against each other (Varinauskas et al., 2013). The loss of the 
pad’s material is caused by separation of particles due to scratch-
ing, micro grinding, and the formation of grooves (Zmitrowicz, 
2006). This type of wear is the main focus of this work. The most 
important criterion for categorising the research methods used in 
determining the abrasive wear parameters is the macrogeometry 
of the contact between the sample and the counter-sample. This 
is an important design feature in equipment used in measuring the 
coefficient of friction and wear rate.The following solutions are 
most common (Bhushan, 2002; Hoehn et al., 2008; Hussein, 
2015):  
a) point contact (ball-disc, Fig. 2a), used in ball-cratering  
b) line contact (cylinder-disc, Fig. 2b), used in pin-on-disc,  
c) surface contact (surface to surface, Fig. 2c), used in inertia 

testbeds. 

a) b) c) 

 
 

 

Fig. 2. Commonly used macrogeometric friction pair contact sites: a– point contact, b– line contact, c– surface contact,  
            1– stationary element, 2– moving element

 
Finding the appropriate test method is difficult. Each method 

presented above makes it possible to measure the force of friction 
(or the coefficient of friction) and the wear rate. Different types 
of contact, however, produce significantly varying results, which 
are also far from reality (Adachi and Hutchings, 2003 and 2005). 
The issue is partially solved by standardising the test samples and 
conditions (Dumbleton, 1981). Still, a decent knowledge of tribo-
meters is necessary to select the most appropriate measuring 
system. It is also necessary to fully analyse the actual process 
to be recreated in the test station. This allows for a proper repre-
sentation of the necessary real-life conditions, as only then does 
test make sense (Stachowiak et al., 2004).  

The main aim of the article is review and comparison of fric-
tion materials’ test methods. 

3. RESEARCH METHODS AND THEIR MAIN FEATURES 

Ball-cratering is a test thatthe friction pair consists of in a cy-
lindrical sample (1” in diameter, 10 mm high) and ball (also 1” 
diameter) (Osuch-Słomka, 2012). The method was designed to 
study micro-wear of ceramic coatings, but as the conducted re-
search demonstrates – it may be successfully applied to other 
industries for testing metals and non-metals (Priyana and Hari-
haran, 2014; Mergler and Huis‘t Veld, 2003; Bello and Wood, 
2005). This is made possible by the numerous advantages of this 

method, including a decent result reproducibility and short time of 
individual tests. Depending on the researchers’ requirements, it is 
possible to run the test with a lubricating or cooling agent, or any 
other liquid occurring in natural conditions (Cozza, 2014). 

Many companies manufacture work stations for ball-cratering, 
with all sharing certain elements. Fig. 3 presents a diagram 
of a ball-cratering station, a T-20 model made in Poland. This 
equipment places the sample (1) in the holder of a vertical arm on 
a rotating lever and its weight is equated by a counterweight (7) 
placed on the other side of the horizontal lever arm. The other 
side of the lever has a scale for placing the load (5) in order to 
press the sample against the counter-sample. The lengths of the 
arms of the rotating levers are equal, meaning that the downforce 
is equal to the set pressure of weights on the scale. The counter-
sample is mounted on a shaft of an electrical motor (8) (with 
regulated speed). The strain gauge (4) located above the sample 
holder makes it possible to monitor the force of friction directly 
during the test. 

The rotating ball grinds against the sample. Its vertical position 
allows the removed material to drop freely, preventing it from 
interfering with the test (Cozza et al., 2009). The friction creates a 
crater, which is measured in two dimensions to determine a mean 
diameter, and then to determine the abrasive wear rate coefficient 
(Kc) using the Archard equation (Osuch-Słomka, 2011) (Fig. 4 
presents examples of craters and methods for measuring the 
diameter). The station measures friction in real-time, making it 
possible to easily calculate the coefficient of friction for the pair. 
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Fig. 3. T-20 test station diagram: 1 – sample, 2 – counter-sample (ball), 3 – displacement sensor, 4 – strain gauge for measuring friction,  
            5 – weights, 6 – computer, 7 – counterweight, 8 – electrical motor, 9 – rotary arm, 10 – base 

 
 
a) b) c) 

  

 
Fig. 4. Craters formed during tests on: a– brake disc,  
             b– brake pad, c– diameter measurement method  

 
Unfortunately, the structure of a brake pad and the actual na-

ture of the contact between the pad and the disc (Eriksson et al., 
2002; Bouchetara and Belhocine, 2014) make the ball-cratering 
test not the best-suited method in the discussed example. Point 
contact produces the risk of studying not the tribological properties 
of a complete brake pad, but rather focusing on the properties of 
one of the pad’s many components. That is why every test could 

yield different results. Some researchers suggest applying unusu-
al methods, such as using rubber balls (counter sample) and 
pressing the two test samples against the ball (Fildes et al., 2012) 
or submerging the friction pair in an abrasive slurry (Shipway and 
Hogg, 2007). Although it was demonstrated that these methods 
improve the reproducibility of results, this type of tests do not 
reflect the actual operating conditions of the braking pair and have 
no application in their research. The crux in obtaining quality test 
results may lie in planning the experiment properly. This, unfortu-
nately, is very time consuming (Szpica, 2016, 2018, Mieczkowski, 
2017). Although many experiment planning methods have been 
developed, the one most frequently used for these types of meas-
urements is the Taguchi method for process optimisation (Gee et 
al., 2003; Osuch-Słomka et al., 2013). This method makes it 
possible to determine the boundary conditions for a specific ex-
periment, that is, the load, speed, and friction distance. The op-
eration, coupled with an appropriately high number of samples, 
produces correct results corresponding to actual conditions.  

Tab. 1. Main advantagesand disadvantages of Ball-cratering 

Advantages  good reproducibility of results 

 short time of individual experiments 

 tests can be performed in the presence of, for example, lubricating agents 

 low costs of experiments 

Disadvantages  necessity of using additional equipment to measure the craters 

 complicated experiment planning process 

 point contact between the friction pair, which in the case of brake pads requires the performance  
of numerous tests 

 the type of contact does not reflect the actual operating conditions of brakes 

 no possibility of observing the complex mechanisms of braking 

  
Pin-on-disc is a test that studies friction and wear in sliding 

conditions. It is used for recreating the linear contact macrogeom-
etry of the sample and counter-sample. The method may be 
applied in tests on dry fiction and with the use of lubricants (Kaleli, 
2016; Nuraliza et al., 2016). With the use of an environmental 
chamber, the experiments can be conducted in the presence of 
various gasses or changing humidity (Tamboli and Sheth, 2008). 
The pin-on-disc method makes it possible to determine the aver-
age coefficient of friction between a friction pair, and evaluating 
the wear rate of the friction surfaces. The first parameter is meas-

ured directly during the experiment as a function of time or num-
ber of disc rotations, while the second parameter is determined on 
the basis of the change (loss) of weight of the sample. The neces-
sary data is obtained by weighing the sample before and after the 
test. Of course, the sample has to be carefully cleaned before 
weighing using products like acetone or washing benzene. Other-
wise the results may be seriously flawed (Li et al., 2016; ASTM 
G99-17, 2017; Ramesh et al., 2015; Nair et al., 2009).  

In most stations, the disc revolves on a vertical surface  
(Fig.5a), although there are instruments in which the disc is 
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placed vertically (Kucera and Prsan, 2008) (Fig. 5b).  Due to 
similarities to a disc brake, the stations with a vertical rotation axis 
are well suited for testing brake discs and pads. As with ball-
cratering, placing disc horizontally makes the pin slide on loose 
sample fragments torn away during the experiment. That is why, 
the same material may yield different end results in several exper-
iments (Trzos, 2010). Despite all this, this setting of the pin-on-
disc method is frequently used in testing samples of brake pads 
(Surojo et al., 2015; Gopal et al., 1994; Elakhame et al., 2017; 
Sugözü and Dağhan, 2016; Nosko et al., 2017). 

a) b) 

 
Fig. 5. Different pin and disc settings: a– vertical disc rotation axis,  

b– horizontal disc rotation axis, 1– pin, 2– disc, 3– sign of wear, 
4– fragments loosened during abrasive wear, 5– disc rotation axis 

a) b) c) 

 
Fig. 6. Friction pair operation in the pin-on-disc method: a– positive pin 

pitch resulting in grinding, b– negative pin pitch resulting in sliding 
against the sample surface, c– correct contact, 1– stationary pin, 
2– spinning disc 

It is essential to position the pin correctly against the disc (at a 
right angle - Fig. 6c). Even slight variation may interfere with the 
experiment, as it is easy to grind the surface of the sample (Fig. 
6a), or slide against it (fig. 6b) (Blau, 2014; Pauschitz et al., 2005). 
The problem may be avoided by preparing the pin properly. One 
way to do it is to set up the station and initially cover the contact 
surface with sanding paper. The disc then rotates until the contact 
surface with the pin is evened out. Any possible irregularities 
become levelled, providing correct contact between the friction 

pair (Uyyuru et al., 2007). Another solution is to use pins without a 
flat tip, such as ball-ended pins, or using balls instead of pins 
(using the ball-on-disc method) (Li et al., 2013). These methods 
differ greatly from the real-life contact between disc and pad, and 
therefore, are not recommended for testing the working elements 
of braking systems. 

 
Fig. 7. Pin-on-disc test station diagram: 1 – stationary pin, 2 – spinning 

disc, 3 – strain gauge for measuring friction, 4 – rpm sensor,  
5 – load, 6 – computer, 7 – counterweight, 8 – electrical motor,  
9 – rotary arm, 10 – body 

Figure 7 presents a diagram of a T-11 pin-on-disc test station 
made in Poland. The stations may differ slightly among manufac-
turers, general operating principle remains the same. The pin (1) 
is placed on a lever (9) preventing it from moving. The lever is 
fastened to the body of the station, but may rotate (10). The body 
holds an electrical motor (8), which uses a gear to spin the shaft 
with an rpm sensor (4). The second element of the friction pair, 
the disc (2), is attached to the shaft. Due to friction, the lever (9) 
tilts and deforms the strain gauge (3), which registers the friction. 
Some stations have the strain gage installed directly on the rotary 
arm (9). Appropriate downforce is provided by weights (5) placed 
directly above the pin. Rotation speed is regulated manually 
or using the computer (6), which also records the experiment. If 
necessary, the station can be furnished with an infrared sensor 
(e.g., thermo-vision camera (Zdravecká et al., 2013; Rowe et al, 
2013) or a thermocouple with a probe located in the pin (Dwivedi, 
2002) for temperature monitoring. 

Tab. 2. Main advantages and disadvantages of pin-on-disc 

Advantages  contact geometry of friction pair close to the actual cooperation between brake disc and pad 

 tests can be carried out in the presence of, for example, lubricating agents 

 low cost 

 short time of experiment 

Disadvantages  additional equipment required for measuring loss of mass 

 in the case of horizontal rotation axis, the fragmented material remains on the friction surface, impairing test results 

 the pin must be placed very carefully against the disc 

 no possibility of observing the complex mechanisms of braking 
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Inertia dynamometry used for testing the working components 
of braking systems, the discs and pads. Thanks to their special 
designs, a complete disc and two pads can be installed in the 
station (in a factory made calliper, from a specific car model). This 
is a test method allowing macrogeometry tests in surface-to-
surface settings (Hagino et al., 2016). Thanks to the measure-
ments made in a setting closely resembling real (road) conditions, 
this is the best method presented so far, as it allows obtaining real 
results (Telang et al., 2016), and is cheaper and less time-
consuming than road tests with an entire vehicle (Sarkar and 
Hirani, 2015). That is why this method is commonly used in the 

development of new friction materials for brake systems (Tsang et 
al., 1985). Extensive procedures were developed to determine the 
course and boundary conditions of experiments in order to stand-
ardise testing. Unfortunately, they only take into account emer-
gency situations and do not reflect the every-day of a brake sys-
tem (Min-Soo, 2011; Grochowicz et al., 2014; Czaban and Szpica, 
2013). Recreating the changing conditions of braking is also an 
issue. There have been attempts at using sufficiently powerful 
motors with adjustable speed, but this brought about the problem 
with measurement accuracy (Wu et al., 2009).   
 

 
Fig. 8. Diagram of an inertia dynamometry station: 1– brake pads, 2– brake disc, 3– hydraulic piston, 4– torque and speed monitor, 5– pressure sensor,  
           6 – computer, 7 – brake calliper, 8 – cardan joint, 9 – rotational mass, 10 – electric motor, 11 – base 

Figure 8 presents a diagram of a typical test station. Here, the 
disc (2) is attached to the hub. Rotation is provided via the electric 
motor (10), which also propels the rotational mass (9). Depending 
on the manufacturer and intended use, the station may be 
equipped with one or more rotational masses. These serve as 
energy accumulators stimulating the inertia of a vehicle during 
braking. Depending on the properties of the simulated vehicle, the 
mass is adjusted by adding or removing weights (Min-Soo et al., 
2010). The speed can also be adjusted in order to simulate differ-
ent braking scenarios. When the desired speed is reached, the 
motor is disconnected and the measurement begins. Braking is 
provided by the calliper (7) to which the brake pads are attached 
(1). The calliper is powered by a hydraulic pump (3). Pressure is 
monitored throughout the experiment (5), which can be used for 

calculating the normal force in the friction pair. The braking torque 
is measured by the torque sensor (4) located on the shaft con-
necting the disc hub and rotational mass. Everything is controlled 
by a computer (6), which also records the course of the experi-
ment. Similar to the pin-on-disc method, the station can be fur-
nished with temperature measuring sensors. Usually,thisfunction 
is performed usinga thermal camera, sometimes – using a ther-
mocouple (Balotin and Neis, 2010). Sometimes inertia stations are 
used to study the chemical compounds released to the environ-
ment during brake pad wear. Clearly, this type of testing requires 
additional instruments such as a sealed body, fan forcing air 
movement, and set of filters for air exhausted from the test station 
during the experiment (Matejka et al., 2017). 

Tab. 3. Main advantages and disadvantages of inertia dynamometers 

Advantages  thanks to the possibility of testing complete sets of discs and pads, this method best reflects the real conditions  
of braking 

 allows (to a degree) testing of complex processes recreating the braking process, such as change of contact pres-
sure throughout the experiment 

Disadvantages  the method is standardised, accounting for only extreme situations 

 recreating complicated, changing conditions of braking is problematic 

 significant cost purchasing or building the test station, resulting in high total cost of research in comparison to the 
methods described above 

 lack of linear regulation of rotational mass – the mass is increased by adding weights with a specified mass, there-
fore, the change is non-gradual 

  
Simulations of braking systems or their components are cur-

rently a very popular research method. Their popularity stems 
from low costs in comparison to the other tests, as the only re-
quirement is a computer with some specific software. Unfortunate-
ly, while the other methods do not require precise knowledge of 
phenomena occurring in the studied process, in simulations, this 

is a necessity(Mieczkowski et al., 2007; Szpica, 2015b). Without 
detailed knowledge of the phenomena and their relationships, all 
described mathematically, and without abundant material data 
(such as density, thermal conductivity, heat capacity, etc.), it is 
impossible to conduct a simulation, and even the smallest error 
may flaw the end results (Borawski, 2018; Yevtushenko, 2014).  It 
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is also difficult to simulate the workmanship imperfections or the 
heterogeneous structure of the brake pad material, resulting from 
sintering. Still, many researchers conduct simulations not only for 
brake discs and pads, but also in terms of other brake compo-
nents such as valves (Kamiński and Kulikowski, 2017), hoses 
(Kaminski, 2017), pumps (Geromel, 2014), and complete braking 
systems (Khot and Borah, 2015), or even entire engines (Puławski 
and Szpica, 2015).  

An interesting alternative to simulations is constructing math-
ematical models and using them to simulate the test stations 
described above. These models are most commonly used for the 
pin-on-disc method. One of the biggest advantage of such an 
approach is the possibility of verifying the results obtained in the 
model against a real working station. Authors of such models 
claim that upon a successful verification, the model can complete-
ly replace experiments conducted on the test station, which signif-
icantly reduces the time of research and lowers the cost to a 
minimum. Additionally, such models provide the possibility of 
examining values, which are either difficult or impossible to meas-
ure on a real test station, such as pressure distribution on the 
contact surface between the friction pair (Chmiel, 2008; Perez et 
al., 2011; Yan et al., 2002; Abdullah and Schlattmann, 2016). This 
methodology can be used successfully in the development of new 
brake pad compositions. 

There is a large group of researchers analysing temperature 
distribution in the working elements of brakes using FEM. This 
type of research is important because conventional measure-

ments are extremely difficult or quite impossible in some cases 
(e.g., in the friction pair). Using a computer, researchers are able 
to determine exactly how the temperature is distributed both in the 
disc and in the brake pad (Adamowicz, 2017; Grzes, 2017; Talati 
and Jalalifar, 2009), and they can also change the starting condi-
tions of the test, such as the car’s speed during braking, or the 
clamping force between the friction surfaces (Yevtushenko et al., 
2017; Yevtushenko and Grześ, 2015a; Yevtushenko and Grześ, 
2016). Unfortunately, due to the reasons described earlier, the 
results of simulations are difficult to verify experimentally. Some 
researchers tried using thermal cameras, yet the specificity of the 
disc surface may yield some measurement disturbances (Richard, 
2004). 

Computer software using FEM make it possible to evaluate 
the tension both on the surface of the studied pair, as well as 
underneath. Since this tension is generated by expanding materi-
als, the obtained results are in a way an expansion on simulation 
thermal tests (Dakhil et al., 2014; Belhocine and Bouchetara, 
2014). It is also possible to measure the distribution of pressure 
along the contact surface of the friction pair, or the abrasive wear 
rate of a brake pad. These models, however, require expanding 
the virtual environment with pistons, and even full callipers in 
some cases, and involve certain simplifications, like assuming that 
the disc is a rigid structure thatdoes not wear (Abubakar et al., 
2006; Rashid and Strömberg, 2013; Abebaw, 2015; Söderberg 
and Andersson, 2009). 

Tab. 4. Main advantages and disadvantages of simulations 

Advantages  lowest cost of all of the research methods presented here 

 no specialist instruments required 

 full control over test conditions (such as ambient temperature, pressure, friction pair sliding speed) 

 extensive universality making it possible to test practically any element and any phenomenon, provided that it be 
described mathematically 

Disadvantages  requires knowledge of advanced mathematics, thermodynamics, physics, and chemistry 

 necessary simplifications deteriorate the reflection of reality 

 in some cases, lack of result verification, as the tested parameter is unmeasurable or difficult to measure 

 
4. SAMPLE RESEARCH RESULTS 

In order to check how the methods described above work in 
the friction material testing process, ball-cratering, pin-on-disc and 
computer simulation tests were performed. As a test object, brand 
new brake pads of a popular passenger car were used. Samples 
of various sizes were cut from the pads to fit into the laboratory 
stands. Grey cast iron was used as a counter-sample. The labora-
tory tests were carried out at air humidity of35% and ambient 
temperature of 21°C. These parameters were measured using a 
MT886 hygrometer and a type K thermocouple connected to a 
Velleman DEM106 sensor. 
Ball-cratering:As already mentioned, in this method, it is im-
portant to properly plan the experiment. For this purpose, the 
method described in previous publications was used (Borawski, 
2016; Borawski and Tarasiuk, 2018). The input parameters of the 
experiment thus determined are: load: 0.6N, distance: 150 m, 
speed of rotation: 150 rpm; therefore, total time of the experiment 
was 752s. The recording of the friction force value (Ft) carried out 
during the experiment (Fig. 9) allowed the determination of the 

friction coefficient, which equals 0.41. 
In addition, measuring the size of craters allowed the calcula-

tion of the coefficient of abrasive wear rate from the Archard's 
equation: 

𝐾𝑐 = 𝜋
𝑏4

64𝑅𝑆𝑄
                                                                              (1) 

where b is the arithmetic mean of the measurements of the crater 
diameter in the direction of sphere rotation and in the perpendicu-
lar direction, R- radius of the counter-sample, S- friction distance, 
Q- load. In the considered method, the Kc coefficient value is 
4.138·10-13 mNm-3. 
Pin-on-disc: In this study, a T-11 stand was used. The parame-
ters for the experiment were as follows: velocity v = 1 m/s, path S 
= 1000 m, touch diameter d=18 mm, and load Q = 5 kg; so, the 
total time of the experiment was 1000 s. The parameter recorded 
during the tests, as in the previous experiment, was the value of 
friction force (Fig. 10). It was used to calculate the coefficient of 
friction of cooperating materials. The calculation result revealed a 
friction coefficient of 0.38. 
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Fig. 9. Example time profile of the friction force obtained during ball-cratering test 

 
Fig. 10. Example time profile of the friction force obtained during pin-on-disc test 

In addition, the sample was weighed before and immediately 
after testing. Before that it was thoroughly cleaned. The weight 
loss was 0.69896 g, while the volume loss was 2.4525·10-5 m3. 
These quantities allowed to determine the coefficient of abrasive 
wear rate. The Archard's equation was used to calculate the 
Kcvalue, but in a slightly different form: 

𝐾𝑐 =
𝑆∙𝑄∙𝑔

𝑉
   (2) 

where: V - volume of wear material [m3], g - gravitational accelera-
tion. The obtained result is Kc=3.917·10-13 mNm-3. 
Simulation tests: In the simulation, the previously developed 
mathematical model was used (Borawski, 2018a; Borawski 
2018b). It was assumed that a vehicle with a mass of 1500 kg 
(with tires 205/55/R16) will be braked from an initial speed of 90 
km/h. The result of braking is a complete stop of the vehicle. It 
was also assumed that the tire coefficient of friction to the road is 
1.0, which gives a constant delay of 9.81 m/s2. The coefficient of 
friction of the pad against the disc was assumed averaged from 
the values obtained in the tests described above, i.e. 0.395. The 
ambient air temperature was set to be 27°C. In addition to the 
above, the following assumptions were made: 

 invariability of friction coefficients, 

 constant and equal contact pressure for both pads, 

 homogeneity of the pad material and contact with the entire 
surface, 

 constant braking delay, 

 no influence of external factors (e.g., road unevenness, air 
resistance). 
The properties of friction materials necessary to perform the 

simulation were experimentally determined and summarized in 
Tab. 5. 

Simulation tests were carried out using FEM. The model with 
the mesh (which consisted of about 6,200 elements, mostly of 

triangular shape, which gave nearly 32,000 degrees of freedom) 
is shown in Fig. 11. 

The results of the tests were the temperature profiles of the 
disc and the pads. Temperature was gauged attwo points: in the 
geometrical centre of the braking pad at 0.2 mm from its surface 
(Fig. 12) and at 0.2 mm from the surface of the disc at the oppo-
site side, after turning it by 180 ° (Fig.13). 

Tab. 5. Material properties of the sample and counter sample. 

 Sample 
Counter sam-

ple 

Thermal 
conductivity 

150 
[W/(m*K)] 

47 [W/(m*K)] 

Density 2860 [kg/m3] 7870 [kg/m3] 

Heat capac-
ity at con-
stant pres-

sure 

1050 
[J/(kg*K)] 

498 [J/(kg*K)] 

 
Fig. 11. A simplified model of the disc and pads with the mesh applied 

In addition, the research showed that during braking under the 
conditions assumed above 73801 W of thermal energy will be 
produced. 
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Fig.12. Brake pad temperature 

 
Fig.13. Brake disc temperature 

Analysing the obtained results, the statement can be risked 
that with proper planning, ball-cratering and pin-on-disc methods 
can be used interchangeably. Simulation tests in turn can be 
treated as their development, allowing to examine parameters that 
are very difficult or impossible to measure. 

5. CONCLUSIONS 

The process of vehicle braking is very complex. The high 
temperatures thataccompany it may lead to various tribochemical 
reactions, including oxidation of metallic components (Polajnar et 
al., 2017), formation of new alloys (Matejka Et al., 2011), or even 
thermal degradation of the brake pad binder. Damaged resin (the 
most common brake pad binder) causes the contact layer of the 
brake pad to become brittle (Placha et al., 2017; Cai et al., 2015). 
This results in radical changes in the material’s tribological proper-
ties. Unfortunately, these conditions are not easily recreated, 
making laboratory tests or simulations of brake pads troublesome. 
Moreover, in real-life settings, there is always surface contact 
between the friction materials. This is because the contact surface 
undergoes elastic or even plastic deformation, which is not always 
reflected in experimental settings. Development of a research 
method thattakes into account the disturbances occurring in road 
conditions (such as wheel rotation speed change corresponding 
the varying tire rigidity (Kulikowski and Szpica, 2014) and building 
a suitable test station would likely involve costs and difficulties, 
which could not be borne by most institutions. That is why, many 
researchers must compromise and choose a method thattakes 

into account certain simplifications in their experiments, making 
their test results, to a greater or lesser degree, flawed. 
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Abstract: Stroke is the third most common cause of death and the most common cause of long-term disability among adults around 
theworld. Therefore, stroke prediction and diagnosis is a very important issue. Data mining techniques come in handy to help determine 
the correlations between individual patient characterisation data, that is, extract from the medical information system the knowledge  
necessary to predict and treat various diseases. The study analysed the data of patients with stroke using eight known classification  
algorithms (J48 (C4.5), CART, PART, naive Bayes classifier, Random Forest, Supporting Vector Machine and neural networks Multilayer 
Perceptron), which allowed to build an exploration model given with an accuracy of over 88%. The potential features of patients,  
which may be factors that increase the risk of stroke, were also indicated. 

Keywords: data mining, classifier, J48 (C4.5), CART, PART, naive Bayes classifier, Random Forest, Support Vector Machine,  
                    Multilayer Perceptron, haemorrhagic stroke, ischaemic stroke 

1. INTRODUCTION 

According to the American Heart Association and the Ameri-
can Stroke Association, stroke is a sudden, focal, vascular dam-
age to the central nervous system (brain, retina or spinal cord), 
whose condition is to confirm the presence of a stroke in neuroim-
aging or persistence and focal symptoms over 24 hours, while 
excluding other causes of neurological disorders. Within the 
meaning of this definition, the stroke diagnosis also includes 
patients with infarction-related focuses revealed in imaging stud-
ies whose clinical symptoms have resolved in less than 24 hours 
(Sacco et al., 2013). 

Stroke is a sudden life-threatening condition, which requires 
hospitalisation. Stroke is caused by a sudden disturbance of the 
blood supply to the brain. This is the case if a large artery that 
supplies blood to the brain or a small intracerebral artery will 
close, severely narrow or crack and will not supply the blood with 
oxygen and nutrients to a specific area of the brain. The conse-
quence of closing or major narrowing of the arteriole is an is-
chaemic stroke, otherwise known as cerebral infarction. In con-
trast, a haemorrhagic stroke (commonly referred to as ‘stroke’) 
occurs when the artery breaks and the blood spills over a certain 
area of the brain. Ischaemic strokes account for 85% of all 
strokes, whereas haemorrhagic strokes for 15%. Thus, the es-
sence of stroke is acute cerebral insufficiency of various aetiolo-
gies, which causes reduced cerebral perfusion in the course of 
ischaemia or haemorrhage. Even a small ischaemic focal point 
located, for example, in the inner capsule can manifest itself in 
complete paralysis of the mid-body and loss of sensation in it 
(Mazur, 2005). Clinical signs of stroke include paresis or hemiple-
gia, halitic sensory disorder, aphasia speech disorders – the 
inability to say words and understand simple commands, visual 
disturbances – one-eye distraction, visual field disorders, dizzi-

ness and headaches with centrifugal feeling, accompanied by 
nausea, vomiting, balance disorders or double vision. The most 
important risk factors for stroke are hypertension, heart disease, 
diabetes, dyslipidaemia and coagulation disorders (Jacobs 
and Sapers, 2011; Strepikowska and Buciński, 2009; Trochimczyk 
et al., 2017). 

Stroke is a very important medical and social problem. It is the 
main cause of permanent disability and lack of independence 
in the group of adults. It is estimated that 15 million people fall for 
a stroke every year in the world, and about 5 million people die 
(Sacco et al., 2013). This disease is in third place among causes 
of death (after cardiovascular disease and cancer) (Mackay and 
Mensah, 2004). Long-term disability results in serious social and 
economic consequences of patients and their families. Economic 
aspects are related not only to the costs of hospital treatment but, 
above all, also to long-term care, long-term rehabilitation and 
long-term treatment of patients after stroke. Among patients who 
survived the stroke, as much as 60% remain less or less disabled. 
In this group, half of the patients are not dependent or require 
constant care (Mackay and Mensah, 2004). Since stroke is a 
serious threat to life, proper and fast help is very important. The 
earlier a patient with this disease goes to a hospital, the greater 
the chance of survival and the avoidance of severe disability 
(Strepikowska and Buciński, 2009; Trochimczyk et al., 2017). 

Due to the development of data mining techniques, prediction 
and diagnosis of stroke are possible with increasing accuracy. 
Medical information systems have enormous data resources 
on patients, their health status and treatment processes. Howev-
er, this information becomes meaningful only when their correla-
tions with other information can be determined. This is what data 
mining algorithms deal with, which allow finding new, significant 
and correlated information in the data set. They are used espe-
cially to classify diseases, patients as well as for predictive pur-
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poses (Maimon and Rokach, 2010; Yoo et al., 2012; Dardzińska, 
2013; Alaiz-Moreton et al., 2018; Derlatka et al. 2019). 

The aim of this study is to evaluate the effectiveness of se-
lected data mining techniques for predicting the occurrence 
of stroke, as well as to identify those features of the patient that 
have the greatest impact on the occurrence of stroke. It will also 
be analysed how the reduction of attributes describing patients 
affects the accuracy of the classification. 

2. METHODOLOGY 

The study analysed the data of patients affected by stroke. 
The test sample included 215 patients diagnosed with haemor-
rhagic stroke and ischaemic stroke. The characteristics of the test 
sample are presented in Table 1. 

Tab. 1. Characteristic of patients 

 Amount 
Average age 
(min–max) 

Haemorrhagic 
stroke 

Ischaemic 
stroke 

Women 118 
76, 47  

(42–97) 
15 103 

Men 97 
72, 15  

(39–91) 
16 81 

All 215 
74, 53  

(39–97) 
31 184 

Each of the patients is characterised by 34 attributes (includ-
ing age, sex, presence or absence of atrial fibrillation, blood pres-
sure, level of consciousness, laboratory test results, types 
of drugs administered, etc). Part of the patients’ data was incom-
plete. 

Before data processing, the data were cleaned (incorrect val-
ues, incorrect entries, etc) and prepared for processing in the 
WEKA software. Columns and rows with large gaps were re-
moved; data from non-significant assumptions were removed; 
gaps in numerical data were filled and  data were discretised and 
normalised. In addition, the data were divided into two separate 
data sets: a set of training data (learning) to build the model (80%) 
and a set of test data for model evaluation (20%). 

WEKA is software in the field of machine learning and 
knowledge acquisition created in the JAVA programming lan-
guage environment, was used to analyse the data. The WEKA 
program, created at the University of Waikato in New Zealand, is 
a set of algorithms used to carry out data mining tasks, which 
allows, among others, for initial data processing, grouping, classi-
fication, regression, visualisation or the discovery of association 
rules (Witten et al., 2011). 

In this work, classification was made for four models: 

 Model 1: all available variables (34 attributes). 

 Model 2: variables indicated in the literature as risk factors (11 
attributes: hypertension, ischaemic heart disease, previous 
myocardial infarction, carotid artery stenosis, atrial fibrillation, 
diabetes, dyslipidaemia, smoking, alcohol, age and gender). 

 Model 3: variables extracted using attributes selection – chi-
square test (nine attributes: antiplatelet drugs, high-density 
lipoprotein (HDL), calcium (Ca)-blocker, low-density 
lipoprotein (LDL), diuretic, diabetes, ischaemic heart disease, 
total cholesterol and statin). 

 Model 4: new variables – analysis of the principal component 
analysis (PCA) (five new attributes). 

Due to the high accuracy, eight algorithms were used for the 
classification (Han and Kamber, 2006; Witten et al., 2011; Ag-
garwal, 2015; Frank et al., 2016, Chen et al., 2017; Kiranmai and 
Laxmi, 2018; Zdrodowska et al., 2018): 

 J48 (C4.5) is an implementation of the C4.5 decision tree 
algorithm, which builds trees from a training set using entropy 
(information theory). It involves recursively visiting each 
decision-making node and selecting a possible division. To 
select the optimal division of the training set in the algorithm, 
the information gain is calculated. The C4.5 algorithm 
recursively visits each decision node, selecting a possible 
division, until further subdivisions are possible, uses trees that 
do not have to be binary, creates separate branches for each 
value of the qualitative attribute. 

 CART is a very popular data classification method used to 
build decision trees. Its main features are high efficiency, the 
ability to build a tree both based on discrete and continuous 
data, creation of binary nodes (from each node leave at most 
two branches) and division of classes of solutions into 
superclasses (groups of classes). Like most algorithms, CART 
may interrupt its operation based on the interruption criterion. 
This criterion is determined based on the number of incorrect 
classifications and the number of tree leaves. It is this action 
that classifies the algorithm as a regression algorithm, as it 
evaluates and predicts the result besides the classification. 
There are several modifications of the CART algorithm; they 
differ mainly in the way of breaking the tree structure and 
assigning labels to the nodes.  

 PART: the key of the PART algorithm is the construction of 
a partial decision tree, on the basis of which knowledge in the 
form of rules is discovered. The partial tree is an ordinary 
decision tree that undergoes construction and trimming 
operations until a stable subtree is found which cannot be 
simplified at a later stage. As soon as a partial tree is found, 
the rule is constructed and the tree discarded. This avoids rule 
generalisation and overdevelopment of the subtree, as 
happens when building rules with naive methods. Using the 
method of separation and winning in decision trees, the 
sensitivity and speed of the algorithm extracting the rule are 
increased. The algorithm does not require data optimisation. 

 Naive Bayes Classifier is one of the machine learning 
methods used to solve sorting and classification problems. 
The task of the Bayes classifier is to assign a new case to one 
of the decision classes, while the set of decision classes must 
be finite and defined apriori. The naive Bayes classifier is a 
statistical classifier based on Bayes’ theorem. In terms of 
efficiency, the naive Bayes classifier is comparable to 
classification algorithms by induction of decision trees and 
neural network classification methods. It is characterised by 
high accuracy and scalability even for very large data 
volumes. The naive Bayes classifier assumes that attribute 
values in classes are independent.  

 Random Forest is a method of classification (and regression) 
involving the creation of multiple decision trees based on a 
random set of data. The idea of this algorithm is to build a 
team of experts from random decision trees, where, unlike 
classic decision trees, random trees are built on the principle 
that a subset of the analysed features in the node is randomly 
selected. In addition, individual trees from random forest trees 
are built according to the concept of bugging. Random forests 
are considered one of the best classification methods. Single 
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random forest classifiers are decision trees. The Random 
Forest algorithm is very well suited for trial testing, where the 
observation vector is a large dimension. Their additional 
advantage is the ability to use the learned random forest for 
other issues than just for classification. For example, based on 
trees from the forest, one can determine the ranking of 
variables, and thus determine which variables have better 
predictive properties. 

 Support Vector Machine (SVM) offers very high accuracy 
compared with other classifiers, and its advantage is the use 
of non-linear data. The SVM can easily handle many 
continuous and categorical variables. SVM constructs a 
hyperplane in multidimensional space to separate different 
classes and generates the optimal hyperplane in a repetitive 
manner that is used to minimise the error. The basic idea of 
the SVM is to find the maximum boundary hyperplane (MMH) 
that best divides the data set into classes. SVM can be used 
for both classification and regression challenges. However, it 
is most often used in classification problems. The main 
purpose of the algorithm is to segregate a given data set in 
the best possible way. The distance between the nearest 
points is called the margin. The goal is to select a hyperplane 
that has the maximum possible margin between carrier 
vectors in a given data set. 

 Multilayer perceptron (MLP) is a unidirectional multilayer 
neural networks; in other words, MLP networks are the most 
frequently described and most frequently used in practical 
applications of neural architecture. Their dissemination is 
related to the development of the algorithm of back error 
propagation, which enabled effective training of this type of 
network in a relatively simple manner. The multilayer neural 
network can approximate any complex and complex mapping. 
At the same time, the user does not have to know or assume 
any form of dependency in the sought after model and does 
not even need to ask himself whether any mathematical 
modelling of dependencies exists at all. This feature, 
combined with an independent method of learning a neural 
network, makes it an extremely useful and convenient tool for 
all kinds of applications related to forecasting, classification or 
automatic control. 
The ACC (total accuracy) measure was used to assess the 

above classifiers. In order to test the accuracy of the constructed 
models, a matrix of errors (Kasperczuk et al., 2019) was used. 
ACC is the total efficiency of the classifier, which determines the 
probability of correct classification, that is, the ratio of correct 
classifications to all classifications. It is expressed by the equation 
(Bramer, 2016): 

ACC = (TP + TN) / (TP + TN + FP + FN)                                     (1) 

where (Bramer, 2016): 

 TP (true positive) is the number of observations correctly 
classified to the positive class.  

 TN (true negative) is the number of observations correctly 
classified to the negative class.  

 FP (false positive) is the number of observations classified to 
a positive class when in fact they come from a negative class.  

 FN (false negative) is the number of observations classified to 
the negative class when in fact they come from a positive 
class.  

3.  RESULTS AND DISCUSSION 

The results of the classification of training and test sets  
for each of the proposed models are shown in Figs. 1–5. 

For model 1 (Fig. 1), which use all attributes, in the case  
of a training set, the highest accuracy was achieved for the Ran-
dom Forest classifier (99.42%). Equally, high accuracy (95.51%) 
was obtained for the MLP neural network algorithm. The SVM 
algorithm turned out to be the weakest; however, the accuracy  
is still quite high (over 86%). 

For the test set, it is observable that all the algorithms work 
correctly, giving more than 80% accuracy. The highest accuracy 
was obtained using the Naive Bayes algorithm (88.38%), while the 
weakest results (however, still high – over 81%) were obtained 
using the J48 algorithm. It is easy to see in Fig. 1 that the differ-
ences in accuracy for the training and test set are small, which 
indicates a good model. 

 
Fig. 1. Comparison of accuracy (ACC) of classifiers for model 1  

 (all variables) for training and test sets 

 
Fig. 2. Comparison of accuracy (ACC) of classifiers for model 2  

  (variables indicated in the literature as risk factors)  

  for training and test sets 

Let us look at model 2 (Fig. 2), which contains only variables 
indicated in the literature as risk factors (11 attributes: hyperten-
sion, ischaemic heart disease, past myocardial infarction, carotid 
stenosis, atrial fibrillation, diabetes, dyslipidaemia, smoking, alco-
hol, age and sex). 
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As we can see in Fig. 2, for model 2, the most accurate classi-
fiers for the training set are Random Forest and MLP (99.42% and 
95.35% accuracy, respectively). The total accuracy of the other 
classifiers is within 85–86%, which is quite a good result. For the 
test set, the J48 algorithm is the most accurate classifier 
(84.52%). Other classifiers also work correctly giving good match-
es. In principle, all algorithms (except Random Forest and MLP) 
give the test set a slightly lower accuracy index than in the case of 
the training set (about 2–3%), which indicates a very good model. 

Let us move on to the model 3, which contains attributes ex-
tracted using feature selection – chi-square test (nine attributes: 
antiplatelet drugs, HDL, Ca-blocker, LDL, diuretic, diabetes, is-
chaemic heart disease, total cholesterol and statin). The classifi-
cation results for this model are shown in Fig. 3. 

 
Fig. 3. Comparison of accuracy (ACC) of classifiers for model 3  

 (variables extracted after attributes selection)  
  for training and test sets 

 
Fig. 4. Comparison of accuracy (ACC) of classifiers for model 4  

 (new variables – principal component analysis method)  

 for training and test sets 

In the case of model 3, the Random Forest and MLP algo-
rithms proved to be the most accurate for the training set, which 
gave over 94% accuracy. Other algorithms also achieved accura-
cy above 90%. SVM turned out to be the weakest (86.05% accu-
racy). For the test set, the Random Forest algorithm was also the 
most accurate (87.05%), but for the other algorithms, high accura-

cy of over 83% was also achieved. It is worth adding here that in 
the case of the model with feature selection, the classification 
using the SVM achieved only a slightly lower accuracy for the test 
set than for the training set, which indicates a very good fit of the 
model (86.05% and 83.73%). 

The last model is a model which contains five new variables 
obtained by PCA. The classification results for this model are 
shown in Fig. 5. 

For model 4, the training set and the test set, the highest ac-
curacy was obtained using the Random Forest algorithm. This 
accuracy is very high for both sets and reaches 84.85% for the 
test set, which shows us the benefits of PCA. The SVM algorithm 
proved to be the least accurate algorithm for model 4. 

Fig. 4 shows that for all algorithms, the classification accuracy 
for the test set is slightly lower than for the training set, which 
indicates a good model. 

Taking into consideration the comparison of the correctly clas-
sified objects in individual models (Fig. 5). The results obtained on 
the test set were compared because it shows the correct accuracy 
and usefulness of the model. 

 
Fig. 5.Comparison of correctly classified objects in individual models  

(for test set) 

The most accurate classification (88.38%) was obtained using 
the Naive Bayes algorithm for model 1, that is, working on all 
available attributes. A slightly lower accuracy (87.95%) was ob-
tained for the Random Forest algorithm and model 3, which con-
tains only attributes extracted using the feature selection – the chi-
square. 

The small difference between accuracy for the model contain-
ing all features and for models after feature selection. In several 
cases, classifiers for models after feature selection give better 
accuracy (or very similar) than models in which all attributes are 
included. It shows the usefulness of using attribute selection, 
which not only saves time but also gives better predictive results. 

4.  CONCLUSION 

Knowledge discovery in databases is a dynamically develop-
ing field, whose rapid development is related to the growing num-
ber of databases and the size of information collected in them. 
Increasingly, data mining finds its application in medicine and 
medical information systems. The analysis of classification algo-
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rithms carried out shows that they can be a very important tool 
supporting the prediction and diagnosis of various diseases. 
Detailed data analysis, their proper preparation and proper classi-
fication allow to achieve very accurate results. The study analyses 
the data of patients with stroke using eight popular classification 
algorithms, which allowed to build a mining model with an accura-
cy of over 87%. 

By analysing the data of stroke patients, the difference be-
tween raw data and data after feature selection and analysis 
of basic components (PCA) was examined. The results obtained 
in this study confirmed the benefits of feature selection and analy-
sis of basic components. The accuracy ratios of each of the algo-
rithms used for the data after attribute reduction were similar 
to those with raw data. 

Tests done with the help of WEKA software show that the at-
tributes are most important in diagnosing a stroke. Important 
features were diabetes, ischaemic heart disease, dyslipidaemia, 
HDL, LDL and total cholesterol levels. It has also been shown that 
patients who have been given anticoagulants (antiplatelet drugs), 
blood lipid-lowering drugs (statins) and antihypertensive drugs 
(diuretic, Ca-blocker) have a higher risk of stroke. This may mean 
that patients who have been diagnosed with the above-mentioned 
diseases are more likely to have a stroke. This conclusion 
is confirmed in the literature, where hypertension, circulatory 
diseases and diabetes are mentioned as one of the main causes 
of stroke (Strepikowska and Buciński, 2009). 
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Abstract: This article deals with the model of the locally heterogeneous elastic body. The model accounts for long-range interaction  
and describes near-surface non-homogeneity and related size effects. The key systems of model equations are presented. From  
the viewpoint of the representative volume element, the boundary condition for density and the limits of applicability of the model  
are discussed. The difference of mass density in the near-surface body region from the reference value (near-surface mass defect) causes 
a non-zero stressed state. It is indicated on the strong dependence of the surface value of density from the curvature of the surface  
of thin fibres. The effect of the near-surface mass defect on the stressed state and the size effect of surface stresses have been  
investigated on an example of a hollow cylinder. Size effect of its strength has been studied as well. 

Keywords: locally heterogeneous mechanics, RVE, mass defect, size effects, thin fibres 

1. INTRODUCTION 

In recent decades, various nanoelements are widely used in 
engineering practice, namely, thin films, fibres and small particles. 
They are often used to obtain materials and solid bodies with 
complex microstructure. Such bodies feature comparable surface 
and volume factors in internal energy. 

The basis for studying the behaviour of nanoelements is non-
local mathematical models of mechanics, since classical elasticity 
(e.g., Sneddon and Berry, 1958) that rests upon locality principle 
fails to describe and predict many observable properties of bodies 
made of microstructured materials among them surface phenom-
ena and size effect of structural strength. A variety of non-local 
mathematical models of mechanics is represented in the scientific 
literature (Eringen, 2002; Karlicic et al., 2015; Khodabakhshi and 
Reddy, 2015; Matouš et al., 2017). Such models usually take into 
account long-range interaction, that is, the state at the considered 
point of the body depends on the state of all points of the body. In 
peridynamics theory (Silling, 2000), it is done for homogeneous 
materials by specifying particles force interaction at a finite dis-
tance by pairwise force function and considering a peridynamic 
material without memory, a microelastic material and a structure-
less material for different simplifying conditions. The models be-
come far more complicated if heterogeneous materials are to be 
considered. 

The models that employ a one-continuum approach to de-
scribe the structure of material generally include non-local and 
gradient models of mechanics. These models are based on a 
generalisation of the Hooke’s law for continuous media. In gradi-
ent models, it is done by including spatial derivatives typically of 
the second order into the relation that links the stress and strain 

tensors (Aifantis, 2011; Di Paola et al., 2010; Polizzotto, 2003, 
2012), or by presenting the dependence between these tensors in 
the form of spatial functional dependence where the kernel de-
pends on the distance from the point in question to a travelling 
point (Bažant and Jirásek, 2002; Eringen, 2002; Marotti de Sciar-
ra, 2009). In the last case, it is done by integrating over the region 
of the body or some neighbourhood of the considered point. 

Another approach to describe structural and near-surface non-
homogeneities is the local gradient approach in thermomechanics 
(Burak et al., 2014; Nahirnyj and Tchervinka, 2015, 2018). It is 
based on the general principles of irreversible thermodynamics 
and mechanics of rheological systems. Within this approach, a 
deformable solid is considered as an open thermodynamic system 
whose mass changes relative to the reference solid. The density 
and the chemical potential as a conjugated parameter are intro-
duced into the state parameter space. It is efficiently used to 
describe the structure of material and internal forces in the body. 
Within models of the approach, the near-surface non-homogeneity 
of different physical fields and related size effects are caused by 
the mass defect, that is, the difference of density in the current 
and reference states. This is consistent with the statement (Silling, 
2000) that in a structureless material with no change in the local 
density of particles, the internal forces are absent. 

The parameters in the non-local model are usually associated 
with the microstructure of the material of the body. The composite 
materials that are multicomponent systems at microlevel and 
nanolevel are good examples of microstructured and nanostruc-
tured materials; they are widely used in technology due to their 
advantageous mechanical properties (Wisniewska et al., 2019). 
These materials are heterogeneous though may consist of essen-
tially homogeneous components. Besides multicomponent mate-
rials, there is a variety of structured one-component materials. 

mailto:k.tchervinka@gmail.com
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Proper structuring of many ordinary materials may significantly 
change mechanical, thermal and other physical properties. Barg-
mann et al. (2018) considering microstructured materials classifies 
them into non-porous and porous; here one can find an extensive 
review on investigation methods for the study of heterogeneous 
materials with respect to geometrical and topological properties of 
the microstructures. The mechanics and physics of multiphase 
porous materials at nano and micro scales are considered by 
Dormieux et al. (2006), Wang and Liew (2007) and others. Cheng 
(2016) focuses largely on the linear theories, as in the classical 
linear elasticity and porous medium flow. Note that the mechanical 
interaction between the solid and the fluid can be very complex 
while considering one-component material with a variable porosity 
just one extra parameter may sufficient to analyse the structural 
influence on averaged material properties. 

The study of the material structural influence on solid body 
properties is the subject of micromechanics. Micromechanics 
relies on the concept of a representative volume element (RVE) 
(Bargmann et al., 2018). The RVE-using approaches and tech-
niques in mechanics of heterogeneous media are widely repre-
sented in the literature (Drugan and Willis, 1996; Dormieux and 
Kondo, 2013; Kwok et al., 2015; Guo and Zhao, 2016; Saeb et al., 
2016; Bostanabad et al., 2018; Rezakhani et al., 2017; Wisniew-
ska et al., 2019). The RVE is usually regarded as a volume of 
heterogeneous material that is sufficiently large to be statistically 
representative of the material (Kanit et al., 2003) or at least large 
enough to get a sufficiently accurate model to represent mean 
constitutive response (Drugan and Willis, 1996). The size of the 
RVE generally depends on the material system as well as the 
effective property under consideration (Bostanabad et al.,2018; 
Drugan and Willis, 1996; Kanit et al., 2003; Rezakhani et al., 
2017, etc). 

The size and shape of RVE can be easily justified for a known 
periodic structure; however, the majority of microstructures in 
engineering materials are non-periodic (Bargmann et al., 2018). 
For random composites, some approaches are presented by 
Monetto and Drugan (2009), Salmi et al. (2012), Wisniewska et al. 
(2019) and others. On the other hand, theoretical approaches able 
to describe structure-related effects in heterogeneous solid bodies 
(abovementioned non-local and gradient models) do not investi-
gate the RVE-related problem and peculiarities. In these models, 
the internal scale that is associated with the heterogeneity charac-
teristic size may be used to estimate RVE size. 

In this article, we consider the formulation of boundary value 
problems for bodies with flat and cylindrical boundaries for the 
local gradient approach. Using RVE formalism, we justify bounda-
ry conditions for mass density and discuss the limitation of the 
model related to parameters of RVE. We also study the influence 
of surface curvature on near-surface mass defect and size effects 
for locally heterogeneous bodies. 

2. NEAR-SURFACE MASS DEFECT 

Thermomechanics of locally heterogeneous solids (local gra-
dient approach in thermomechanics) introduces the energy of 
structurally heterogeneous material that differs from the energy of 
classical thermomechanics by term containing a gradient of chem-
ical potential (Burak et al., 2014; Nahirnyj and Tchervinka, 2018). 
As a consequence, the free energy 𝐹 for such material depends 

on the strain tensor e and mass density 𝜚. The conjugate parame-

ters are the stress tensor σ and the thermodynamic chemical 

potential 𝐻, respectively. Perturbation of the latter is associated 
with the binding energy perturbation. The chemical potential is the 
energy required to change the density per one unit, while other 
state parameters are constant. It is clear that such energy is dif-
ferent for interior body points and points of the body surface be-
cause interior points interact with other body points in their vicinity, 
while points of the surface interact with the body points not in all 
directions. Therefore, these parameters (density and chemical 
potential) allow to describe different interaction conditions in inte-
rior and near-surface body regions and thus enable modelling 
near-surface and structural non-homogeneity. The state parame-
ters space expansion yields mass balance equation modification. 
The non-homogeneity of the density is the cause of internal forces 
as well as non-homogeneity of interconnected fields and experi-
mentally observed size effects.  

The system of equations for the locally heterogeneous elastic 
body model, written down for a linearised approach, has the form 
(Nahirnyj and Tchervinka, 2015): 

𝜇∇2u + (𝜆 + 𝜇)∇(∇ ∙ u) − 𝑎𝑚(3𝜆 + 2𝜇)∇𝜚 = 0, 

∇2𝜚 − 𝜉𝑚
2 (𝜚 − 𝜚∗) = 0 (1) 

if the displacement vector u and mass density 𝜚 are the key 
functions and the form 

∇ ∙ σ = 0,  

∇ × {∇ × [σ − (
𝜆

3𝜆+2𝜇
𝜎 − 2𝜇𝑎𝑚(𝜚 − 𝜚∗)) I]}

𝑇

= 0,  

∇2𝜚 − 𝜉𝑚
2 (𝜚 − 𝜚∗) = 0 (2) 

if the stress tensor σ is chosen as a key function instead of dis-
placement u. Here 𝜎 = σ: I, I is identity tensor, 𝜆, 𝜇, 𝑎𝑚, 𝜉𝑚  are 

constants, 𝜚∗ is mass density in the reference state, ∇ is del 

operator, ∙,×, 𝑇 denote inner, vector products and transpose, 
respectively. The parameter 𝜉𝑚

−1 is a characteristic size of the 
structural heterogeneity of the material (Nahirnyj and Tchervinka, 
2018). 

When formulating the boundary value problems, the corre-
sponding boundary conditions need to be supplemented. General-
ly accepted conditions in the theory of elasticity are the conditions 
for the stress tensor σ and the displacement vector u in the form: 

σ ∙ 𝑛|𝜕𝑉𝜎
= 𝜎𝑎,   𝑢|𝜕𝑉𝑢

= 𝑢𝑎. (3) 

Here 𝑛 is the unit external normal to the body surface 𝜕𝑉, 
(𝜕𝑉𝜎) ∪ (𝜕𝑉𝑢) = (𝜕𝑉). 

The analysis of the equation for mass density (second equa-
tion of Eq. (1)) shows that its non-trivial solution exists if the value 
of the body surface mass density 𝜚𝑎  differs from the one of the 

reference body 𝜚∗. The question arises what are the reasons and 

limitations for the surface value of mass density 𝜚𝑎 . 
For spatially non-local mechanics models, one usually consid-

ers the following four states: 

 the ideal continuum, 

 the heterogeneous continuum, 

 the reference body, and 

 the actual body within the model. 
It should be noted that the equations of non-local theory, 

in this case the system of Eqs. (1) and (2), are written for a heter-
ogeneous continuum. These equations provide the existence of 
the RVE in whose region the averaging is carried out. The quanti-
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ties and properties describing the behaviour of the body are de-
fined for this element. 

For the reference body, we usually take the body of the same 
configuration as the investigated one without the local heteroge-
neity and associated effects. 

Let us describe in more detail the mass density of the body of 
structurally heterogeneous material from the viewpoint of RVE. 
We denote the region of the body by 𝑉 and the region RVE by Ω. 

If describing a point deep in the body, then Ω ⊂ 𝑉and the aver-
aged value of the mass density of a structurally heterogeneous 
body coincides with ones for a structurally heterogeneous media. 
It is attributed to the RVE centre and is treated as a characteristic 

of the homogeneous reference body. In the case Ω\𝑉 ≠ ∅, the 
domain Ω contains the part of the environment and for the mass 
density holds 

𝜚 = 𝜚∗ (∫ 𝑑𝑉
 

Ω∩𝑉
) (∫ 𝑑𝑉

 

Ω
)⁄ , (4) 

therefore, ϱ < 𝜚∗. 
Let Ω is a sphere of radius 𝑅0 and 𝑉 is a halfspace (Fig. 1). 

Moving the RVE from the halfspace depth to its surface, we arrive 

at mass density value 𝜚∗ 2⁄  when the centre of RVE is at the 
surface of halfspace. This means that for the flat body boundary, 
there is a natural boundary condition 

𝜚|𝜕𝑉 ≡ 𝜚𝑎 =
1

2
𝜚∗. (5) 

It may be noted that the real body surface is rough. Thus, the 
value of the density at the body surface which is described by Eq. 
(5) must be treated as the upper bound of the surface density of a 
real body. Postulating constant density in non-local models re-
stricts the characteristic size of the considered body. In this case, 
the body characteristic size should be much greater than the long-
range interaction distance. 

 
Fig. 1. Spherical representative volume element in the region  

     of halfspaceand at its surface 

The mass density in halfspace (region 𝑥 ≥ 0) as solution  
of the problems (1) and (5) has the form: 

𝜚 = 𝜚∗ − (𝜚𝑎 − 𝜚∗)exp(−𝜉𝑚𝑥). (6) 

Since 𝜚∗ is the reference body mass density, the difference 

𝜚∗ − 𝜚 is the near-surface mass defect in the body actual state. 
Based on the analysis of the solution (6), it can be argued that 

the characteristic size of a representative element (the radius of 
the sphere 𝑅0) can not be less than 3𝜉𝑚

−1. This restricts the 
model Eqs. (1) and (2) applicability to flat body boundaries of 

characteristic size 3𝜉𝑚
−1. The above considerations are also 

important for models that take into account long-range cohesive 
forces in the relations for strain and strain tensors and that con-
siders the density to be constant throughout the body. 

Sometimes, it is necessary to compare the results for bodies 
of different geometric configurations, in particular for thin films and 
fibres as well as for bodies of the same configuration having dif-
ferent characteristic sizes (for instance, fibres of different radii). 
The question is which mass density value at the cylindrical sur-
face that is equivalent to ones in the boundary condition (5) at the 

flat surface? Repeating the above arguments for the value 𝜚𝑎
𝑐  of 

mass density at the surface of the cylinder of the radius 𝑅𝑒 , we 
can write: 

𝜚𝑎
𝑐 = 𝜚∗ {

1

2
−

1

𝜋
∫ [1 − 4 (

𝑅𝑒

𝑅0
)

2

cos2 𝜑]
3/2

𝑑𝜑
𝜋
2

arccos
𝑅0

2𝑅𝑒

}. (7) 

This dependence can be approximated with relative error less 

than 9.4 ∙ 10−4 for 𝑅0 𝑅𝑒⁄  in region [0, 0.9] by: 

𝜚𝑎
𝑒 = (0.5 − 0.095

𝑅0

𝑅𝑒
) 𝜚∗. (8) 

For mass density at the hollow cylinder inner surface 𝑟 = 𝑅𝑖 , 
we obtain: 

𝜚𝑎
𝑖 = (0.5 + 0.095

𝑅0

𝑅𝑖
) 𝜚∗. (9) 

These values tend to the mass density 𝜚𝑎  at the surface 

of the halfspace with radii increase (𝑅𝑖 → ∞, 𝑅𝑒 → ∞) and the 
surface value of mass density dependence on the radius is more 
pronounced in thin fibres. 

Noteworthy that considered above spherical shape of RVE 
is one of the most widespread along with cubic shape. If we con-

sider RVE as a cube with edge 2𝑅1 and two faces being parallel 
to the axis of the cylinder, when (7) takes the form: 

𝜚𝑎
𝑐 = 𝜚∗ {

1

2
−

𝑅𝑒

2𝑅1
[1 −

sin−1(𝑅1 𝑅𝑒⁄ )

2𝑅1 𝑅𝑒⁄
−

1

2
√1 − (

𝑅1

𝑅𝑒
)

2

]}  

and analogue of (8) is: 

𝜚𝑎
𝑒 = (

1

2
−

1

12

𝑅1

𝑅𝑒
−

1

80
(

𝑅1

𝑅𝑒
)

3

+ ⋯ ) 𝜚∗ ≈ (0.5 − 0.083
𝑅1

𝑅𝑒
) 𝜚∗.  

In the case of flat body boundary, the cubic RVE, as well as 

the spherical RVE, obviously yields 𝜚𝑎 = 𝜚∗ 2⁄ . 

3. STRESSED STATE OF HOLLOW CYLINDER 

The body surface curvature effects on the density surface val-
ue and the near-surface mass defect, as well as the stress state 
caused by them, have been studied on the example of the hollow 

cylinder (region 𝑅𝑖 ≤ 𝑟 ≤ 𝑅𝑒 in the cylindrical coordinates 
{𝑟, 𝜑, 𝑧}). We assume that the cylinder is free of load and at its 
surfaces 𝑟 = 𝑅𝑒, 𝑟 = 𝑅𝑖, the constant density values are stated 
according to the formulas (8) and (9). 

The distribution of density in the cylinder is described by the 
formula: 

𝜚(𝑟) = 𝜚∗ + 𝜚𝑎
𝑖 𝐾0(𝜉𝑚𝑅𝑖)𝐼0(𝜉𝑚𝑟)−𝐼0(𝜉𝑚𝑅𝑖)𝐾0(𝜉𝑚𝑟)

𝐼0(𝜉𝑚𝑅𝑒)𝐾0(𝜉𝑚𝑅𝑖)−𝐼0(𝜉𝑚𝑅𝑖)𝐾0(𝜉𝑚𝑅𝑒)
+  

+𝜚𝑎
𝑒 𝐼0(𝜉𝑚𝑅𝑒)𝐾0(𝜉𝑚𝑟)−𝐾0(𝜉𝑚𝑅𝑒)𝐼0(𝜉𝑚𝑟)

𝐼0(𝜉𝑚𝑅𝑒)𝐾0(𝜉𝑚𝑅𝑖)−𝐼0(𝜉𝑚𝑅𝑖)𝐾0(𝜉𝑚𝑅𝑒)
,  (10) 

where 𝐼0(∙), 𝐾0(∙) are the modified Bessel functions of the first 
and second kinds, respectively. 

Fig. 2 shows the density in the cylinder at 𝑅𝑖 𝑅𝑒⁄ = 0.2; 0.6 

(Fig. 2a and b), 𝜉𝑚𝑅𝑒 = 3,6,12,50 (curves 1–4). 
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Fig. 2. Distribution of density 

If the density 𝜚 is known, the components 𝜎𝑟𝑟 , 𝜎𝜑𝜑, 𝜎𝑧𝑧 may 

be found using the formulae: 

𝜎𝑟𝑟(𝑟) = 𝑎0 [
1

𝑅𝑒
2−𝑅𝑖

2 (1 −
𝑅𝑖

2

𝑟2) ∫ (𝜚(𝑥) − 𝜚∗)𝑥 𝑑𝑥
𝑅𝑒

𝑅𝑖
−  

−
1

𝑟2 ∫ (𝜚(𝑥) − 𝜚∗)𝑥 𝑑𝑥
𝑟

𝑅𝑖
],  

𝜎𝜑𝜑(𝑟) = 𝑎0 [
1

𝑟2 ∫ (𝜚(𝑥) − 𝜚∗)𝑥 𝑑𝑥
𝑟

𝑅𝑖
+  

+
1

𝑅𝑒
2−𝑅𝑖

2 (1 +
𝑅𝑖

2

𝑟2) ∫ (𝜚(𝑥) − 𝜚∗)𝑥 𝑑𝑥
𝑅𝑒

𝑅𝑖
− 𝜚(𝑟) + 𝜚∗], (11) 

𝜎𝑧𝑧(𝑟) = 𝑎0 [
2

𝑅𝑒
2−𝑅𝑖

2 ∫ (𝜚(𝑥) − 𝜚∗)𝑥 𝑑𝑥
𝑅𝑒

𝑅𝑖
− 𝜚(𝑟) + 𝜚∗],  

where 𝑎0 = 2𝜇𝑎𝑚 (3𝜆 + 2𝜇) (𝜆 + 2𝜇)⁄ . The explicit form of 
the formulae is cumbersome and so it is not presented here. 

Figs. 3 and 4 show stresses 𝜎𝑟𝑟 𝜎0⁄ and 𝜎𝜑𝜑 𝜎0⁄ (𝜎0 =

𝑎0𝜚∗), respectively, taking into account (Fig. 3a) and neglecting 
(Fig. 3b) the dependence of the density surface value on the 

surface curvature for 𝜉𝑚𝑅𝑒 = 3,6,12,50 (curves 1–4), 𝑅𝑖 𝑅𝑒⁄ =
0.2. 

The non-zero stress–strain state in the free body is caused by 
the mass defect, that is, the difference of the density in the current 
(actual) state and in the reference one (usually infinite homogene-
ous media). The distribution and value of stresses are uniquely 
determined by the characteristics of the material and the geomet-
ric characteristics of the body. Comparing Fig 3a and b, we see 
that taking into account the dependence of the surface value of 
density on the surface curvature is more significant in thin fibres. 
Taking into account this dependence can qualitatively change the 
stress distribution as it is illustrated in particular by the curves 1 
in Fig. 3a and b. 

Circumferential, 𝜎𝜑𝜑, and axial, 𝜎𝑧𝑧 , stresses are tensile 

near inner 𝑟 = 𝑅𝑖 and outer 𝑟 = 𝑅𝑒 surfaces of the cylinder and 
they are compressing in the vicinity of the median surface 

𝑟 = (𝑅𝑖 + 𝑅𝑒) 2⁄ . Surface stresses 𝜎𝜑𝜑(𝑅𝑖) = 𝜎𝑧𝑧(𝑅𝑖) and 

 𝜎𝜑𝜑(𝑅𝑒) = 𝜎𝑧𝑧(𝑅𝑒) show size effect. This is exposed in Figs. 5 

and 6. Fig. 5 shows the dependence of surface values of stresses 
𝜎𝜑𝜑(𝑅𝑖) 𝜎0⁄ , 𝜎𝜑𝜑(𝑅𝑒) 𝜎0⁄  (curves 1 and 2) on parameter 

𝜉𝑚𝑅𝑒 for 𝑅𝑖 𝑅𝑒⁄ = 0.2. The dashed line corresponds neglecting 
the dependence of the density surface value on the surface curva-
ture. Fig. 6 shows the dependence of the values of circumferential 
stresses at the outer surface of the cylinder 𝑟 = 𝑅𝑒 on parameter 

𝑅𝑖 𝑅𝑒⁄  (𝑅𝑒 − 𝑅𝑖 = 𝑅𝑒(1 − 𝑅𝑖 𝑅𝑒⁄ ) is the thickness of the 
hollow cylinder wall). 

 

Fig. 3. Distribution of radial stresses 

 

Fig. 4. Distribution of circumferential stresses 

 

Fig. 5. Size effect of circumferential surface stress 
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Fig. 6. Circumferential surface stress dependence on 𝑅𝑖 𝑅𝑒⁄  

Taking into account internal stresses is important when calcu-
lating operational parameters. Superposing with external force 
load, they affect the strength characteristics. In the hollow cylinder 
which is under the action of the force load of intensity 𝜎𝑎 in the 
direction of the cylinder axis:  

∫ ∫ 𝜎𝑧𝑧(𝑟)𝑟 𝑑𝑟
𝑅𝑒

𝑅𝑖

2𝜋

0
𝑑𝜑 = 𝜋(𝑅𝑒

2 − 𝑅𝑖
2)𝜎𝑎   

the greatest tensile stress is the stress 𝜎𝑧𝑧 at the outer cylinder 
surface 𝑟 = 𝑅𝑒 for which we can write: 

𝜎𝑧𝑧(𝑅𝑒) = 𝜎𝑎 + 

+𝑎0 [
2

𝑅𝑒
2−𝑅𝑖

2 ∫ (𝜚(𝑥) − 𝜚∗)𝑥 𝑑𝑥
𝑅𝑒

𝑅𝑖
− 𝜚(𝑅𝑒) + 𝜚∗]. (12) 

The method presented by Nahirnyj and Tchervinka (2018) 
was used to determine the hollow cylinder strength. We assume 
that the cylinder will fail immediately when the maximum principal 
stress in at least one point of the body exceeds the tensile 

strength of the material 𝜎𝑓. On the basis of Eq. (12) for the load 

which leads to cylinder fracture, it can be written: 

𝜎𝑐𝑟 = 𝜎+ + 

+𝑎0 [𝜚(𝑅𝑒) −
1

2
𝜚∗ −

2

𝑅𝑒
2−𝑅𝑖

2 ∫ (𝜚(𝑥) − 𝜚∗)𝑥 𝑑𝑥
𝑅𝑒

𝑅𝑖
],  

where:  

𝜎+ = 𝜎𝑓 − 𝜇𝑎𝑚𝜚∗
3𝜆+2𝜇

𝜆+2𝜇
  

is the material parameter which has the meaning of the strength 
of thick bodies. 

Fig. 7 shows the dependence of 𝜎𝑐𝑟 𝜎+⁄  on parameter 𝜉𝑚𝑅𝑒 

(size effect of the strength of the hollow cylinder) for 𝜎0 𝜎+⁄ =
16, 𝑅𝑖 𝑅𝑒⁄ = 0.2; 0.6 (curves 1 and 2). The dashed lines corre-
spond to neglecting of the dependence of the density surface 
value on the surface curvature. 

 

Fig. 7. Size effect of the strength of the hollow cylinder 

We see that taking into account the dependence of the sur-
face value of density on the surface curvature is important while 
calculating the strength of the thin fibres. 

4. CONCLUSIONS 

The study is concluded to the continual model of mechanics 
of locally heterogeneous solids which describes near-surface non-
homogeneity and size effects caused by it. The key system con-
sists of equations for stresses (displacements) and the equation 
for mass density. Formulation of boundary conditions for the 
mechanical fields and the density is necessary.  

A non-zero stress-strained state in a free of external load body 
in the model is caused by the mass defect, that is, the difference 
of density in the current and reference states. 

The article proposes the method to take properly into account 
the dependence of the surface value of density on the curvature of 
the surface. This is important in particular for studying thin fibres. 
The analysis of the boundary value problems (system of equa-
tions and boundary conditions) from the RVE viewpoint allows to 
determine the limits of applicability of the model as well. 

Using the example of the hollow cylinder, it is shown that tak-
ing into account the dependence of the surface value of the densi-
ty on the surface curvature leads to quantitative changes in the 
values of stresses and also qualitatively change their distribution 
in thin fibres. This allows correct comparison of stresses in fibres 
of different radii. 

When studying tensile strength of the stretched cylinder within 
maximum normal stresses theory, the account for the dependence 
of the surface value of density on the curvature of surface does 
not change the size effect regularities while reduces the value 
of the ultimate tensile strength. 
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Abstract: In the ever increasing number of robotic system applications in the industry, the robust and fast visual recognition and pose es-
timation of workpieces are of utmost importance. One of the ubiquitous tasks in industrial settings is the pick-and-place task where the ob-
ject recognition is often important. In this paper, we present a new implementation of a work-piece sorting system  
using a template matching method for recognizing and estimating the position of planar workpieces with sparse visual features. The pro-
posed framework is able to distinguish between the types of objects presented by the user and control a serial manipulator equipped with 
parallel finger gripper to grasp and sort them automatically. The system is furthermore enhanced with a feature that optimizes  
the visual processing time by automatically adjusting the template scales. We test the proposed system in a real-world setup equipped with   
a UR5 manipulator and provide experimental results documenting the performance of our approach. 

Key words: Grasping, pick-and-place, object recognition, template matching, visual servoing 

1. INTRODUCTION 

A typical configuration of a pick-and-place task is presented 
in Fig. 1. A vision system is used to recognize and estimate the 
pose of objects located in the workcell. This information is subse-
quently used by the user application to control the robotic manipu-
lator in order to grasp the objects and place them in the designat-
ed target areas. Such a setup typically requires accurate calibra-
tion.  

 
Fig. 1. Typical pick-and-place task 

In this paper, we present an implementation of a 2D object 
recognition and sorting task using a robot manipulator and a 
vision system.  

The successful execution of the pick-and-place task, where 
multiple types of objects are present, requires solving an object 

recognition problem. In recent years, the problem of sorting of 
objects of different shape, size and colour was extensively re-
searched in the literature (Saxena et al., 2007; Kumar et al., 2014; 
Willaume et al., 2016; Nalini and Gondkar, 2017).  

The research is often focused on the problems encountered in 
successful implementation of the system. These problems in the 
context of the pick-and-place task revolve around two most im-
portant aspects: quick and correct visual recognition of the object, 
and a stable grasp (Amagai and Takase, 2017).  

On the vision system side, the current trend in the industry is 
to replace the mechanically forced object position with ‘smart’ 
recognition by the use of a vision based object recognition               
(Steger et al., 2017). The performance of the vision system is 
chiefly impacted by the object complexity, the number of objects 
present in the scene, the lightning conditions and the calibration 
quality. Solving the generalized vision problem is often not feasi-
ble due to practical considerations. Therefore, research on visual 
based object recognition is usually restricted to particular classes 
of the objects, for example, geometrical characteristics, colour or 
size. Despite significant progress in the recent years, still there 
are issues that are not handled by the vision systems very well. 
These include, for example, segmentation and recognition of non-
rigid objects, where the observed shape is allowed to vary and 
there is lightning imbalance due to shadows, reflections and the 
object texture (Hagelskjær et al., 2017). 

Object recognition is an interesting research area, very im-
portant in robotic applications. Multiple methods are currently 
known. One of the earliest approaches involved matching the 
features of the known object model (Grimson, 1990; Ellgammal, 
2005; Sibiryakov, 2008) or shape primitives based recognition 
(Krivic and Solina, 2004; Nieuwenhuisen et al., 2012,). Currently, 
a very popular trend is to use machine learning algorithms (Cabre 
et al., 2013). Most of these approaches rely on the feature extrac-
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tion and matching methods, such as SIFT (Lowe, 2004; Collet, et 
al. 2011) or SURF (Bay et al., 2008). SIFT algorithm is robust in 
respect to cluttered background, perspective shift, lightning condi-
tions, scaling and rotation, but requires precise image segmenta-
tion. SURF is considered to have better performance. Still, both of 
these methods suffer issues due to uniform colour scheme and 
smooth contours of the recognized objects.  

The vision systems used in industry and research can be 
classified into different categories. One of such classifications 
involves the distinction on the camera placement, which can be 
fixed in the workcell or attached to the robot manipulator 
(Chaumetter and Hutchinson, 2007; Corke, 2001; Flandin et al., 
2000). The latter case has recently resulted in the emergence of 
the visual servoing methods (Pessoa et al., 2018; Huang and Xu, 
2018; Amini and Banitsas, 2019). Both types of the vision systems 
offer advantages and shortcomings. The fixed camera system 
offers higher precision due to the stability of the calibration, while 
suffering from the limitation to the observed area and just one 
perspective. The moving camera allows for the observation of the 
scene from multiple vantage points, while having lower precision 
at the same time. Typically, the fixed camera vision systems are 
still used in most scenarios. The overview of our proposed system 
is presented in Fig. 2. Our system is divided into two parts: the 
offline template scale optimization process and the online process 
executed during the pick-and-place task realization. Both branch-
es of the system share the first two steps: the image acquisition 
using the vision system and the image rectification, where the 
distortions are removed from the acquired image. This is per-
formed based on the intrinsic camera calibration.  

 
Fig. 2. Proposed system implementation workflow diagram 

The offline branch of the system is responsible for preparing 
the templates for the template matching algorithm. Poor extrinsic 
camera-to-robot calibration – or even lack thereof – necessitates 
the assumption of multiple scales of templates, which greatly 
increases the computation time in the online phase. Our proposed 
solution uses this offline step to select the template scale that 
matches the object scale in the scene, thereby improving the 
vision system processing rate. 

The online branch of our system is concerned with controlling 
the manipulator in order to perform the pick-and-place task based 

on the information on the recognized object pose obtained 
through the vision system. We have subsequently tested our 
proposed approach in an industrial-based real experiment. We 
provide quantitative results on the performance of our template 
matching system, thereby proving the feasibility of its implementa-
tion in automizing pick-and-place tasks. 

2. METHODS 

In this section, we present the detailed description of the indi-
vidual components of our template matching system.  

2.1. Template matching 

Template matching is an image recognition technique based 
on comparing the predefined image (template) against the source 
image, in order to find areas with highest similarity. In this method, 
the template is sled over the source image and the ratio of similar-
ity is computed, which describes how well the template matches 
the image in specific position, according to the specified method. 
There are several comparison methods; we have chosen normal-
ized correlation coefficient, which is described in the equation (1). 

R(x, y) =  
∑ T′(x′,y′)∗I′(x+x′,y+y′)𝑥′,𝑦′

√∑ T′(x′y′)2∗∑ I′(x+x′,y+y′)2
𝑥′,𝑦′𝑥′,𝑦′

           (1) 

where: 𝐼 is image, 𝑇 - template, 𝑅 - matrix of matching results 
that contains values between 0 and 1, where 1 means perfect 
match and 0 means a complete mismatch.  

Template matching is a computationally complex algorithm the 
execution time of which increases with template and source image 
resolution. To speed-up the process, we used templates with 
lowest possible resolution, which maintained the geometry of the 
objects (i.e., lowest template resolution for which the different 
objects were still distinguished). We define the ratio between the 
actually used template width and this normalized width as the 
template scale.  

Owing to the fact that template matching algorithm is not scale 
and rotation invariant, there is a necessity to generate templates 
in multiple scales and rotation angles. Scaling is usually per-
formed by generating image pyramid with downsamples or up-
samples of the given template. However, we have implemented a 
less time-consuming approach by using only one optimal pre-
processed scale for every template (see 2.2). In order to define 
object rotation, every template has been rotated in range from 0° 
to 360° every 2°.  

The grasping poses can be defined for the objects by the user 
as the transform between the object’s CoG and the desired grasp 
pose. In case the grasp pose is not defined, an identity transform 
is assumed by default. 

2.2. Template scale optimization 

Since the system is designed to handle typical pick-and-place 
actions with the objects placed in the constant distance to the 
camera, no variation of the object image size is expected. Still, 
without prior camera-to-table pose calibration, the apparent size of 
the image is unknown. In order to escape the necessity of per-
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forming the time-consuming extrinsic calibration, it is possible to 
find the optimal template scale in the template pre-processing 
phase. 

In order to find a scale that provides the highest recognition 
efficiency for the given template, we have taken 20 images of 
scenes with single object placed in various orientations. For each 
scene, template has been generated in wide range of scales and 
compared against the object segmented from the scene. The 
optimal scale for the template has been designated as an average 
of those template scales, which gave the highest correlation coef-
ficient value for every image. The results of this process in our 
experiment are presented in Section 3.3. 

2.3. Experimental setup 

A laboratory setup at BUT was used to perform the real world 
experimental testing of the proposed method. The setup consists 
of a UR5 manipulator mounted in the aluminium frame workcell 
(see Fig. 3). The objects were placed on the surface of the table, 
where areas were designated for the object picking and place-
ment. The camera used was 1280 x 1024 [px] uEye Camera. 

 
Fig. 3. The experimental setup modelled in RobWorkStudio  

The UR5 manipulator used in the setup was equipped with a 
Schunk EVG55 electric gripper. The manipulator is capable of 
reaching the objects placed in the designated area and lifting up 
to 5 kg of weight. The experimental setup configuration is pre-
sented in Fig. 4. The ROS (Robot Operating System) package 
controlling the hardware is running on the laboratory workstation. 
The vision algorithm uses the OpenCV library to connect with the 
camera and process the image. The application uses ROS topics 
and services to control the robot and the gripper. 

 
Fig. 4. The experimental setup configuration 

3. RESULTS 

In order to test the performance of our template matching vi-
sion system in the real setup, we have executed a pick-and-place 
experiment. We have tested our recognition algorithm with high 
success rate for both simple and complex object geometries. For 
the experiment, we have selected three objects: crank (object 1), 
bracket (object 2) and spacer (object 3). These objects are pre-
sented in Fig. 5. The objects were selected such as to have 
sparse visual features. The two objects (crank and bracket) were 
chosen such as to test the capability of the system to distinguish 
between similar shapes. The third object (spacer) was provided as 
the control. 

 
Fig. 5. The objects selected for the experiment: a) crank; b) bracket;  

     c) spacer 

The experiment was performed as described below. 

3.1. Camera calibration 

Firstly, the intrinsic camera calibration was performed in order 
to rectify the distortion of the image. The calibration was done by 
presenting a chessboard calibration pattern to the sensor in 130 
poses and extracting the intrinsic camera matrix. This calibration 
was done using the OpenCV software package (Bradski, 2000).  
Next, the intensity analysis was performed in order to account for 
the lightning influence on the threshold for image segmentation 
(see Fig. 6). Sample images were taken, and the intensity histo-
gram generated, from which the segmentation threshold was 
derived. We used the following formula to calculate the segmenta-
tion threshold (2).  

 
I𝑡ℎ𝑟 = 0.5(I𝑜𝑏𝑗_𝑚𝑎𝑥 + I𝑏𝑔_𝑚𝑎𝑥)              (2) 

 
where: I𝑡ℎ𝑟 – segmentation threshold; I𝑜𝑏𝑗_𝑚𝑎𝑥 – object histogram 

peak; I𝑏𝑔_𝑚𝑎𝑥 – background histogram peak (see Fig. 6c).  

a) 
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b) 

 
c) 

 
Fig. 6. Image intensity analysis: a) Sample camera image; b) 3D image  
            intensity representation; c) Sample image intensity histogram 

3.2. Image-to-robot calibration 

In order to find the correspondence between the image pixel 
coordinates and the robot workspace coordinates, it was neces-
sary to find the transform between the two. Since the designated 
grasping area was placed on the same plane as the robot base, 
the process was simplified to the problem of finding an affine 
transformation between the image space and the base plane. In 
order to find the transformation, we measured a set of positions 
uniformly distributed in the camera field of view obtaining both the 

pixel coordinates [u, v] and the robot TCP [x, y, θ] coordinates. 
We then obtained the transformation matrix T using least square 
optimization (3): 

 

𝐓 = [

x1 y1 θ1

x2

⋮
y2

⋮
θ2

⋮
xn yn θn

] [

u1 v1 1
u2

⋮
v2

⋮
1
⋮

un vn 1

]

+

               (3) 

 

where: u1 and v1 are the image pixel coordinates, while x1, y1 
and θ1 are the robot TCP coordinates and n is the number of the 
calibration samples taken.  

The obtained transformation matrix 𝐓 was then used to find 
the robot TCP target coordinates as the function of the image 
coordinates (4). 

 

[

x
y
θ

] = 𝐓 [
u
v
1

]            (4) 

 
In our experiment, we used 24 calibration samples and ob-

tained the 0.92 [mm] RMSE value for the coordinate transform 
between the image and the robot frame coordinates. 

3.3. Optimal Template Scaling 

The next step of our experiment was to find the optimal tem-
plate scales for the three selected objects. For each of the ob-
jects, a set of scaled templates was generated and tested against 
the baseline camera image. For each of these scales, the correla-
tion coefficient was computed and the optimal scaling factor was 
found. The relationship between the template scale and the 
matching score for the analysed objects is presented in Fig. 7. 

a) 

 
b) 

 
c)  

 
Fig. 7. The correlation coefficient as the function of template scale for 
            three considered objects: a) Object 1 – crank;  

     b) Object 2 – bracket; c) Object 3 – spacer 

The following template sizes were chosen based on these re-
sults: 2.22; 3.40; 2,83 for object 1 (crank) 20 x 34 [px] template, 
2 (bracket) 30 x 39 [px] template and 3 (spacer) 30 x 36 [px] 
template respectively. 

The processing time for the object recognition also depends 
on the selected template resolution. The average recognition time 
for different template resolutions are shown in Fig. 8. In this work, 
we select the template scale based on the matching score, but it 
is conceivable to introduce a trade-off when faster on-line pro-
cessing is required. 
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Fig. 8. Average single object recognition time  
           as the function of template resolution  

3.4. Manipulator control 

In order to perform pick-and-place task, online-generated ma-
nipulator trajectory has been planned with the usage of recog-
nized objects CoGs, rotations angles and desired grasp poses. 
Robot control was realized through point-to-point motions’ imple-
mentation provided by the manufacturer. Pick-and-place actions 
were realized through linear movement in the Cartesian space, 
while simple joint-space point-to-point movements were used for 
the transfer of the pieces. The UR5 robot achieves +/- 0.1 [mm] 
repeatability according to the manufacturer. 

3.5. Pick-and-place task 

In the grasping task, the system was used to recognize and 
estimate the pose of 6 objects (2 of each kind) placed in the des-
ignated picking area as shown in Fig. 3. The camera image was 
captured and upon processing, the objects were grasped and 
placed in the target area. This action was repeated 50 times, and 
thus, 300 recognitions were performed (6 objects viewed 50 
times). In this experiment, each object was expected to be recog-
nized 100 times. During the experiment, we analysed whether the 
objects were correctly recognized and if they were placed in the 
proper target areas. The data collected during this experiment is 
presented in the Tab. 1 below. 

Tab. 1. The confusion matrix of the cumulated experimental results 

 Recognized as: 

 Object 1 Object 2 Object 3 Not recog-
nized 

Object 1 100 0 0 0 

Object 2 0 100 0 0 

Object 3 0 0 98 2 

99.33% was achieved, where only the third type of object (the 
spacer) was not recognized in two cases. The results gathered in 
the confusion matrix suggest that the proposed method performs 
well. We have additionally recorded the vision processing time in 
order to track the system performance. We have achieved 0.21 [s] 
average recognition time per scene. 

4. CONCLUSIONS 

In this paper, we have presented a new implementation of the 
template matching algorithm applied to the solving of an industrial 
based pick-and-place task, where the grasped objects are charac-
terized by few visual features. This property of the objects often 
makes the task impossible to solve using sophisticated vision 
algorithms, which rely on multiple and distinct features. We have 
proposed and described a two part system, in which an offline 
template scale optimization is introduced in order to improve the 
online vision system performance. The introduced system allows 
the user to present the object templates and define the grasping 
pose using an intuitive GUI.  

We have tested the proposed method in a real-world setting 
using a robotic setup equipped with an UR5 manipulator. Three 
object shapes were selected for the experiment in order to test the 
ability of the system to distinguish distinct geometric shapes. The 
experiment provided the information on the success rate of the 
object recognition, the rate of successful grasping and the 
achieved processing time. A 99.33% success rate was achieved 
by the system, where only one kind of an object was not recog-
nized twice in 100 samples. The average processing time 
achieved was 0.21 [s] per scene, which is sufficient for an online 
implementation. The results obtained in the experiment support 
the feasibility of our proposed approach. Still, the system setup 
requires some cost in terms of the need for calibration. The future 
work should be focused on reducing the setup time required, such 
as performing automatic camera-to-robot calibration. 
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