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ABSTRACTS 
 
 
Mikołaj Busłowicz 
Robust stability of convex combination of two fractional degree characteristic polynomials  

 
The paper considers the problem of robust stability of convex combination of two fractional degree characteristic polynomials. This problem 
is equivalent to the problem of robust stability of linear continuous-time fractional systems with characteristic polynomial linearly dependent 
on one uncertain parameter. Frequency domain methods for robust stability analysis of such a combination are given. The methods proposed 
are based on the Zero Exclusion Condition known from the theory of robust stability of families of natural degree polynomials. The considerations 
are illustrated by numerical example. 

 
Giancarlo Genta , Andrea Festini, Xavier Delepine 
From oil to magnetic fields: active and passive vibration control  
 

When a reduction of vibration amplitude usually designers resort to dampers based either on dry friction, internal material damping or fluid viscosity, 
each one of these mechanisms having its peculiar field of application. To improve performance while at the same time reducing costs 
and environmental load, electromagnetic damping devices are finding new applications, beyond the fields where they have a long history. Moreover, 
electromagnetic dampers can be easily controlled, obtain active or even ‘intelligent’ vibration control. Three examples from the internal combustion 
engines, automotive and gas turbine fields are discussed in some detail to show the potential advantages of this technology. 
Keywords: Vibration control, eddy current dampers, active damping. 

 
Zdzisław Gosiewski 
Control-oriented modeling and control of rotor vibration  
 

Deep analysis of the control plant brings many useful information for the designer of the control system. The analysis is also important part 
in the design of active vibration control system.  The coupling of different dynamical phenomena in rotating machinery leads to unstable vibrations. 
Usually,  the coupling effects are caused by changing parameters. Angular speed or rotor unbalance in some applications  are such parameters which 
change in the wide range. The problem is to find for which angular speeds we have unstable torsional/lateral vibrations. Usually, the unstable regions 
are in the vicinity of angular speeds where maps of natural frequencies for both dynamical systems cross each other. In the paper there was explained 
which intersection of torsional and lateral natural frequencies are unstable and why. The root locus method was used to explain the phenomenon. 
It indicated such control procedures which amplify the positive   (stabilizing) mechanisms in the rotor dynamics. Such procedures can also lead to 
the energy saving control laws. In the case of lateral vibrations there were considered four control strategies. And these strategies were compared 
to indicate optimal one. 

 
Zdzisław Gosiewski, Grzegorz Michałowski 
H∞ control of robot arm with hydraulic drive  
 

In the paper an H∞ velocity control of the robot arm in combination with the hydraulic drive is presented. The open-loop system consists 
of a manipulator with one rotary degree of freedom, a hydraulic servomotor, and an electrohydraulic amplifier. The mathematical model 
of the system is derived. Due to the nonlinearity in the model, which is caused by varying operating point parameters and the direction of the 
servomotor motion, the model of multiplicative uncertainty was defined. The plant model transfer function parameters were assumed to be variable. 
To limit error signal, control signal, and output signal three weighting functions were designed. The simulation results of the designed H∞ optimal 
closed-loop system were compared to the standard PID closed-loop system. The solution ensuring robust performance was achieved and proved. 

 
Tadeusz Kaczorek 
Realization problem for singular positive single-input single-output continuous-time systems with delays in state and in inputs  

 
The positive realization problem for singular continuous-time linear single-input single-output systems with delays in state and in inputs is addressed. 
The notion of canonical forms of matrices are extended for singular linear systems with delays. Necessary and sufficient conditions for positivity 
of the singular continuous-time systems with delays and sufficient conditions for the existence of a positive singular realization are established. 
A procedure for computation of a positive singular realization of a given transfer function is proposed and illustrated by a numerical example. 

 
Tadeusz Kaczorek 
Positive different orders fractional 2D linear systems 
 

A new class of positive different orders fractional 2D linear systems is introduced. A notion of (α, β)  orders difference of 2D function is proposed. 
Fractional 2D state equations of linear systems are given and their solutions are derived using 2D  Z-transform. The classical Cayley-Hamilton 
theorem is extended to the 2D fractional linear systems. Neccesary and sufficient conditions for the positivity, reachability and controllability to zero 
of the fractional 2D linear systems are established. 

 
Tadeusz Kaczorek, Vladimir Marchenko, Łukasz Sajewski 
Solvability of 2D hybrid linear systems – comparison of three different methods  
 

A class of positive hybrid linear systems is introduced. Three different methods for computation of solutions of the hybrid system are proposed. 
The considerations are illustrated by numerical example. Simulations of solution have been shown for the methods. 
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Jerzy T. Sawicki 
Rationale for mu-synthesis control of flexible rotor-magnetic bearing systems   
 

The emergence of sophisticated formal control synthesis tools provokes important questions for any prospective user: why learn to use these new 
tools, what will they offer me? In synthesis of magnetic bearing controllers, it turns out that the range of stabilizing controllers is often quite narrow 
so that the difference between a poor controller and an “optimal” one may be small. Hence, the product of formal control synthesis tools often looks 
and performs much like what a reasonably clever control engineer would produce by hand. This paper demonstrates that the real value of these tools 
lies in a) generation of a performance benchmark which can be used to firmly establish the best performance relative to a specification and b) change 
of design parameter space to one which is relatively easy to maintain and represents a durable investment from an engineering process view.  

 
Krzysztof Sibilski 
Microelectromechanical flying robots - state of the art 
 

Micro Air Vehicles (MAVs) are miniature airplanes constructed from state-of-the-art materials, designed to be small, light, and highly resilient. 
Current applications include surveillance, reconnaissance, and munitions. Many of the planes, because of their size, have unconventional designs 
with respect to the wings and control surfaces. Instability introduced by the small non-traditional aircraft designs must be addressed, to eliminate 
the need for an expert pilot for aircraft control and navigation. In this paper we present a state-of-the-art technology development focused 
on the technologies and components required to enable flight at small scales, including flight control, power and propulsion, navigation, 
multi-purpose structures, advanced communications and information systems, Micro-electro-mechanical Systems (MEMS), advanced sensors, 
and lightweight, efficient high-density power sources. 
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Abstract: The paper considers the problem of robust stability of convex combination of two fractional degree characteristic 
polynomials. This problem is equivalent to the problem of robust stability of linear continuous-time fractional systems with 
characteristic polynomial linearly dependent on one uncertain parameter. Frequency domain methods for robust stability 
analysis of such a combination are given. The methods proposed are based on the Zero Exclusion Condition known from  
the theory of robust stability of families of natural degree polynomials. The considerations are illustrated by numerical 
example. 

 
 

 
 

 

1. INTRODUCTION 

In the last decades, the problem of analysis  
and synthesis of dynamical systems described by fractional 
order differential (or difference) equations was considered 
in many papers. For review of the previous results see 
(Ortigueira, 2000a; Ortigueira, 2000b; Sierociuk, 2007; 
Ma, 2004; Valerio, 2005; Vinagre et al., 2002), for 
example. 

The problems of stability and robust stability of linear 
fractional continuous-time systems were studied among 
others in (Matignon, 1996; Matignon, 1998; Vinagre et al., 
2002) and (Ahn et al., 2006; Busłowicz and Kalinowski, 
2008; Chen et al., 2006; Petras et al., 2002), respectively.  

The new class of the linear discrete-time fractional 
order systems, namely the positive systems of fractional 
order  
is considered by Kaczorek (2007).  

Recently, the new frequency domain methods  
for stability analysis of linear continuous-time fractional 
systems of non-commensurate and commensurate orders 
was proposed by Busłowicz (2008a, 2008b). 

The aim of the paper is to give the frequency domain 
methods for robust stability analysis of convex combination 
of two fractional non-commensurate degree characteristic 
polynomials. This problem is equivalent to the problem  
of robust stability of linear continuous-time fractional  
non-commensurate order systems with characteristic 
polynomial linearly dependent on one uncertain parameter. 
This problem in the case of commensurate order systems 
was considered by Busłowicz and Kalinowski (2008).  

The problem of robust stability analysis of linear 
systems was considered in the monographs (Ackermann  
et al., 1994; Barmish, 1995; Bhattacharyya et al., 1995; 
Białas, 2002; Busłowicz, 1997). To the best knowledge  
of the Author, the robust stability problem of convex 

combination of two fractional non-commensurate degree 
polynomials has not been  considered yet. 

 
2. PROBLEM FORMULATION 

Let us consider the fractional degree polynomial 

w s p w s pw s( , ) ( ) ( ),= +1 2  p P∈ ,  (1) 

linearly dependent on one uncertain parameter p where 
P=[p–, p+] with p– < p+ is the value set of uncertain 
parameter and  

w s a s a s a s an nn n1 1 1 1 1 1 1 01 1( ) ... ,, , , ,= + + + +−
−α α α  (2a) 

w s a s a s a s am mm m2 2 2 1 2 1 2 01 1( ) ... ,, , , ,= + + + +−
−β β β  (2b) 

are given polynomials of fractional degrees where  
αn>αn-1>…>α1>0 and βm>βm-1>…>β1>0are arbitrary real 
numbers, α1,i  (i=0, 1, …, n) and α2,k  (k=0, 1, …, m) are 
real coefficients.  

The polynomial (1) with uncertain parameter can be 
written in the form of convex combination of two fractional 
degrees polynomials 

W s Q w s q q Q( , ) { ( , ): [ , ]},= ∈ = 0 1   (3) 

where 

w s q q w s qw sa b( , ) ( ) ( ) ( ),= − +1  (4) 

with q p p p p= − −− + −( ) / ( )  and 

w s w s p w s p w s

a s a s a s a
a

n nn n

( ) ( , ) ( ) ( )

...

= = +

= + + + +

− −

−
−

1 2

1 1 01 1γ γ γ
  (5a) 
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w s w s p w s p w s

b s b s b s b
b

n nn n

( ) ( , ) ( ) ( )

...

= = +

= + + + +

+ +

−
−

1 2

1 1 01 1γ γ γ
  (5b) 

with γ αn n=  and γ γ γn n> > > >−1 1 0.  
The family (3) of fractional polynomials is of the  

non-commensurate degree, in general. 
This family is of the commensurate degree,  

if polynomials (5) have commensurate degrees, i.e.  
if γi=iγ for  i=0, 1, …, n and 0<γ<1. In such a case 
polynomials (5) can be written in the forms of natural 
degree polynomials  

w a a a aa n
n

n
n( ) ...λ λ λ λ= + + + +−
−

1
1

1 0   (6a) 

w b b b bb n
n

n
n( ) ...λ λ λ λ= + + + +−
−

1
1

1 0   (6b) 

where λ γ= s .  
In the paper we will assume that the leading coefficient 

of the polynomial (4) is non-zero for all q∈Q  i. e.  

( ) ,1 0− + ≠q a qbn n  ∀ ∈q Q.  

If the above condition holds then the family (3)  
of fractional polynomials is degree invariant.  

From the theory of stability of fractional order systems 
given by Matignon (1996, 1998) and Vinagre et al. (2002), 
for example, we have the following theorem.  

Let w(s) be any fixed fractional degree polynomial. 
 

Theorem 1.  
 
The fractional order system with characteristic polynomial 
w(s) is bounded-input bounded-output (BIBO) stable 
(shortly stable) if and only if the fractional degree 
characteristic polynomial w(s) is stable, i.e. w(s) has no 
zeros in the closed right-half of the Riemann complex 
surface, i.e. 

w s( ) ≠ 0  for Re .s ≥ 0  (7) 

The fractional order polynomial w s( )  is a multivalued 
function whose domain is a Riemann surface. In general, 
this surface has an infinite number of sheets and the 
fractional polynomial w(s) has an infinite number of zeros. 
Only a finite number of which will be in the main sheet  
of the Riemann surface. For stability reasons only the main 
sheet defined by –π<args<π can be considered (Vinagre  
et al., 2002). 

 
Definition 1. 
 
The family (3) of fractional degree polynomials is called 
robustly stable, if polynomial w(s,q) is stable for all q∈Q 

By generalization of Theorem 1 to the robust stability 
case we obtain the following theorem. 

 
Theorem 2.  
 
An uncertain system of fractional order with characteristic 
polynomial (3) is robustly bounded-input bounded-output 
(BIBO) stable (shortly robustly stable) if and only if the 

family (3) of fractional degree characteristic polynomials  
is robustly stable, i.e. w(s,p) has no zeros in the closed 
right-half of the Riemann complex surface for all q∈Q, that 
is 

w s q( , ) ≠ 0  for Re s ≥ 0  and for all q Q∈ .  (8) 

 The problem of robust stability analysis of family (3) 
of fractional polynomials was considered by Busłowicz and 
Kalinowski (2008) in the case of commensurate degrees of 
polynomials (5), i.e. with γi=iγ, i=0, 1, …, n, 0<γ<1. In 
such a case family (3) is robustly stable if and only if all 
zeros  
of the polynomial w q q w qwa b( , ) ( ) ( ) ( )λ λ λ= − +1 with 
wα(λ) and wb(λ) of the forms (6) satisfy the condition 
|arg | .λ γπ> 05  for all q∈Q=[0,1].  

The aim of this paper is to give the frequency domain 
methods for robust stability analysis of family (3)  
of fractional polynomials of non-commensurate degrees. 
The methods proposed are based on the Argument Principle 
and they are a generalization to the fractional polynomials 
case of the methods given by Busłowicz (1997) in the case 
of natural degree polynomials. 

3. SOLUTION OF THE PROBLEM 

First we consider the problem of stability analysis  
of fixed fractional polynomial of non-commensurate 
degree, in general, of the form 

w s a s a s a s an nn n( ) ... ,= + + + +−
−α α α

1 1 01 1  (9) 

where α α αn n> > > >−1 1 0  are real numbers.  
From (Busłowicz, 2008a) we have the following 

frequency domain method for stability analysis of the 
fractional polynomial (9). 

 
Theorem 3.  
 
The fractional degree polynomial (9) is stable if and only if  

Δ arg ( ) ,
( , )ω

ψ ω
∈ −∞ ∞

=j 0  (10) 

with ψ ω ψ( ) ( )j s=  for s j= ω  and  

ψ( ) ( )
( )

,s w s
w sr

=  (11) 

Where wr(s) is the reference fractional polynomial  
of the same order αn as (9) and it is stable, i.e.  

w sr ( ) ≠ 0  for Re .s ≥ 0  (12) 

Proof. 
 
From (11) for s j= ω  it follows that 

Δ Δ Δarg ( ) arg ( ) arg ( ).ψ ω ω ωj w j w jr= −  

The reference polynomial wr(s) of the same fractional 
degree as polynomial (9) is stable by the assumption. 
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Therefore, the fractional polynomial (9) is stable if and 
only if 

Δ Δarg ( ) arg ( ),
( , ) ( , )ω ω

ω ω
∈ −∞ ∞ ∈ −∞ ∞

=w j w jr  

which holds if and only if  (10) is satisfied.  
The reference fractional polynomial wr(s) can be chosen 

in the form  

w s a s cr n n( ) ( ) ,= + α  c > 0.  (13) 

Note that for c>0 the reference polynomial (13)  
is stable. 

Condition (10) of Theorem 3 holds if and only  
if the plot of ψ(jω) does not encircle the origin of the 
complex plane as ω  runs from –∞ to +∞.  

From (11), (9) and (13) we have  

lim ( ) lim ( )
( )

,
ω ω

ψ ω
ω
ω→±∞ →±∞

= =j w j
w jr

1  (14) 

and  

ψ α( ) ( )
( )

.j w j
w j

a
a cr n n

0 0
0

0= =  (15) 

From the above and Theorem 3 it follows that the 
fractional degree characteristic polynomial (9) is not stable 
if α0/αn≤0. 

Now we consider the robust stability problem of the 
family (3) of fractional polynomials. 
Without loss of generality we will assume that wa(s) is the 
nominal polynomial of this family and that wa(s) is stable, 
i.e. wa(s)≠0 for Res≥0. Theorem 3 can by used for stability 
analysis of this polynomial.  

Let ω  be any fixed real number. Substituting  
s=jω in (5) one obtain complex numbers wα(jω) and wb(jω) 
- values of polynomials wa(s) and wb(s) for s j= ω.   

 
Definition 2.  
 
For any fixed complex number s=jω the set defined by 

w j Q w j q q Q( , ) { ( , ): [ , ]},ω ω= ∈ = 0 1   (16) 

where w(jω,q) has the form (4) for s=jω is called the value 
set of the family (3) of fractional polynomials. 

The value set (16) is the straight line segment joining 
the points wα(jω) and wb(jω) in the complex plane. 

 
Theorem 4.  
 
Let the polynomial wa(s) be stable. Family (3) of fractional 
polynomials is robustly stable if and only if the following 
condition (called as the Zero Exclusion Condition)  

0 0∉ ∀ω ∈ = ∞w j Q( , ), [ , ),ω Ω   (17) 

holds, where w j Q( , )ω  is defined by (16). 
 
Proof.  
 

If the condition (17) does not hold, then there exist 
ω ω= ∈Ω  and q q Q= ∈  such that w j q( , ) .ω = 0  This 
means that polynomial w s q W s Q( , ) ( , )∈  has zero s j= ω  
on the imaginary axis and the family (3) is not robustly 
stable. 

Now we assume that the family (3) of fractional 
polynomials is not robustly stable. Then in this family 
exists at least one unstable polynomial w s q( , ~)  with ~ .q > 0  
This follows from the fact that the nominal polynomial  
wa(s)=w(s,0) is stable by the assumption. 

From the above and continuous dependence  
of coefficients of the polynomial w(s,q) on uncertain 
parameter q it follows that there exists q q∈( , ~)0  such that 
polynomial w s q( , )  has at least one zero on the imaginary 
axis, i.e. w j q( , )ω = 0  for a some fixed ω ∈Ω  and the 
condition (17) is not satisfied.  

If the condition (17) holds then the origin of the 
complex plane is excluded from the value set (16) for all 
ω∈Ω=[0,∞). Therefore, the condition (17) is called as the 
Zero Exclusion Condition, see (Barmish, 1995),  
for example. 

It is easy to see that wα(jω) and wb(jω) (endpoints of the 
value set (16) for fixed ω ) quickly tend to infinity  
as ω→∞. Therefore, application of Theorem 4 a difficult 
problem in general.  

To remove this difficulty, similarly as in (Busłowicz, 
1997) in the case of natural degree polynomials, we will 
consider the normalized value set instead of the value  
set (16). 

 
Definition 3. 
 
Let the polynomial wa(s) be stable. For the fixed complex 
number s=jω the value set defined by 

w j Q w j q q Qnor nor( , ) { ( , ): [ , ]},ω ω= ∈ = 0 1   (18) 

with 

w j q w j q w jnor a( , ) ( , ) / ( )ω ω ω= , w ja ( ) ,ω ≠ 0   (18a) 

where w(jω,q) has the form (4) for s=jω is called  
the normalized value set of the family (3) of fractional 
polynomials. 

For any fixed complex number s=jω the normalized 
value set (18) is the straight line segment with endpoints 
wnor(jω,0)=1+j0 and wnor(jω,1)=wb(jω)/wa(jω). Because 
wnor(jω,0)=1+j0 for all ω∈Ω the normalized value set (18) 
always lies near of the origin of the complex plane. 

From the above and Theorem 4 it follows that the Zero 
Exclusion Condition for the normalized value set (18) can 
be formulated as follows. 

 
Theorem 5.  
 
Let the nominal polynomial wa(s) be stable. Family  
of polynomials (3) is robustly stable if and only  
if the following condition holds 

0 0∉ ∀ω ∈ = ∞w j Qnor ( , ), [ , ).ω Ω   (19) 
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The parametric description of the boundary of stability 
region, i.e. of the imaginary axis of the complex plane, has 
the form s=jω, ω∈(–∞, ∞). Zeroes of fractional 
polynomials with real coefficients are complex conjugate. 
Therefore,  
in the Zero Exclusion Conditions (17) and (19) we can 
consider only the interval Ω=[0, ∞) of the parameter ω. 

Satisfaction of the condition (19) can be checked 
directly by plotting the normalized value set (18) (straight 
line segment) for all fixed ω=iΔω, i=0,1,…, where  
Δω  is the sufficiently small step.  

Now we consider the methods for checking of the Zero 
Exclusion Condition (19) without plotting the normalized 
value set (18).  

It is easy to see that if for fixed ω ω= ∈Ω  the straight 
line segment (18) crosses the origin of the complex plane 
then 

 w j w j w jnor b a( , ) ( ) / ( ) ,ω ω ω1 0= <   

because w j jnor ( , ) .ω 0 1 0= +  In such a case the following 
condition holds 

|arg( ( )) arg( ( ))| ,w j w ja bω ω π− =  (20) 

where arg( ) [ , ).⋅ ∈ −π π  
From the above it follows that the condition (19)  

of Theorem 5 holds if and only if  

ϕ ω( ) , ,≠ ∀ω ∈0 Ω   (21) 

where 

ϕ ω π ω ω( ) |arg( ( )) arg( ( ))|= − −w j w ja b   (22) 

is the testing function. 
Hence, we have the following lemma. 
 

Lemma 2.  
 
Let the nominal polynomial wa(s) be stable. Family  
of polynomials (3) is robustly stable if and only  
if the condition (21) holds. Now we prove the following 
theorem. 

 
Theorem 6.  
 
Let the nominal polynomial wa(s) be stable. Family  
of polynomials (3) is robustly stable if and only  
if plot of the function 

ϑ ω
ω
ω

( )
( )
( )

,j
w j
w j

b

a
=  ω ∈Ω,  (23) 

does not cross the non-positive part ( , ]−∞ 0  of the real axis 
in the complex plane. 
 
Proof.  
 
From the above considerations it follows that for any fixed 
ω∈Ω the straight line segment wnor(jω,Q) with one 
endpoint wnor(jω,0)=1+j0 does not cross the origin  
of the complex plane for all ω∈Ω if and only if plot  

of the function wb(jω)/wa(jω), ω∈Ω does not cross  
the non-positive part of the real axis.  

From (23) and (5) it follows that  

ϑ( ) ,j
b
a

0 0

0
=    lim ( ) .

ω
ϑ ω

→±∞
=j

b
a

n

n
 (24) 

Lemma 3.  
 
Let the nominal polynomial wa(s) be stable. Family (3) of 
fractional polynomials is not robustly stable  
if b0/a0 ≤ 0 or bn/an ≤ 0 
 
Proof. 
 
 If b0/a0 ≤ 0 or bn/an ≤ 0 then plot of the function (23) 
crosses the non-positive part of the real axis and the family 
(3) of fractional polynomials is not stable, according  
to Theorem 6.  

4. ILLUSTRATIVE EXAMPLE 

Consider the control system shown in Figure 1 with the 
fractional order plant described by the nominal transfer 
function  

G s
s s D s0 2 2 0 9

0

1
0 8 05 1

1( )
. . ( ). .=

+ +
=  (25) 

and fractional order PID controller 

C s k k
s

k sp
i

d( ) .= + +λ
μ  (26) 

 
 

 
 
 
 
 

Fig. 1. The feedback control system  
 
 

In (Zhao et al. 2005) it was shown that closed loop 
system with the plant (25) is stable and it has the gain 
margin Am=1.3 and phase margin φm = 60  for the 
controller (26) with λ=0.1, µ=1.15, kp=233.4234, 
ki=22.3972 and kd=18.5274  i.e. for the controller PID  
with the transfer function  

C s s s
s

N s
D s

c

c
( ) . . . ( )

( )
.

. .

.=
+ +

=
185274 2334234 22 39721 25 0 1

0 1  (27) 

Characteristic polynomial of the closed loop system 
with the plant (25) and controller (27) has the form  

w s D s D s N s

s s s s
c c c0 0

2 3 1 25 0 108 185274 05 234 4234 22 3971

( ) ( ) ( ) ( )

. . . . . .. . .

= +

= + + + +
(28) 

Let us assume that the model of the plant is not 

y t0( )

-
⊗ 

y t( )u t( )  
G s( )  C s( )
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precisely known and it is described by the family of 
transfer functions  

G s p
D s p s D s p

( , )
( ) ( ) ( , )

,=
+

=
1 1

0 Δ
  p P∈ = −[ , ],1 1  (29) 

where D s0( )  has the form shown in (25) and 

Δ( ) . . .. .s s s= + +0 4 0 2 0 52 2 0 9  (30) 

is the perturbation polynomial. 
Characteristic polynomial of the closed loop system  

with the plant (29) and controller (27) has the form  

w s p D s p D s N s
D s D s N s p s D s

w s p s D s w s pd s

c c c

c c c

c c c

( , ) ( , ) ( ) ( )
[ ( ) ( ) ( )] ( ) ( )

( ) ( ) ( ) ( ) ( ),

= +
= + +
= + = +

0

0 0

Δ
Δ

  (31) 

where p P∈ = −[ , ],1 1  w sc0( )  has the form (28) and  

d s s s s( ) . . . .. .= + +0 4 0 2 052 3 0 1  (32) 

The polynomial (31) with uncertain parameter 
p P∈ = −[ , ]1 1  can be written in the form 

w s q q w s qw s q Qa b( , ) ( ) ( ) ( ), [ , ],= − + ∈ =1 0 1  (33) 

where 

w s w s p w s d sa c c( ) ( , ) ( ) ( ),= = −−
0  (34a) 

w s w s p w s d sb c c( ) ( , ) ( ) ( ).= = ++
0  (34b) 

For the given polynomials w sc0( )  and d s( )  from (34) 
we have 

w s s s s

s
a ( ) . . .

. .

. .

.

= + +

+ +

0 4 185274 0 3

2339234 22 3971

2 3 1 25

0 1
 (35) 

w s s s s

s
b ( ) . . .

. .

. .

.

= + +

+ +

12 185274 0 7

234 9234 22 3971

2 3 1 25

0 1
 (36) 

  
First, we check stability of the polynomial (35).  
Plot of the function  

ψ ω
ω
ω

( ) ( )
( )

,j w j
w j

a

r
=   (37) 

where wa(s) has the form (35) and wr(s)=0.4(s+10)2.3 
 is the reference fractional polynomial, is shown in Figure 
2. From (14), (15) we have 

ψ( ) .
. .0 22 3971

0 4 102 3=
⋅

= 0.2806,   lim ( ) .
ω

ψ ω
→±∞

=j 1  

From Figure 2 it follows that the plot of ψ(jω) does not 
encircle the origin of the complex plane. This means, 
according to Theorem 3, that the nominal polynomial (35) 
is stable. 
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Fig. 2. Plot of the function (37) 
 
 Plot of the function (23) with wa(s) and wb(s) of the 
forms (35) and (36), respectively, is shown in Figure 3. 
From (24) and (35), (36) we have 

ϑ( ) ( )
( )

,j w j
w j

b

a
0 0

0
1= =  lim ( ) .

.
.

ω
ϑ ω

→±∞
= =j 12

0 4
3  (38) 

The plot of ϑ ω( )j  does not cross of the non-positive 
part of the real axis and the system is robustly stable, 
according to Theorem 6. This means that the control system 
with the controller (27) and uncertain plant (29) is stable  
for all p P∈ = −[ , ].1 1  
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Fig. 3. Plot of the functionϑ ω( )j defined by (23) 
 
 
5. CONCLUDING REMARKS 

New frequency domain methods for robust stability 
analysis of convex combination of two fractional degree 
characteristic polynomials have been given. These methods 
can be used for robust stability analysis of linear 
continuous-time fractional systems with characteristic 
polynomial linearly dependent on one uncertain parameter. 

The methods proposed are based on the Zero Exclusion 
Condition given in Theorem 4 (for the value set of the 
family (3) of fractional polynomials) and in Theorem 5  
(for the normalized value set of this family).  
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The main result has been established in Theorem 6.  
The effectiveness of the method has been illustrated  
by a numerical example. 
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Abstract: When a reduction of vibration amplitude usually designers resort to dampers based either on dry friction, internal 
material damping or fluid viscosity, each one of these mechanisms having its peculiar field of application. To improve 
performance while at the same time reducing costs and environmental load, electromagnetic damping devices are finding 
new applications, beyond the fields where they have a long history. Moreover, electromagnetic dampers can be easily 
controlled, obtain active or even ‘intelligent’ vibration control. Three examples from the internal combustion engines, 
automotive and gas turbine fields are discussed in some detail to show the potential advantages of this technology. 
Keywords: Vibration control, eddy current dampers, active damping. 
 
 

 
 

1. INTRODUCTION  

Mechanical systems (actually not only mechanical)  
are prone to vibrate if they can store energy in two different 
forms, usually potential and kinetic, in a way that energy 
can flow from one form to the other. Vibration is the 
process in which this energy exchange takes place. 

Since every time energy is transformed from one form 
to another some of it is dissipated (usually converted into 
low temperature thermal energy, from which it cannot  
be transformed back), any vibrating system is bound  
to come to rest eventually, unless it is connected to some 
energy source, providing to refurbish its energy level. This 
process of energy dissipation is usually referred  
to as damping. 

The designer of any machine has usually to deal  
with vibration. Although there are cases where vibration  
is a desired effect (vibrating sieves, vibration welding 
machines, etc.), usually the task of the designer  
is to minimize, or at least to control, it. 

When it is not possible to act on what excites vibration 
or to insulate the relevant element from it, the traditional 
approach to keep vibration under control is to act on the 
elastic and inertial characteristics of the system to modify 
the frequencies at which free vibration takes place (these 
modifications may include the addition of a further 
mechanical system operating as a vibration absorber)  
or to increase the damping properties of the system. Often 
both actions are required, like when using damped vibration 
absorbers. 

Several mechanisms can be used to dissipate energy 
during vibration. Those traditionally employed are: 
− Dry friction between two surfaces moving in contact 

with each other; 
− Internal damping of some materials; 
− Viscous forces in a fluid. 

Dry friction is today relied upon only for small 
quantities of energy, and in very simple machines. Its major 

disadvantage, introducing nonlinearities into the system,  
is considered a serious drawback, both for its performance 
and owing to difficulties in modeling its behavior. 

Internal damping of most engineering materials  
is too low to be used to dissipate large quantities of energy, 
so that dampers of this kind have some restricted fields  
of application. Elastomeric materials may be tailored  
to have the required damping characteristics, but their low 
thermal conductivity and poor high temperature 
characteristics limit their applications. Nevertheless many 
small automotive diesel engines use torsional vibration 
dampers based on elastomeric elements. 

Viscous dampers are widely used in many applications, 
from torsional vibration dampers in reciprocating engines  
to squeeze film dampers in turbines, from automotive shock 
absorbers to large dampers used in large buildings, just  
to name a few examples. In their basic form they are linear 
devises, since the force they supply is proportional to the 
velocity 

F cx= ,                                                               (1)               

to the point that viscous damper has become a synonymous 
of linear damper. It is however possible to obtain different 
law )(xF  by adequately designing the system. 

Another way for dissipating energy in a vibrating 
system is transforming the (mechanical) vibration energy 
into electric energy and then dissipating it through Joule 
effect. This can be done both in a solid conductor,  
by generating eddy currents, or through purposely built 
electric circuits in which a current can flow. All these 
electromagnetic devices need a magnetic field to operate:  
if this is produced by permanent magnets no external power 
is required, and a passive system is obtained. If, on the 
contrary, an electromagnet is used, some external power  
is required and then the system must be considered  
as active (Some confusion about this terminology  
is sometimes found. Here a passive system is intended  
as a system requiring no external energy to work, while  
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an active system is a system that needs to receive power. 
This has nothing to do with whether the system  
is controlled or not: an eddy current damper in which the 
magnetic field is produced by an electromagnet fed  
by a constant current is active but not controlled. The term 
semiactive is also used, often with the meaning  
of a controlled system needing a limited amount of energy. 
What limited means is clearly arbitrary). In principle,  
the vibration energy extracted from the system may  
be converted into some useful form of energy to be used 
somewhere else: this require a transducer working on four 
quadrants instead of a simple energy dissipator (usually  
a resistor). 

Electric and magnetic circuits may be coupled  
to the mechanical system through transducers of various 
kind, so that to modify the dynamics of the system. 
Electromagnetic damped vibration absorbers may use 
electric damped oscillators instead of springs, masses and 
dampers. 

Active devices, based on actuators exerting forces  
on the system with the aim of reducing vibration,  
can nowadays be added to these more or less classical ways 
of controlling vibration. Since they supply energy to the 
system, the actuators must be carefully controlled to avoid 
instabilities. While passive systems based on energy 
dissipators are intrinsically stable, the stability of active 
systems must be checked carefully in each case. 

2. OIL AND RUBBER VS. MAGNETIC FIELDS 

The trend towards electromagnetic dampers, be they 
active or passive, controlled or not, is clear. It is due to both 
new needs and new opportunities. 

Viscous and elastomeric dampers have basically  
3 problems. 

The first is thermal stability. The viscosity or oil  
and the internal damping of rubber are strongly dependent 
of temperature. Specific problems are then cavitation  
in oleodynamic dampers (cavitation is an important 
problem in automotive shock absorbers) and overeating 
with subsequent failure in elastomeric dampers. 
Elastomeric materials show also a large dependence of their 
damping characteristics on frequency. 

The second problem is linked with manufacturing and 
disposal. Environmental laws cause the cost of dealing with 
oils and above all to dispose of used oil to increase steadily. 
Strict rules are also imposed on the manufacture  
and disposal of rubber machine components. These rules 
are bound to become more strict in the future with further 
increasing costs. 

A third point, linked with viscous damping devices,  
is the difficulty of controlling the characteristics of the 
fluid. Electrorheological and magnetorheological fluids 
have been investigated showing attractive potentialities for 
tuning damping forces according to the operating 
conditions. However they too have problems related  
to the ageing of the fluid and to the tuning required  
for the compensation of the temperature and frequency 
effects. 

Electromagnetic dampers improve much this situation. 
Although the resistivity of conductors (a property that 
determines the characteristics of electromagnetic dampers) 
is a function of the temperature, this dependence is much 
weaker that that of the viscosity of oils or the internal 
damping of rubbers. Their manufacture and disposal  
is much less subject to restrictions and they are easily 
controlled by electronic, possibly digital, microprocessor-
based, devices. 

Electromagnetic dampers were often discarded  
in the past for many applications because they were 
considered too heavy, bulky and costly. Recently the 
situation has much improved. 

New opportunities have opened with the introduction  
of high-performance rare-earths permanent magnets. They 
allow generating magnetic fields much more intense than 
those due to traditional magnets for a given quantity  
of magnetic material. The mass and bulk of electromagnetic 
dampers is thus reduced a great deal. After the expiry  
of the original patents, their cost started decreasing  
and today it is possible to build electromagnetic passive 
dampers that are competitive with traditional dampers. 

Even if slower, there has been also a progress  
in the field of soft magnetic materials, which helps  
in containing the size and weight of electromagnetic 
dampers. 

To describe the potentialities of electromagnetic 
dampers, three applications will be described in detail. 
They deal with vibration in widely different frequency 
range, and are based on different layouts. 

Electromagnetic dampers can be built following two 
different schemes: vibrational motion can cause  
electric currents to be generated, which flowing either  
n a solid conductor or a resistor of various type  
produces the required energy dissipation. Alternatively, 
electromagnetic forces can be produced by controlled 
actuators, either of the Lorentz or the Maxwell type. While 
in the first case damping is automatically produced,  
in the second case the controller must ensure that the forces 
oppose vibrational motion, so that energy is dissipated  
and vibration is quenched. 

3. MOTIONAL EDDY CURRENT DAMPERS  
    FOR TORSIONAL VIBRATION CONTROL 

The electromechanical dynamics of a torsional eddy 
current damper of motional type can be studied using  
the model shown in Fig. 1. Such a configuration  
is characterized by a single magnetic pole pair (Tonoli, 
2007; Graves et al., 2000). The rotor is made by two 
windings 1, 1’ and 2, 2’ installed on orthogonal planes.  
It is crossed by the constant magnetic field (flux density Bs) 
generated by the stator. The analysis is performed under the 
following assumptions: 
− The two rotor coils have the same electric parameters 

and are shunted, 
− The reluctance of the magnetic circuit is constant.  

The analysis is therefore only applicable to motional 
eddy current devices and not to transformer ones 
(Graves et al., 2000; Kamerbeek, 1973), 
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− The magnetic flux generated by the stator is constant  
as if it were produced by permanent magnets  
or by current driven electromagnets, 

− All quantities are assumed to be independent from  
the axial coordinate, 

− Every electric parameter is assumed to be lumped. 
 

1
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'2

θθ =1

2θF1

F1

F2

F2

Bs

T

 
Fig. 1. Sketch of the eddy current damper 
 

Angle θ(t) between the plane of winding 2 and the 
direction of the magnetic field indicates the angular 
position of the rotor relative to the stator. When currents 
iγ1 and iγ2 flow in the windings, they interact with  
the magnetic field of the stator and generate a pair  
of Lorentz forces F1,2 in Fig. 1. Each force is perpendicular 
to both the magnetic field and the axis of the conductors. 
Their magnitudes are: 

1 1 2 2,r r s r r sF Nl i B F Nl i B= = ,                                    (2) 

where N and lγ  indicate the number of winding in each coil 
and their axial length, respectively. 

The total torque T acting on the rotor is: 

( ) ( )[ ]0 1 2sin cosrs r rT i iφ θ θ= + .                            (3) 

For constant rotation speeds ω, the torque to speed 
characteristics is found: 

( )
0

2 2
,

1 / p

c
T

pω ω
=

+
 with 

2
0

0
rs

r

c
R

φ
= , r

p
r

R
L

ω = ,    (4) 

where, c0, p and ωp are respectively the damping at low 
frequencies, the number of magnet poles and the frequency 
of the electric pole of the system, and φγs0 is the equivalent 
crank radius. Rγ  and Lγ   are the resistance and inductance 
of the rotating coils. The mechanical impedance can also  
be obtained using the Laplace transform as: 

( ) ( )
( ) ( )1 / 1 /

em em
m

p em em

T s c c
Z s

s s s k cθ ω
= = =

+ +
.      (5) 

This impedance corresponds to a viscous torsional 
damper and a torsional spring connected in series, whose 
parameters are: 

2
0rs

em
r

p
c

R
φ

=   and  
2

0rs
em

r

p
k

L
φ

= .                                   (6) 

The model has been validated experimentally (Tonoli 
and Amati, 2008) using a test rig based on a four pole pairs 
axial flux induction machine  (Fig. 2, steady state tests). 

 

 
Fig. 2. Test used for the identification of the induction machine  
            at steady state 
 

In Fig. 2, the magnetic flux is generated by permanent 
magnets while energy is dissipated in a solid conductive 
disk. The first array of 8 circular permanent magnets  
is bond on the iron disk (1) with alternate axial 
magnetization. The second array is bond on the disk (2) 
with the same criterion. Three calibrated pins (3) are used 
to face the two iron disk - permanent magnet assemblies 
ensuring a 1 mm airgap between the conductor  
and the magnet arrays. The latter are circumferentially 
oriented so that the magnets with opposite magnetization 
are faced to each other. In the following such an assembly 
is named "stator". The conductor disk (4) is placed  
in between the two arrays of magnets and is fixed to the 
shaft (5). It can rotate relative to the stator by means of two 
ball bearings installed in the hub. The magnetic circuit has 
been designed using a simplified one-dimensional analysis 
with the aim of avoiding saturation in the iron parts. The 
main features of the induction machine are summarized  
in Tab. 1. 

 
Tab. 1. Main features of the induction machine used for the tests 

Number of pole pairs - 4 
Diameter of the magnets mm 30 
Thickness of the magnets mm 6 
Magnets’ geometry - Circular 

Magnets’ material - Nd-Fe-
B(N45) 

Residual magnetization  
of the magnets T 1.22 

Thickness of conductor disk mm 7 
Resistivity of conductor (Cu) Ohm m 57 10-6 
Airgap mm 1 

 
Experimental tests at constant speed have been carried 

out to identify the slope c0 of the torque to speed 
characteristic at zero or low speed and the pole frequency 
ωp. While the former has been identified in quasi-static 
tests, the latter has been identified as best fit of the 
experimental points reported in Fig. 3 (Tonoli and Amati, 
2008). The identified parameters are c0 = 1.24 Nms/rad  
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and ωp = 51.1 Hz, from which the induction machine 
characteristics can be obtained. 

An interesting field of application of this technology  
is the vibration damping of the crankshafts in internal 
combustion engines. In fact, technological issues make 
active solutions difficult to be implemented, which 
naturally lead to passive solutions. Nowadays, the common 
solutions involve either elastomers or viscous fluids. 

However, they undergo a large number of stress-strain 
cycles, and consequently their working life is reduced  
to approximately half the working life of a motor. Instead, 
eddy current damping does not imply the deformation  
of the material of the actuator, Therefore, the working life 
is increased, and the efficiency of the apparatus is improved 
(Fig. 4). 
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Fig. 3. Experimental results of the induction machine characterization at steady state 
 

 

 

Fig. 4.  Torsional damper: schematic cross section and comparison of the amplitude of three harmonics in the nondimensional torsional 
             response of the engine using a viscous and an eddy current damper 
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4. ELECTROMAGNETIC AUTOMOTIVE SHOCK 
   ABSORBERS 

Working principle. Main tasks of automotive shock 
absorbers are the capability of reducing transmission  
of vibration and controlling the applied load. Active 
solution can be used to achieve these goals, but very good 
results may be obtained also from semi-active 
configurations, allowing to change the value of damping, 
depending on the driving conditions. Conventional 
solutions are nowadays based on hydraulic dampers, whose 
characteristics may be variable as a result of modifications 
in the hydraulic circuit or in the oil physical properties 
(magnetorheologic fluids). Solution based on linear electric 
motors were proposed to solve the typical problems related 
to the use of fluids, but they lead to an increase of size and 
mass (Karnopp, 1989). This is due to the fact that, while  
in rotary electric motors all the magnetic and conductor 
material is always active, in linear motors only a relatively 
small part of it is working at each time. Moreover, rotating 
electric motors are based on a more consolidated design 
practice and on a higher technology background. 

The electromagnetic technology based on brushless 
motors allows obtaining a tunable suspension damper with 
many advantages and limited disadvantages. The capability 
of being tunable, and regenerating energy (four-quadrant 
operation) with limited increase of mass and size using an 
actuator that can become fully active are considered 
important features.  

The tunable electromechanical damper described in the 
following section is based on a DC electric motor whose 
electric terminals are shunted on a resistive load instead  
of being connected to a converter: the torque needed  
to rotate the shunted motor  can be computed from the 
characteristic equations of the electric machine. They link 
the back electromotive force Vemf and the electromechanical 
torque Tem to the rotating speed ω and the electric current i 

;emf e em tV K T K iω= ⋅ = ⋅ .                              (7) 

Ke and Kt indicate the back electromotive force constant 
and the torque constant, respectively. If the electric 
terminals of the motor are shunted by a resistance  
R, the current i (eddy current) is induced by the back 
electromotive force Vemf, so that (in case of a constant  
speed ω) 

emfV R i= ⋅ .                                                         (8) 

Substituting the Ohm equation (8), into the motor 
characteristic equations (7) allows to get rid of the back 
electromotive force and of the eddy current. The back 
electromotive force and the torque constants are the same, 
both are indicated as Km. The electromechanical torque Tem 
is then related to the angular speed ω as shown in Fig. 3a: 

emT cω ω= ⋅ , where 
2

mK
c

Rω = .                                   (9) 

From the mechanical point of view the resistively 
shunted electric motor behaves as a torsional viscous 
damper (Graves et al., 2000; Karnoppm 1987, Amati et al., 

2006). The torsional damping coefficient cω can be tuned 
by acting on the shunt resistance. The lower is the 
resistance, the higher is the damping. The solution in  

Fig. 5 shows a linear electromechanical damper 
including a rotary motor and a ball screw transmission.  

From the electrical point of view, the motor of  
Fig. 5 is represented as a universal motor with two 

electric terminals (such as a brush motor). R includes the 
resistance of the motor windings (Rm) and the external one 
(Rext) that allows to tune the damping coefficient (R = Rm 
+Rext). As the effect of the inductance of the motor coil L  
is unwanted, no external contribution is usually added  
to it. From the mechanical point of view, the contribution  
of the masses and inertias on the dynamic performances  
of the damper cannot be neglected. 

 

 

Fig. 5. Sketch of the electromechanical shock absorber 

The equivalent mechanical model of the device shown 
in  

Fig. 5 is reported in Fig. 6. It takes into account  
the contribution of the electric and mechanical part  
of the motor written at the level of the damper. A detailed 
description of the model, that allows to take into account  
its frequency dependency, is reported in Amati et al (2006). 
To this end, the effect of the rotor inertia J, the motor 
inductance (L) and resistance (R) can be written as: 

2 2 2, ,eq eq s emm J c c c k kω ωτ τ τ= ⋅ = + ⋅ = ⋅  , (10) 

where cω=Km
2/R and kω=Km

2/L, are the torsional damping 
and stiffness produced by the shunted motor. 
 

 

Fig. 6. Mechanical analogue of the electric motor 

The dynamic behavior of the damper can therefore  
be characterized by the mechanical impedance given  
by the following equation: 

2 2
0 0 02

eq
p

s sF
m

v s
ζ ω ω

ω
+ +

=
+

,                                   (11) 
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where s is the Laplace variable. The pole frequency ωp,  
the zero frequency ω0, and damping factor ζ0 are 

em
p

eq

k
c

ω =  ,  2
0

em

eq

k
m

ω =  ,  0 2
eq em

eq

m k

c
ζ =           (12) 

Fig. 7 holds in the case where ωp is lower than  
ω0 (0 ζ0 1 2). Between the pole and the zeros the system 
behaves as a spring of stiffness kem as shown  
by the -20 dB/dec slope of the mechanical impedance.  
A detailed study of the frequency behavior is reported  
in Amati et al (2006). 

 

 

Fig. 7. Mechanical impedance of the damper 

4.1. Electromechanical design 

The rather typical design situation is strive to obtain 
the specified damping coefficient while keeping the 
equivalent mass (Equation 10) as small as possible. Since 
the equivalent mass is related to the moment of inertia  
of the rotor, the aim of this section is to find a relationship 
between the electromechanical damping coefficient cω   
in equation 9 and the moment of inertia J of the rotor.  
The analysis is performed assuming a conventional 
brushless motor with permanent magnets on the rotor 
surface running in a the toothed and slotted stator. 

The analysis performed in Amati et al (2006) leads  
to the following expression of the damping coefficient 

4
cc r lω = Γ ,                                                        (13) 

where parameter Γc is a function of the motor shape and 
technology. 

From the mechanical point of view it is worth to notice 
that the torsional damping coefficient is proportional  
to the moment of inertia of the rotor Jem. Under  
the assumption that the rotor is an homogeneous cylinder 
made of an material with density ρ this is 

4

2emJ r l
π

ρ= ⋅ ⋅ .                                                         (14) 

 
 
 

By introducing Eq. (13) into Eq. (14), it follows that  

c
em

cJ
Γ

⋅= ωρπ
2

.                                                         (15) 

Coming back to the layout of  
Fig. 5, the equivalent mechanical parameters of equation 

(10) are linked together similarly to torsional damping  
and rotor inertia. The ratio between the equivalent mass  
and damping due to the electromechanical effects  
is constant, its value being a function of the motor shape 
and technology 

2
eq em

eq s c

m J
c c cω

π ρ
= =

− Γ
.                                            (16) 

 
This is a very important result from the design point  

of view. Once the equivalent damping is specified,  
the equivalent mass to be minimized is just a function  
of the motor shape and technology (ρ;Γc), and not  
of the transmission ratio τ. The only way to reduce  
it is to improve constant Γc.  

In addition to the rotor inertia, the overall mass of the 
electric motor mem is the other important mechanical feature 
of the damper. 

For what is concerned to the total mass, in Amati  
et al (2006) with reference to the shock absorber of  

Fig. 5, the mass of the electrical motor is expressed  
as function of the equivalent damping of Eq. (10) as 

4
2

( )

( )
eq sm

em
c

c c
m r l

rτ

−Γ
=

Γ
.                                           (17) 

Equation (17) shows it is related to technology  
and (τ r)2 once the desired damping coefficient is chosen. 
For a given equivalent damping (ceq), motor shape  
and technology (this gives Γm and Γc) the larger the rotor 
radius r and the transmission ratio τ, the smaller the mass  
of the electric motor. The apparently unreasonable lower 
mass corresponding to a larger radius is due to the smaller 
amount of conductor necessary to obtain the desired 
damping ceq. 

To conclude the present section, equations (10), (13), 
(16), and (17) outline a design procedure of the 
electromechanical damper. 

4.2. Application example  

To analyze the potentialities of electromechanical 
dampers in automotive applications, the previously outlined 
procedure has been applied to design the damper  
of a C-segment vehicle front suspension. The application 
example was done on a Mc Pherson suspension using  
the same mechanical interfaces as the original system,  
and using the inner space of the coil spring with  
an appropriate allowance (device data are reported  
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in Tab. 2). With reference to the layout of Fig. 8 the 
electromagnetic damper is represented in shade. 

 
 

 

 
Fig. 8. Electromechanical damper integrated in a Mc Pherson suspension and cross section of the damper 
 

The electric motor (2) (4) (5) is housed in upper part  
of the cylinder close to the upper strut mount (10). This 
choice allows to exploit the relatively large diameter inside  
the spring (8) while keeping a small diameter close  
to the wheel. The screw (1) is rigidly connected  
to the moving piston (6), bolted to the hub. The motor,  
the nut of the ball screw, and the guiding tubes (11)  
are connected to the sprung mass. The rotor of the electric 
motor and the nut of the ball screw are rotating on ball 
bearings (3a) (3b) and connected together, this reduces 
considerably the axial length of the device as it exploits the 
room inside the rotor of the motor. 

The total mass of the electric damper is shown in Fig. 8 
is 5 kg. This mass has to be compared to the 4.1 kg  
of a hydraulic solution with continuously variable damping. 
The proposed damper is still heavier than the hydraulic  
one but is much lighter than the configurations found in the 
literature with comparable performances. A passive 
electromechanical damper based on a linear electric motor 
was designed using the same specifications (Karnopp, 
1989) and lead to a device of more than 15 kg of mass. 

The effects of the damper in the car suspension have 
been investigated by integrating the model in a simple 
quarter car model. Fig. 9 shows the transfer function 
between the displacement of the contact point of the tire  
to the ground and the acceleration of the sprung mass. 

Tab. 2. Damper specifications and parameters of the single corner 
             suspension 

Max damp. Coeff. (rebound)  >10 kNs/m 
Max speed  1 m/s 
Max stroke (peak to peak)  150 Mm 
Spring stiffness Ks 18 kN/m 
Tire radial stiffness Kp 150 kN/m 
Tire radial damping Cp 50 Ns/m 
Sprung mass Ms 450 kg 
Unsprung mass Mn 30 kg 
Axial length at midstroke  450 Mm 
Max force  1.8 kN 

 

The undamped response curves is that of the open 
circuit damper (Rext = ∞: no electro-mechanical damping); 
the other ones to some values the external resistance Rext . 
The equivalent mass (meq;q. 10) due to the rotor inertia 
introduces a sort of inertial coupling between the sprung 
and unsprung masses. The effect is, at any rate, not large  
as demonstrated by the fact that the two undamped natural 
frequencies of the suspension go from 0.95 Hz and 11.91 
Hz (no electromechanical damper installed) to 0.94 Hz  
and 11.12 Hz (open circuited electromechanical damper). 
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Fig. 9. Transfer function between displacement of the ground (input) and acceleration of the sprung mass (output) 
 

 
 
5. ACTIVE AND PASSIVE DAMPERS  
    FOR ROTATING MACHINES 

5.1. Active magnetic damper (AMD) 

In the present section the use of active magnetic 
bearings (AMB, Fig. 10a) for vibration damping  
(active magnetic damper referred to as AMD, Fig. 10b) 
(Amati et al., 2006) is introduced. Those two configurations 
differ only by the function of the force generated by the 
actuator. While for the AMB, the actuator is used for both 
suspension and damping, the AMD is used  
only to introduce damping into the system and the  
of the suspension must be insured by mechanical means. 
The static stability of the suspension is thus guaranteed  

if the mechanical stiffness is greater than the open-loop 
negative stiffness of the AMD. 

The AMD technology is particularly well suited in the 
field of rotating machines, where they can replace with 
advantages squeeze film dampers. 

A model of the actuator is needed for the design of the 
control law of the AMD. To this aim, the usual expression 
of the force generated by one electromagnet is used: 

2

0

2
0

)(
)(

4 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

=
tqq

tiAN
F

μ
,                                             (18) 

where N is the number of turns of each winding, A is the 
area of the magnetic circuit at the air gap, μ0 is the magnetic 
permeability of vacuum, i is the current, q0 is the nominal 
air gap and q is the displacement. 
 

 
 

 

a) 

 

b) 

Fig. 10. Sketch of an active magnetic bearing (a) and of an active magnetic damper (b) operating also as an elastic support 
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5.2. Transformer eddy current dampers 

 A “transformer” eddy current damper may use the same 
configuration as an AMD, although in this case the coils  
are supplied with constant voltage through which  
the magnetic field is generated. Damping is thus provided 
by eddy currents instead by control forces as in AMDs. 
Both AMD and transformer operation is possible in the case 
shown in Fig. 10b. However, in the latter case, the absence  
of a control law can make the implementation easier. 

The basic principle of transformer eddy current dampers 
is the following: the displacement with speed q  of the 
anchor changes the reluctance of the magnetic circuit 
causing the flux linkage to change in time, which generates 
a back electromotive force in the coils, and consequently 
eddy currents in the coils. The current in the coils has thus 
two contributions: a fixed one due to the voltage applied, 
and a variable one induced by the back electromotive force. 
The first contribution generates a force that increases when 
the air-gap decreases, which produces a negative stiffness. 
The damping force is generated by the contribution due  
to the anchor speed q , that acts against the motion of the 
moving element. In these terms, this configuration can be 
called semi-active, as power is initially required to produce 
the initial magnetic field, but damping is introduced without 
a traditional feedback law (i.e. using sensors). 

The transfer function between the speed q  and the 
electromagnetic force F shows a first order dynamics with 
pole frequency ωRL due to the R-L nature of each circuit 

( )
1

1 /
em

RL

KF
q s s ω

=
+

,                                                      (19) 

where 
2

2
0

2 /
em
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V R
K

q ω
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0
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R
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2

0
0

02
N A

L
q

μ
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The mechanical impedance has the form of a band 

limited negative stiffness. The value of the negative 
stiffness is proportional to the electrical power (V2/R)  
dissipated at steady state by the electromagnet. For given 
values of the number of turns (N), of the air gap area (A), 
and nominal air-gap (q0), the mechanical impedance and the 
pole frequency are functions of the voltage applied V  
and the resistance R. 

As mentioned earlier, a mechanical spring must  
be located in parallel to the electromagnets to compensate 
their negative stiffness. For static stability, the additional 
stiffness Km must be larger than the negative stiffness  
of the electromagnets ( emm KK ≥ ). For the analysis,  
the mechanical spring in parallel to the transformer damper 
can be considered as a part of the damper, and from now  
on the whole “electromagnet + mechanical spring” will  
be referred to as “transformer electromechanical damper” 
(TEMD). The mechanical impedance of the damper  
in parallel with the mechanical spring, i.e. of the TEMD,  
is studied: 

( )
1 /1

1 / 1 /
eqem z

m
RL RL

KK sF
K

q s s s s
ω

ω ω
+

= + =
+ +

⎛ ⎞
⎜ ⎟
⎝ ⎠

 ,         (20) 

where eq m emK K K= + ; eq
z RL

m

K

K
ω ω=  .                                    

Apart from the pole at null frequency, the impedance 
shows a zero-pole behavior. To ensure stability,  
the frequency of the zero must to be smaller than  
the frequency  (0 < ωz < ωRL) of the pole. As shown  
in Fig. 11a, it is possible to identify three different 
frequency ranges. 
 
 
 

 

Fig. 11.  “Transformer” eddy current damper. A) Mechanical impedance of a transformer damper in parallel to a spring of stiffness Keq  
               and b) mechanical equivalent 
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− Equivalent stiffness range ω<<ωz<ωRL: the system 
behaves as a spring of stiffness Keq >0. 

− Damping range ωz<ω<ωRL: the system behaves  
as a viscous damper with coefficient C defined as: 

−     
RL

mKC
ω

= .                                                             (21)  

− Mechanical stiffness range ωz<ωRL<<ω:  
the transformer damper contribution vanishes  
and the remaining stiffness contribution is provided  
by the mechanical spring (Km). 

It can be concluded that the association  
of electromagnets with a mechanical suspension opens 
interesting perspectives for the vibration control of rotating 
machines. As the AMD and TEMD configurations  
are identical, it is possible to switch from one strategy  
to the other while the machine is running. 

5. CONCLUSIONS 

‘More electric’ or even ‘All electric’ are more than 
fashionable catch phrases. They synthesize a tendency 
gaining momentum in many fields of technology towards  
a larger use of electric machines to control motion  
and to distribute power, while trying to do without 
lubricating or damping fluids. Even in cases where  
it is impossible to avoid hydraulic transmission,  
the electrohydraulic approach allows to mate the great 
compactness of hydraulic machinery and transmission lines 
with the ease of control of electric machines. 

While the road to build an ‘all electric’ turbojet  
or power turbine (to quote two examples) is still long and 
full of obstacles, the use of electromagnetic devices  
to control vibration and to manage power is in many cases 
mature for applications. Passive, semiactive and fully active 
dampers find  increasing applications not only in those high 
technology fields in which they were first used, but also  
in low cost consumer markets. 

The automotive shock absorber and the internal 
combustion engine torsional dampers here shown are two 
examples of this trend. In eddy current dampers, usually 
passive or semiactive, the substitution of magnetic fields 
instead of oil or elastomers is straightforward and the only 
difficulties are costs and sometimes still mass and bulk.  

Fully active devices on the contrary, apart from being 
more complex and usually costly, require accurate studies 
since their behavior is not intrinsically stable. As usual with 
active systems, their control laws must be designed with 
both cost and performance and stability in mind. 

Although being still far in the future, the vision  
of machines with no part in contact and hence requiring  
no lubricant and displaying no wear, and with vibration 
control that does not involve energy dissipation, is a clear 
goal that can guide designers and scientists. 

 
 
 
 
 

REFERENCES 
 
1. Tonoli, A. (2007), “Dynamic characteristics of eddy current 

dampers and couplers,” Elsevier J. Sound Vib., 301,  
pp. 576-591. 

2. Graves, K. E., Toncich, D., and Iovenitti, P. G. (2000), 
“Theoretical comparison of motional and transformer emf 
device damping efficiency”, Journal of Sound and Vibration, 
vol. 233, no. 3, pp. 441–453. 

3. Kamerbeek, E. M. H. (1973), “Electric motors”, Philips 
tech. Rev., vol. 33, pp. 215–234. 

4. Tonoli, A., and Amati, N. (2008), “Dynamic modeling  
and experimental validation of eddy current dampers  
and couplers”, Journal of Vibration and Acoustics, vol. 130. 

5. Macchi, P., Silvagni, M., Amati, N., Carabelli, S.  
and Tonoli, A. (2006), “Transformer eddy current dampers 
for the vibration control of rotating machines”, Proceedings 
of the 8th Biennial ASME Conference on Engineering 
System Design and Analysis, Torino, Italy, pp. 1–10. 

6. Karnopp, D. (1989), “Permanent magnets linear motors used 
as variable mechanical dampers for vehicle suspensions”. 
Vehicle System Dynamics, 18, pp. 187–200. 

7. Karnopp, D. (1987). “Force generation in semi-active 
suspensions using modulated dissipative elements”. Vehicle 
System Dynamics, 16, pp. 333–343. 

8. Amati, N., Canova, A., Cavalli, F., Caviasso, G., Carabelli, 
S., Festini, A., and Tonoli, A.  (2006), “Electromagnetic 
shock absorbers for automotive suspensions: 
electromechanical design”. ESDA-ASME 95339. 

9. Amati, N., Carabelli, S., Genta G., Macchi P., Nicolotti F., 
Silvagni M., Tonoli, A., Vinsconti, M. (2006), Vibration 
control of rotors: trade off between active, semi-active  
and passive solutions. The IX Finnish Mechanics Day. 
Lapperanta, Finland. June 13-14. (pp. 1-15). ISBN/ISSN: 
952-214- 227-1/1459-2924. 

 
 



acta mechanica et automatica, vol.2 no.2 (2008) 
 

 21

 
 
 
 

CONTROL-ORIENTED MODELLING AND CONTROL OF ROTOR VIBRATION 
 

Zdzisław GOSIEWSKI* 
 
 

* Faculty of Mechanical Engineering, Białystok Technical University, ul. Wiejska 45 C, 15-351 Białystok 
  

 
gosiewski@pb.edu.pl 

 
Abstract: Deep analysis of the control plant brings many useful information for the designer of the control system.  
The analysis is also important part in the design of active vibration control system.  The coupling of different dynamical 
phenomena in rotating machinery leads to unstable vibrations. Usually,  the coupling effects are caused by changing 
parameters. Angular speed or rotor unbalance in some applications  are such parameters which change in the wide range. 
The problem is to find for which angular speeds we have unstable torsional/lateral vibrations. Usually, the unstable regions 
are in the vicinity of angular speeds where maps of natural frequencies for both dynamical systems cross each other. 
 In the paper there was explained which intersection of torsional and lateral natural frequencies are unstable and why.  
The root locus method was used to explain the phenomenon. It indicated such control procedures which amplify the 
positive   (stabilizing) mechanisms in the rotor dynamics. Such procedures can also lead to the energy saving control laws. 
In the case of lateral vibrations there were considered four control strategies. And these strategies were compared  
to indicate optimal one. 

 
 

 
 

 

1. INTRODUCTION 

The modal control of flexible structures is usually 
applied in analytical papers [Preumont, 2002, Ulbrich  
and Gunther, 2005).  The modal control is a global one, 
while the sensors and actuators are located pointy.  
In control-oriented modeling it is important to find input-
output relations among these points. So more, the simpler 
model of plant the simpler is the control design.  
The following disadvantages of the modal control can be 
noticed: 
− Global approach leads to a plant model which has  

non-physical parameters. 
− The reduction of the modal model leads to “the 

spillover” of the measurement and control effects.  
− The control system is usually far from the optimal one 

from the energy point of view. 
− During the control design we omit the knowledge about 

the plant.  
The disadvantages of modal approach are particular well 
seen in the case of the rotor vibration control. The coupled 
vibrations are often met in the rotordynamics and small 
changes of the value of the coupling parameters can lead  
to the unstable behavior of the rotating machinery.  
So it is important to divide dynamical system into smaller 
subsystems and to find which parameter is responsible for 
the coupling of the subsystems. Such vibration analysis can 
indicate what one should do to design the energy saving 
control system.   

The design procedure of the vibration control system   
is realized in four stages (Fig. 1a). They are: modeling  
of the plant and control system elements, analysis of the 
plant vibrations (in our case of the rotor), the design of the 

control law and after the implementation of the control 
system the experimental validation of the design procedure 
and dynamical behavior of the closed-loop system. 

When the identification procedures were discovered 
(Ejkchoff, 1980; Juang, 1994) the design procedure  
of vibration control system can be realized in the closed 
loop (Fig. 1b). The experimental results can be used  
to identify the real rotor model. So, the improved rotor 
model can be again used in the next steps of the design 
procedure. So more, the identified model is an input-output 
model, so it perfectly suits the design of the control system. 
In the fast prototyping of the mechatronic systems  
we intensively apply the computer aid design methods.  
So, all design steps can be in practice realized parallel 
(Fig.1c). So more, as it was mentioned, the synthesis 
methods can be used to the rotor vibration analysis.   

In the paper the coupling effects will be analyzed in the 
case of the a few-mode rotor model (similar to the 
Jeffcott’s model (Gosiewski and Muszynska, 1992)). In the 
considered case we have coupled torsional/lateral 
vibrations which are described by three nonlinear 
equations. To obtain rotor motion equations one can apply 
the Lagrange’s equations. After linearization in the inertial 
co-ordinate system the equations of rotor vibrations will be 
transformed to the system of co-ordinates which rotates 
together with rotor. 

First, the coupling effect and its influence on the 
stability will be considered in the classical way (Muszynska 
et al., 1992). Next, we define the feedback in the coupled 
system and carry out investigation of the system stability 
with help of Evans method (root locus) known from  
the control theory (Kaczorek, 1993). Such approach leads  
to simple explanation whether given intersection on the 
map of natural frequencies is stable or not. 
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      In the second part of the paper different control 
schemes will be used to stabilize the rotor vibrations in the 
wide range of the rotor angular speed. The energy effective 
control law will be applied to stabilize the laterarl 
vibrations of the rotor. We will check whether the 
controller also correctly stabilize the closed-loop system in 
the case of the torsional/lateral vibrations.  

     All considerations will be illustrated by the results of the 
computer simulations. 
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Fig. 1. Design procedure steps of the vibration control system 
 
2. MATHEMATICAL MODEL 

We consider the physical model of flexible rotor shown 
in Fig. 2. The model consists of a rigid disc and a massless 
flexible shaft. The static unbalanced disc is located  
in the center of the shaft.   The shaft is drived by a high 

power motor which rotates with constant angular speed Ω.  
The disc has mass m and inertia momentum Io We assume 
that flexibilities of the shaft in both directions: ξ, η are: 
k1,k2, respectively. The torsional flexibility coefficient is kt. 
 

Fig. 2. Physical model of the anisotropic rotor 
 

Kinetic energy Ek i potential energy Ep of such 
dynamical system are as follows: 

Ek =  ( )2 2 2

2 2
O

S S

Im
x y γ+ + , 

Ep = ( )22 2

2 2 2
tkk k

t mgyξ η γ+ + − Ω − , 

where: xs = x – ecos (γ + δ),  ys = y + esin (γ + δ) are 
coordinates of the disc mass centre S in  inertial coordinate 
system XYZ, while: ξ = xcosγ + ysinγ,  η = -xsinγ + ycosγ 
are co-ordinates of the disc geometrical centre W  
in rotating co-ordinate system ξηζ, which rotates with rotor 
angular velocity Ω. Furthermore: γ – is the angle of the 
shaft twist, e - is the eccentricity (distance) of rotor mass 
centre S from its geometrical centre W, while δ – is the 
angle between unbalance vector and axis ξ.  

Rayleigh’s function of energy dissipation in the lateral 
vibrations  consists of two components. One component 
describes the dissipation caused by external vibration 
damping and second one describes the dissipation caused 
by internal damping. We assume that external damping  
is proportional to the rotor velocity in inertial coordinate 
system while internal damping is proportional to the rotor 
velocity in rotating coordinate system. Therefore,  
the Rayleigh’s function is as follows: 
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=

⎡ ⎤⎣ ⎦
where: bz –  coefficient of external damping, bw - 
coefficient of internal damping bt - coefficient of torsional 
damping.
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Lagrange’s equations were used to obtain  
the motion equations of the rotor. The set of three 
nonlinear motion equations with periodic time-varying 
coefficients was obtained.  So the system describes the 
parametric vibrations, where coefficients are a function  

of the rotor angular speed.  To obtain the  system with 
linear time invariant equations the non-linear equations 
were linearized and transformed to the rotating coordinate 
system (Fig.3).  

 

ηξ jw += ηξ jw −=

tjweu Ω= tjewu Ω−= ηξ jw += ηξ jw −=

)(:)( ttYt ϕϕ +Ω= )(tϕ .......1 +±=± ϕϕ je j

jyxu += jyxu −=

 
Fig. 3. Linearization and transformation of the equations describing the torsional/lateral vibrations of the rotor 

 
The final version of the rotor model is as follows: 
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It is seen that equations are coupled by rotor unbalance  
(e ≠ 0). 

The linearized equations in inertial coordinates have 
time dependent coefficients. It means that the rotor 
vibrations can by considered as a parametric vibrations. 
From vibration theory we know that such vibrations for 
some range of parameters are unstable. The angular speed  
Ω is one of the main rotor parameters. Equations in rotating 
coordinates (1) have constant coefficients. Therefore,  
the calculations of unstable ranges of angular speed will be 
much simple, by the analysis of the equations in rotating 
coordinates. 

 

3. FREE TORSIONAL/LATERAL ROTOR 
VIBRATIONS 

 
We omit external excitations. In this case the motion 

equations (1) describe free rotor vibrations:  
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When we use Laplace transform the differential equations 
(2) will be changed to the algebraic form: 
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   (3) 

where: 
2 2 2

1 1( ) 2( )d z wA s s h h s ω= + + + − Ω ;   
2 2 2

2 2( ) 2( )d z wA s s h h s ω= + + + − Ω ,   
( ) 2 ( )d zB s s h= Ω + ;                                               (4) 

2 2 2( ) 2 tC s s h s eR μ= + + Ω +
2 2( ) ( sin 2 cos sin )D s e s sδ δ δ= − Ω − Ω − ;          

2 2( ) ( cos 2 sin cos )F s e s sδ δ δ= Ω + Ω − ;   
2
2( ) sinH s Rω δ= − ;  2

1( ) cosK s Rω δ= . 
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    The determinant of the main matrix in equation (3)  
is a characteristic polynomial. When characteristic 
polynomial equals zero we have characteristic equation:  

1 2

2
2 1

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0
d d d d

d d d

A s A s C s B s F s H s D s B s K s

A s D s H s A s F s K s C s B s

− + +

− − + =
 (5) 

When system is stable the roots (all poles) of the 
characteristic equation have negative real parts. 

 The roots have been calculated in function of rotor 
speed Ω for the following parameters: ω1= 90 [rad/s],  
ω2= 100 [rad/s], μ=150 [rad/s], Rh=0.01, hz=hw=0.04ω1, 
ht=0.02μ, ρ=30o. The results are presented in Fig. 4.  
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Fig. 4. Map of real part (a) and imaginary part (b) of characteristic 
           equation roots (poles) for the torsional/lateral vibrations  
           of the rotor with anisotropic flexibility 
 

In the upper right quarter of the natural frequency map  
(Fig. 4b) we can notice three crossings of the natural 
frequency lines. Two crossings are in spots where torsional 
map meets lateral map: Ω≅μz-(ω1+ω2)/2,  Ω≅μz+(ω1+ω2)/2. 
The third crossing is in the vicinity of the frequency 
Ω≅(ω1+ω2)/2 where the natural frequencies of lateral 
vibrations in two perpendicular directions ζ, η approach 
each other.  In the vicinity of two crossings there  
are unstable ranges of the rotor speeds Ω.  

We will show that the particular subsystems are coupled 
by two particular parameters: rotor unbalance Rh and rotor 
angular speed Ω as it is shown in Fig 5.  

 

Ω

hR

0

2

Re
I

meRh ==

 
 
Fig. 5. Coupling parameters in considered rotor model 

3.1 Undamped free vibrations of isotropic rotor 

Now, we neglect the damping and assume a rotor with 
isotropic flexibility ω=ω1=ω2=100[rad/s]. In this case some 
of the polynomials (4) reduce to the form: 

2 2 2
1 2( ) ( )d dA A s A s s ω= = = + −Ω ,   

( ) 2dB B s s= = Ω ,         (6) 
2 2 2( )C s s eR μ= + Ω +   

 and characteristic equation can be expressed as the 
algebraic equation: 

6 4 2
1 2 3 0,s a s a s a+ + + =               (7) 

where: 

( ) ( )
( )

2 2 2
1

22 2 2 2 2 4 2
2

22 2 2 4 4
3

2 2 2 2 2

2
2 2 2

2 2 ,
2 2 ,

,
sin cos ,    

,     .

z h

z h h

z h h

h z h
o

a pR
a R pR

a R pR
p

me
R Re R

I

ω μ
ω ω μ ω

μ ω ω
ω δ ω δ ω

μ μ

= + Ω + +
= −Ω + +Ω + + Ω

= −Ω − + Ω
= + =

= = = + Ω

 

From above coefficients of the characteristic equation  
it results that δ (angle between unbalance vector and axis  
ξ ) does not influence the roots in the case of the isotropic 
rotor. So, we can orient the rotating coordinate system  
in any way against the rotor.  
 The stability condition is that all roots of characteristic 
equations have negative real parts. So using Cardan 
solution of the bi-3-order equation (7) we have obtained the 
stability conditions:   

a3  >  0 , a1   >  0,  

and:                                           (8) 

 a1
2 < 3a2    or  2(a1

2 - 3a2)3 > [al (9a2 - 2a1
2) - 27a3]2,      

when:    a1
2  > 3a2 . 
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From the first inequality (8) we can calculate one  
of the unstable ranges of the rotor speed: 

 
2

2 2
    .z

h zR

μ
ω ω

ω μ
〈 Ω 〈

+
 

It is seen that unstable range always exists when the rotor  
is unbalanced (e ≠0). Second inequality (8) is always 
fulfilled. From the third inequality (8) we have one more 
range of the unstable rotor speeds. Second range of the 
unstable rotor speeds is in the vicinity of the value: 
Ω=ω+μ. 
 Typical maps of  real and imaginary (natural 
frequencies) parts of the roots of characteristic equation  
in function of the rotor angular speed are shown in Fig. 6. 
The analytical considerations are confirmed by the 
computer simulation results. The both mentioned ranges  
of unstable rotor speeds are well seen in Fig.6. 
 

a) 

 
b) 

 
 

Fig. 6. Real part(a) and imaginary part (b) of characteristic 
polynomial roots versus rotor speed Ω for data: ω= 100 
[rad/s], μ=150 [rad/s], Rh=0.1. Two ranges of unstable 
rotor speeds: 97 [rad/s] <Ω< 100 [rad/s],  
256 [rad/s]<Ω<292 [rad/s]. 

 
The unstable speeds are in the vicinity of some natural 

frequency intersections (Fig. 6b). For these frequencies real 
part of roots have positive values (see Fig. 4a). We denote: 
pi – i-th pole of transfer function (root of characteristic 

polynomial), zi – i-th zero of transfer function. This time 
however, in comparison to Fig.4, the intersection  
Ω≅μz-(ω1+ω2)/2 is stable while the crossing 
Ω≅μz+(ω1+ω2)/2 is unstable. So, the problem is how  
to recognize which crossing indicate the unstable ranges.  
To answer question we will reach for a synthesis method 
known from the control theory. 

We consider separately lateral and torsional vibrations. 
The coupling forces from (3) will be taken as external 
excitations: 

( ) ( ) ( ) ( ) ( ) ( ),

( ) ( ) ( ) ( ) ( ) ( ),

( ) ( ) ( ) ( ) ( ) ( ).

A s s B s s D s s

B s s A s s F s s

C s s H s s K s s

ξ η ϕ

ξ η ϕ

ϕ ξ η

− =

+ =

= +

            (9) 

Two first equations describe lateral vibrations and third one 
describes torsional vibrations. The mathematical model can 
be presented in the form of block scheme, given in Fig.7.  
 

1

2

G (s)
G (s)
⎡ ⎤
⎢ ⎥
⎣ ⎦

 
Fig. 7. Block scheme of the torsional/lateral vibrations  
           of the flexible rotor 
 

It is a dynamical system with feedback loop very well 
known from control theory, where particular transfer 
functions have the form: 
 

1 2 2

2 2 2

( ) ( ) ( ) ( ) ( )
( ) ;  

( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( ) ;
( ) ( ) ( )

s B s F s A s D s
G s

s A s B s
s A s F s B s D s

G s
s A s B s

ξ
ϕ
η
ϕ

+
= =

+

−
= =

+

     (10) 

3

4

( ) ( )
( ) ;   

( ) ( )
( ) ( )

( ) .
( ) ( )

s H s
G s

s C s
s K s

G s
s C s

ϕ
ξ
ϕ
η

= =

= =

      

We break the feedback loop in the place indicated by tildes 
to obtain open-loop system. The open-loop transfer 
function is obtained by the multiplication of matrices: 

[ ] 1
3 4 3 1 4 2

2

( )
( ) ( ) ( ) ( ) ( ) ( ) ( ).

( )o

G s
G s G s G s G s G s G s G s

G s
= = +

⎡ ⎤
⎢ ⎥
⎣ ⎦

Taking into account transfer functions (10) we have: 

2 2

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( )

[ ( ) ( )] ( )o

H s B s F s H s A s D s K s A s F s K s B s D s
G s

A s B s C s
+ + −

=
+

.            (11) 
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When we introduce the rotor parameters (4), (6) the open-
loop transfer function has the form: 

2 4 2 2 2 2 2 2

4 2 2 2 2 2 2 2 2

{ (3 ) ( ) }
( )

{ 2 ( ) ( ) }( )

( )            

h
o

z

h r

R s s
G s

s s s

R G s

ω ω ω
ω ω μ

− + Ω + − − Ω Ω
=

+ − Ω + −Ω +
=

 (12) 

In the Evans method we will consider rotor unbalance 
parameter Rh as a gain which changes from zero  
to the infinity.  

Now, we analyze the influence of the unbalance  
on the system dynamics. Closed-loop system from Fig.7 
have the following characteristic equation:  
 
1 ( ) 0h rR G s+ =   or:   

1
( ) ,   for  0,r h

h

G s R
R

= − ≥             (13) 

In our case characteristic equation of the closed-loop 
system has the form: 

2 4 2 2 2 2 2 2

4 2 2 2 2 2 2 2 2

{ (3 ) ( ) }
1 0  

{ 2 ( ) ( ) }( )
h

z

R s s
s s s

ω ω ω
ω ω μ

− + Ω + − −Ω Ω
+ =

+ −Ω + −Ω +
 

or                          (14) 
4 2 2 2 2 2 2 2 2 2 4 2 2 2 2 2 2

4 2 2 2 2 2 2 2 2

{ 2 ( ) ( ) }( ) { (3 ) ( ) }
0.

{ 2 ( ) ( ) }( )
z h

z

s s s R s s
s s s

ω ω μ ω ω ω
ω ω μ

+ − Ω + −Ω + − + Ω + − − Ω Ω
=

+ − Ω + −Ω +
 

 
The numerator of the transfer function (14)  

is a characteristic polynomial of the closed-loop system 
(13) and denominator is a characteristic polynomial of the 
open-loop system. 

Gr(s) is a complex number and can be presented  
as a vector in the complex (Gauss) plane. According  
to the equation (13) the transfer function Gr(s)  should 
fulfill two conditions put on the angular location of the 
vector: arg Gr(s)=-180o±360oN, N – integer number and on 
its absolute value: ( ) .1/r hG s R=  

From above conditions it results that for Rh increasing 
from zero to the infinity the open-loop poles (roots  
of denominator polynomial in the transfer function Gr(s)) 
move towards zeros of the same open-loop transfer function 
Gr(s) (roots of numerator in equation (11)). If the number  
of poles is bigger then the number of zeros the other poles 
escape to the infinity along asymptotes which start from the 
central point in the  complex plane. 

 It means that zeros of the open-loop transfer function 
should play important role in the analysis of the unbalance 
influence on the dynamic behavior of the coupled 
torsional/lateral vibrations of the flexible rotor. The real  
and imaginary part of transfer function zeros for rotor 
parameter: ω=100 [rad/s], μ=150 [rad/s], Rh=0.1  
are presented in Fig 8. It is a rotor which poles (natural 
frequencies) are  shown in Fig. 5. 

 As we can see in Fig. 8 the positive real parts of the 
zeros exist only for the rotor speed Ω range from 0 to 100 
[rad/s]. Imaginary parts (frequencies) of zeros 
changestogether with rotor angular speed Ω and increase 
parallel to real parts of poles (natural frequencies)  
of the lateral vibrations. 

For small angular speed of rotor the system can be 
unstable for very big values of Rh because two of  zeros  
in transfer function Gr(s) are real and positive. But value  
of unbalance for which it happens is unrealistic. When  
all zeros and poles of transfer function are purely imaginary 
the root locus plot moves along imaginary axis. In this case 
each pole has its associated zero which is a target for locus 
line. Two biggest poles moves to infinity along imaginary 

axis. Such rotor is completely stable for all values  
of unbalance Rh. 
 
a)

 
b) 

 
 

Fig. 8.  The ranges of rotor speed where we can find such 
unbalance, which destabilize rotor vibrations Real parts 
(a) and imaginary parts (b) of zeros in the transfer 
function Gr(S)  versus rotor angular speed Ω drown as a 
bold lines. Slim lines in Fig.(b) show the natural 
frequencies of uncoupled torsional/lateral vibrations 
(poles of the transfer function Gr(S)).   
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Such harmony is destroyed when rotor angular speed 
cross value 245 [rad/s] (see Fig. 8). For angular speeds 
Ω>245[rad/s] the alteration of poles and zeros is replaced 
by close neighborhood of two poles. To reach open-loop 
zeros the locus lines are forced to  make a circles. The 
circle enter the positive side of the complex plane. It means 
the motion becomes unstable for some  values of 
unbalance.  

We conclude that by analysis of the pole and zero 
values we are able to show the ranges of unstable vibrations 
(Fig.8). In first range (to 100 [rad/s]) the instability  
is connected with the real part positive value of two zeros  
of the open-loop transfer function. In second range of the 
unstable rotor angular speeds the alternating pole-zero 
pattern [Preumont, 2002] was destroyed. The neighborhood 
of two zeros and two poles is a simple way to detect the 
unstable behavior of the system. The closer to the crossing 
point on natural frequency map the smaller value  
of unbalance is needed to trigger the instability in both 
ranges. 

3.2 Damped lateral vibrations of anisotropic rotor 

Now, we will consider free damped lateral vibrations  
of an anisotropic rotor. To do this we reduce (3) 
 to the following algebraic equations: 

1

2

0

0
.d d

d d

A B

B A
ξ

η

−
=

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦⎣ ⎦
            (15) 

The determinant of the left matrix compared to zero  
is a characteristic equation: 
                                          

 
( )

2 2 2
1

22 2 2 2
2

[ 2( ) ]

[ 2( ) ] 4 0.

z w

z w z

s h h s

s h h s s h

ω

ω

+ + + −Ω

+ + + −Ω + Ω + =
         (16)                      

The roots of the characteristic equation in the function of 
rotor angular speed Ω are presented in Fig.9. 
 After some manipulations of characteristic equation 
(16) we can find the ranges of the unstable rotor speeds. 
For ω1<ω2 the first range is: 2 2 2 2

1 2z zh hω ω− < Ω < − .  

The second range is when angular speed crosses the value: 

1
z w

w

h h
h

ω
+

Ω >
⎧ ⎫
⎨ ⎬
⎩ ⎭

. The first range of unstable rotor speeds 

vanishes when external damping crosses the value: 
( )
( )

2

2 1 2

2 2
1 2

.
8zh
ω ω

ω ω

−
〉

+
 

As it is seen in Fig.9a for both unstable ranges the real 
parts of some roots become positive. 
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Fig. 9. Real (a) and imaginary (b) parts of the characteristic 

polynomial roots versus rotor angular speed Ω for lateral 
vibrations. 

 
Once again we use feedback loop to decompose  

the system into smaller parts. We separate two 
perpendicular directions of the rotor lateral vibrations.  
The block scheme of the system is shown in Fig. 10. 

ξ

η

Fig. 10. The block scheme of rotor lateral vibrations 
  
The open-loop transfer function is as follows: 

1 2( ) ( ) ( ),od d dG s G s G s=                            (17) 

where: 

1 2
1 2

( ) ( )
( ) ;    ( ) ;

( ) ( )d d
d d

B s B s
G s G s

A s A s
−

= =  
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Finally, we have: 

 

2 2

2 2 2 2 2 2
1 2

4 ( )
( ) ( )

[ 2( ) ][ 2( ) ]
z

od d rd

z w z w

s h
G s R G s

s h h s s h h sω ω
Ω +

= =
+ + + −Ω + + + −Ω

            (18)

       

The poles of the open-loop system for different rotor 
speeds are presented in Fig.11. The transfer function of the 
open-loop system has one doubled zero and it is negative 
since:         z1=z2= -hz.  It is evident (see Fig.11)) that open-
loop system is unstable for: Ω>ω1  while closed-loop 
system (Fig. 9)  
is stable also in the range ω2<Ω<ω1(hw+hz)/hw. To find 
mechanism which extends the range of stable rotor speeds 
we will again use the Evans method. According  
to the method some system poles will approach negative 
open-loop zeros while the remain ones escape along the 
vertical  asymptotes. We assume that rotor rotation  
is a cause of this mechanism so we introduce an artificial 
Evans’ gain in the form: 

24DR ρ= Ω                            (19) 

For ρ=1 we have nominal state of the open-loop system 
(18). It is interesting to find for what values of the gain ρ 
the root locus cross the stability border on the Gauss plane. 
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Fig. 11. Real (a) and imaginary (b) parts of the open-loop system 
             poles versus rotor angular speed 

 
 

Fig. 12. Root locus of the rotor lateral vibrations in function  
             of the gain ρ for angular speed Ω=95[rad/s] 
 

 

Fig. 13. Root locus of the rotor lateral vibrations in function  
             of the gain ρ for angular speed Ω=130 [rad/s]. 
 

 

Fig. 14. Root locus of the rotor lateral vibrations in function  
             of the gain ρ for angular speed Ω=200 [rad/s] 
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 The root locus for unstable rotor speeds 95 [rad/s]  
and 200[rad/s] are presented in Fig. 12 and 14, respectively. 
The root locus for stable rotor speed 130[rad/s] is shown  
in Fig.13. The black square in Figures indicate the point  
on one of the root locus lines which is connected with the 
pole on the stability threshold. The parameters of the point 
are described in the Figure. For example, the overshoot on 
the stability border should be 100% for complex poles. The 
gain is the Evans gain (value of considered coupling 
parameter). 

The imaginary axis divides the poles into stable and 
unstable ones. In the case of unstable rotor speeds the gain 
ρ crosses value 1 (ρ>1) when root locus cross the imaginary 
axes. It means that actual rotor speed Ω2 is insufficient  
to stabilize the rotor for given speed. 

3.3. Full model 

Now, we  return to the full model (8) whose poles  
are presented in Fig.2.  Since now we know that zeros  
of open-loop system play important role in the stability 
analysis we have calculated them and they are presented  
in Fig. 15. 
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Fig. 15. Real (a) and imaginary (b) parts of zeros (bold lines)  

and poles (slim lines) of the open-loop transfer function 
designed for damped anisotropic rotor 

  
Fig. 16. Root locus for rotor angular speed Ω=150[rad/s] 
 

 
Fig. 17. Root locus for rotor angular speed Ω=220[rad/s] 
 

We have shown in Figs 16, 17 the root locus for the two 
rotor speeds: 150, 220 [rad/s], respectively. In the case  
of Ω=150[rad/s] the rotor motion is practically stable  
for any unbalance. When rotor rotates with angular speed 
Ω=220[rad/s] the system is unstable and the unbalance 
practically has no influence of the dynamical state.  
The instability of the system is connected with internal 
damping.  

The decomposition of coupled vibrations gives many 
advantages in the analysis of the system stability.  
The deviation of the system into smaller ones allows  
to reduce the calculations. It gives deeper insight into 
connections of the vibrations with changes of chosen 
parameters. Many vibration phenomena can be simply 
explain. 

In the case of the considered torsional/lateral rotor 
vibrations we have carried out decoupling of the vibrations 
on two levels. First, we separated the torsional and lateral 
vibrations to analyze influence of the rotor unbalance on 
the rotor dynamics. Next we decoupled lateral vibrations 
into vibrations of the perpendicular directions. Such 
decomposition allowed us to show the stabilizing 
mechanism generated by rotor rotation. 

Such approach give deeper insight into dynamical 
system as a control plant. Analysis of the plant dynamics 
allows to find the best strategy of the design procedure  
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of the active vibration control system. We hope that  
the decomposition will also be useful in the diagnostic 
systems. 

4.  CONTROL OF THE DAMPED LATERAL 
     VIBRATIONS OF THE ANISOTROPIC ROTOR  

After reanalysis of the results from section 3.2 we can 
improve dynamic performance of the closed-loop system 
(stabilization of the rotor displacement and improvement  
of the transient parameters) by: 
- additional external damping, 
- additional gyroscopic effect, 
- change of system stiffness, 
- active rotor balancing. 

 Let us consider the equations of lateral vibrations  
of the anisotropic rotor in form convenient to design the 
control law. First, the control forces are introduced to rotor 
movement equation (15):   

1

2

d d

d d

fA B
fB A
ξ

η

ξ
η

− ⎡ ⎤⎡ ⎤ ⎡ ⎤
= ⎢ ⎥⎢ ⎥ ⎢ ⎥

⎣ ⎦⎣ ⎦ ⎣ ⎦
,             (20) 

where: 
2 2 2

1 1( ) 2( )d z wA s s h h s ω= + + + −Ω ;   
2 2 2

2 2( ) 2( )d z wA s s h h s ω= + + + −Ω ;  
( ) 2 ( )d zB s s h= Ω + . 

After some calculations the relationships between control 
forces and rotor displacements have the form: 

2

1

( )( ) ( )( ) 1
( )( ) ( )( )

d d

d dop

f sA s B ss
f sB s A ss D
ξ

η

ξ

η
=

−

⎡ ⎤⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥⎢ ⎥

⎣ ⎦ ⎣ ⎦ ⎣ ⎦
                       (21) 

where: 
 

2
1 2( ) ( ) ( )d d dopD A s A s B s= +            (22) 

 
is a characteristic polynomial of the plant.  

This is the control model which has two inputs (control 
forces) and two outputs (measurement signals) connecting 
with two directions of analysed rotor vibrations: ξ, η. This 
relationship can be presented in matrix form as follows:  

 

( ) ( ) ( )r r rs s s=Y G F ,              (23) 

where: 
 

2

1

( )
( ) ,    

( )

( ) ( )1
( ) ,   

( ) ( )

( )
( )= .

( )

r

d d
r

d d

r

op

s
s

s

A s B s
s

B s A sD

f s
s

f s
ξ

η

ξ

η
=

=
−

⎡ ⎤
⎢ ⎥⎣ ⎦

⎡ ⎤
⎢ ⎥
⎣ ⎦

⎡ ⎤
⎢ ⎥
⎣ ⎦

Y

G

F

          (24) 

 

The denominator of transfer function G(s) is a 
characteristic equation of the control plant given as follows: 
 

2 4 3 2
1 2 3 2 1 0( ) 0.d d dopD A A B s b s b s b s b= + = + + + + =      (25) 

Where: 

3

2 2 2 2
2 1 2

2 2 2
1 1 2

2 2 2 2 2 2
0 1 2

2 2 2 2 2 2 2 2 2
2 1 2 2

4( ),

4( ) ( 2 ),

2( )( ) 4 ( ),

( )( ) 4

  ( ) 4 ( )( ).

  

z w

z w

z w z w

z

z

b h h

b h h

b h h h h

b h

h

ω ω

ω ω

ω ω

ω ω ω ω

= +

= + + + + Ω

= + + + Ω −

= − Ω −Ω + Ω =

= −Ω + Ω + − −Ω

        (26) 

According to Hurwitz criterion, the open-loop system  
is stable if all coefficients (26)  of the polynomial have the 
same sign (positive) and minor determinants of Hurwitz 
matrix are positive. As it results from equations (26) 
coefficients b3, b2 are always positive. The coefficient b1  
is positive for rotational speeds described by condition: 

2 2
2 1 2( )( ) .

2( )
z w

w z

h h
h h

ω ω+ +
Ω <

−
                                  (27) 

The condition above confirms the known phenomena - 
external damping increases and internal damping decreases 
the range of stable rotor speeds.  The coefficient b0 has two 
parts. The second part 4Ω2h2

z  is always positive and the 
first one (ω1

2-Ω2)(ω2
2-Ω2)  is positive for all rotor speeds 

except the range:  

1 2.ω ω<Ω <                                               (28) 

This unstable range of rotational speeds was earlier 
considered and it is a result of anisotropic rotor stiffness.  

According to Hurwitz criterion in case of considered 
rotor system the additional two minor determinants should 
be positive: 

2 3 2 1

2 2
3 3 2 1 3 0 1

0,

0.

b b b

b b b b b b

Δ = − >

Δ = − − >
                    (29) 

After calculations the first minor determinant is given by: 
3 2 2

2 1 2

2

16( ) 2( )( )

4 (3 ).
z w z w

z w

h h h h

h h

ω ωΔ = + + + + +

Ω +
               (30) 

Thus, the minor determinant Δ2 is positive for any 
rotational speed of the rotor. The stable range of rotational 
speeds can be calculated from condition: Δ3=b3b2b1-b3

2b0-
b0

2>0.  
It is quite difficult to calculate the condition analytically.  
If we assume zero damping, the condition above can be 
written in simpler form: Δ3=-b0

2>0. For this condition the 
stable range of rotational speeds is given by inequality (28).  

The control forces can be written as functions  
of measurement signals. These relationships are called 
control law. Let us consider four control laws. To compare 
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the control laws in all control directions let introduce 
similary gain coefficients k. In general case, the control law 
can be presented as follows: 

( ) ( ) ( )r r rs s s= −F K Y .                    (31) 

After introducing of the control law to the equation  
of control plant (23) the closed-loop system is as follows: 

[ ( ) ( )] ( )r r rs s s+ =I G K Y 0 ,           (32) 

where, the characteristic equation of the closed-loop system 
is given by: 

det[ ( ) ( )] 0.r rs s+ =I G K             (33) 

In order to estimate the stability range of closed-loop 
system and to obtain the proper parameters of the controller 
(in our case the gain parameter k), the roots of the closed-
loop characteristic equation should be analyzed. 

The equation (31) describes the control law in rotational 
coordinate system. In practice, the rotor vibrations  
are controlled in non-rotating inertial coordinate system. 
Thus, we introduce the transformation matrix between 
coordinates of rotating and non-rotating coordinate 
systems: 

 

( ) sin cos ( )

( ) cos sin ( )

t t t x t

t t t y t

ξ

η

Ω Ω
=

− Ω Ω
⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦ ⎣ ⎦

,                 (34a) 

that is: 

( ) ( )r t t=Y TY .                                                            (34b) 

The transformation matrix T is orthonormal. Thus,  
the inverse matrix is obtained as: T-1=TT. 

The control forces (31) should also be calculated  
in inertial coordinate system. Thus, we also introduce  
the transformation matrix T to obtain the control forces: 

( ) ( )sin cos
( ) ( )cos sin

x

x

f t f tt t
f t f tt t
ξ

η

Ω Ω⎡ ⎤ ⎡ ⎤⎡ ⎤
=⎢ ⎥ ⎢ ⎥⎢ ⎥− Ω Ω⎣ ⎦ ⎣ ⎦⎣ ⎦

,        (35a) 

that is: 

( ) ( )r t t=F TF .             (35b) 

After putting the formulas (34b) and (35b) into the control 
law (31) we obtain: 

( ) ( ) ( )rt t t= −TF K TY                             (36) 

After some calculations the control law in non-rotating 
coordinate system is as follows: 

( ) ( ) ( )s s s= −F K Y ,              (37) 

where, the gain parameter of controller  can be obtained 
from relation:  
 

( ) ( )T
rs s=K T K T .              (38)  

 
So the control law can be calculated in rotating coordinate 
system (which is advantageous in case of parametric 

vibrations) and the last equation can be used to transform  
it to the inertial coordinate system. 

4.1 Active damping of rotor vibrations 

The damping forces are proportional to the velocity  
of vibrations. Let us introduce the control law where  
the control forces are proportional to the vibration velocity 
and there are no crossing couplings (see Fig. 18). Without 
cross couplings there are only two paths in the controller 
between particular control forces and rotor velocity in each 
of the control directions. Thus, the control law is given  
by formula: 

1

( ) 1 0 ( )
  ( )= .

( ) 0 1 ( )r

f s s
s k s

f s s
ξ

η

ξ

η
= −

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦

F          (39) 

that is: 

1
1

1

0
  ( ) .

0r

k s
s

k s
=
⎡ ⎤
⎢ ⎥
⎣ ⎦

K                     (40) 

 

 
 

Fig. 18. The closed-loop system with the active damping  
             f rotor vibrations  
 
The characteristic equation of closed-loop system  
with control gain Kr1 is given by: 

1

2 2
1 1 1 2

det[ ( ) ( )]

( ) 0.
r r

d dop

s s

k s k A A sD

+ =

+ + + =

I G K
                                    (41)             

The first part of equation (41) is the characteristic equation 
of control plant (23). The another two parts are an appendix 
to the rotor dynamics introduced by the control law and the 
appendix has the form of the polynomial:  

2 2 3 2
1 1 1 2 13 12 11( ) ,d dk s k A A s b s b s b s+ + = + +                  (42) 

where: 

13 1
2

12 1 1
2 2 2 2

11 1 1 2

2 ,
4 ( ) ,

[( ) ( )].
z w

b k
b k h h k
b k ω ω

=
= + +
= −Ω + −Ω

            (43) 

From above results the control law influences  three middle 
coefficients of the characteristic equation of the plant. 

For the control plant with parameters: ω1= 90 [rad/s], 
ω2= 100 [rad/s], Rh=0.01, hz=hw=0.04ω1, we have 
calculated such gain coefficient k1 of controller which 
brings the closed-loop system at the stability limit. These 
values of coefficient k1 for different rotor angular speed Ω 
are called the critical coefficients. We are looking for such 
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control systems which stabilize rotor dynamics in given 
range of the rotor speeds.  
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Fig. 19. Critical gain coefficients k1 in the Kr1 controller for rotor 

angular speed Ω from 0 to 300 [rad/s]  
 
Unfortunately, the active control of rotor vibration 

damping does not ensure the stability for all rotor angular 
speeds (see Fig. 19).  That is because the controller with 
gain coefficient k1 do not influences the coefficient b0  
in the characteristic equation. Therefore, we have two 
unstable ranges of rotor vibrations: 92 [rad/s]<Ω<98 [rad/s] 
and Ω>179 [rad/s], which do not depend on controller 
coefficient k1.  

According to equation (38) we can control law  
in rotating coordinate system transform to the non-rotating 
coordinate system. The matrix Kr1 is an identity matrix 
multiplied by scalar k1s. Therefore, the control law in the 
non-rotating coordinate system according to the equation 
(38) have the form:  

 

1 1 1( ) ( ) ( ).T
r rs s s= =K T K T K            (44) 

In this case the control laws in both coordinate systems - 
rotating and non-rotating - are identical. 

4.2. Active gyroscopic damping  

The gyroscopic forces are proportional to values of 
rotor rotational speed. However, their direction is 
perpendicular to considered rotor movement. Let us 
introduce the control law where the control forces are 
perpendicular proportional to vibrations speed. There are 
only two feedback loops between particular control forces 
and rotor speeds which directions are perpendicular to 
directions of control forces. Thus, the control law is given 
by: 

 
2

2
2

0
   ( ) .

0r

k s
s

k s

−
=
⎡ ⎤
⎢ ⎥
⎣ ⎦

K             (45) 
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Fig. 20. The closed-loop system with the active gyroscopic      
damping  of rotor vibrations  

 
The characteristic equation of closed-loop system with 

Kr2 control law is given by:  
2 2

2 2 2det[ ( ) ( )] 2 0.r r dops s D k s k B s+ = + + =I G K    (46)       

The first part of equation (46) is the characteristic equation 
of control plant (21). The another two parts are introduced 
by 
the control law of rotor dynamic and are given by:  

2 2 2
2 2 22 212 ,dk s k B s b s b s+ = +            (47) 

where: 
2

22 2 2

21 2

4 ,

4 .z

b k k

b k h

= Ω +

= Ω
             (48) 

The control law (described above) have positive 
influence on the two coefficients but does not change the 
rest coefficients of the characteristic equation..   

Unfortunately, the active gyroscopic damping of rotor 
vibrations does not ensure the stability for all rotational 
speeds (see Fig. 21). That is because the controller with 
gain coefficient k2 does not influence the coefficient b0  
in the characteristic equation. Therefore, we have one 
unstable range of rotor vibrations: 92 [rad/s]<Ω<98 [rad/s], 
which does not depend of the controller coefficient k2.  
For rotational speed higher than 98 [rad/s] the small value 
of gain coefficient k2 is necessary to stabilize the closed-
loop system. The critical value of  gain coefficient k2 
increases with rotational speed Ω. 
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Fig. 21. Critical value of gain coefficient k2 in the Kr1 controller 

stabilizing the rotor vibrations for angular speeds Ω from 
0 to 300 [rad/s] 
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Now, let us to investigate the dynamic of the closed-
loop system for rotor speed Ω=300 [rad/s]. For this 
rotational speed the critical gain k2 of the controller equals 
91 [1/s]. The impulse response of the closed-loop rotor 
system in two directions of the vibrations: ξ, η for gain 
k2=100 [1/s] ( about 10% over critical one) is shown  
in Fig. 22. 

The small damping of rotor vibrations in both control 
directions can be observed. The impulse response  
of the closed-loop system for gain k2=200 [1/s] is shown  
in Fig. 23. The higher gain only  slight improves the 
intensity of vibration damping.  
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Fig. 22. The impulse response of the closed-loop system  
            for the controller gain k2=100 [1/s] 
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Fig. 23. The impulse response of the closed-loop for the controller 
            gain k2=200 [1/s] 
 

Basing on the equation (38) we can control law  
transfer to the non-rotating coordinate system. The matrix 
Kr2 is an identity matrix multiplied by scalar k2s. Therefore, 
in non-rotating coordinate system we have:  

2 2 2( ) ( ) ( ).T
r rs s s= =K T K T K            (49) 

In this case the control laws in both coordinate systems - 
rotating and no rotating - are also identical. 

4.3. Active change of rotor  direct stiffness 

According to Hurwitz criterion, all coefficients  
of characteristic equation of the closed-loop system  
should be positive. If the external damping  

is not big enough the last one of coefficients:  
b0=(ω1

2-Ω2)(ω2
2-Ω2)+4Ω2hz

2 in the characteristic equation  
of control plant (25) is negative for the rotational speeds Ω 
between frequency ω1 and ω2. What more, any of above 
control laws do not change the value of coefficient b0. 
Therefore, the another control law which can change  
the value of coefficient b0 is necessary to be considered.  
The most advantageous is a control law which leads  
to the isotropy of the rotor system. In this case the unstable 
region of rotor vibrations is reduced to zero.  

The stiffness forces are proportional to the displacement  
of rotor vibrations. Let us introduce the control law  
in which the control forces are proportional  
to the  rotor displacements and there are no cross coupling. 
Thus, we obtain two independent feedback loops between 
particular control forces and rotor displacements in each  
of control directions (Fig.24).  

The control law is given by formula: 

31

32

( ) 0 ( )
  ( )= .

( ) 0 ( )r

f s k s
s

f s k s
ξ

η

ξ

η
= −

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦⎣ ⎦

F          (50) 

It means: 

31
3

32

0
  ( ) .

0r

k
s

k
=
⎡ ⎤
⎢ ⎥
⎣ ⎦

K              (51) 
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Fig. 24. The closed-loop system with controller  which change  
             the lateral system stiffness  
 

The characteristic equation of the closed-loop system 
with control law K3 is given by:  

3 31 32 32 1 31 2det[ ( ) ( )] 0.r r d dops s k k k A k AD+ = + + + =I G K      (52) 

The first part of equation (52) is the characteristic equation 
of the control plant (23). The another two parts present  
the influence of the controller on the closed-loop dynamics.  
The difference between the characteristic equation  
of closed-loop system and the characteristic equation  
of the plant is a polynomial:  

2
31 32 32 1 31 2 32 31 30 ,d dk k k A k A b s b s b+ + = + +           (53) 

where: 

32 31 32

31 31 32
2 2 2 2

30 32 1 31 2 31 32

,
2( )( ),

( ) ( ) .
z w

b k k
b k k h h
b k k k kω ω

= +
= + +
= −Ω + −Ω +

          (54) 

We assume first that the values of gain coefficients are the 
same: k3=k31=k32. Thus, for the same values of the gain 
coefficients the closed-loop system is stable in full range  
of considered rotor angular speeds Ω (see Fig. 25). 



Zdzisław Gosiewski 
Control-oriented modelling and control of rotor vibration 

 34 

However, the value of the critical coefficient strongly 
increases with the increase of the rotational speed. 
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Fig. 25. The critical coefficient k3 of Kr3 controller with the same 
              values of  all gain parameters  
 
 

The controller gain k3 influences three coefficients  
of characteristic equation of the control plant including b0. 

Thus, the last coefficient of the characteristic equation (52) 
of closed-loop system is given by:  

2 2 2 2 2 2
0 30 1 2

2 2 2 2
32 1 31 2 31 32

2 2 2 2
1 31 2

2 2 2 2
32 1 31 32

( )( ) 4

( ) ( )

( )( )

4 ( ) .

z

z

b b h

k k k k

k

h k k k

ω ω

ω ω

ω ω

ω

+ = −Ω −Ω + Ω +

+ −Ω + −Ω + =

= + − Ω −Ω +

Ω + −Ω +

         (55) 

If we assume:  

32

2 2
1 31 2

0,

,

k

kω ω

=

+ =
                      (56) 

the closed-loop system with rotating rotor is stable  
and isotropic.  

In this case the gain matrix of the controller (51)  
in rotating coordinate system has different elements. Thus, 
the gain matrix of controller in non-rotating coordinate 
system basing on the transformation (38) has the form: 

 

2 2
31 32 31 32

3 3 2 2
31 32 32 31

sin cos sin cos sin cos
( ) ( ) .

sin cos sin cos sin cos
T

r

k t k t k t t k t t
s s

k t t k t t k t k t

Ω + Ω Ω Ω − Ω Ω
= =

Ω Ω − Ω Ω Ω + Ω

⎡ ⎤
⎢ ⎥
⎣ ⎦

K T K T              (57) 
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Fig. 26. The critical gain coefficient k31 of Kr3 controller  
             when gain parameter k32=0 

When we assume in (57) that k32=0, we obtain the control 
law in inertial coordinate system given by:  

2
31 31

3 2
31 31

sin sin cos
( ) .

sin cos cos

k t k t t
s

k t t k t

Ω Ω Ω
=

Ω Ω Ω

⎡ ⎤
⎢ ⎥
⎣ ⎦

K                  (58) 

The control law (58) means that two control inputs and two 
measurement output must be used to ensure the rotor 
isotropic stiffness.  

Let us check the case when gain coefficient k32=0. Now,  
we try to find a value of the gain k31 for which the SISO 
closed-loop system is stable. This situation is presented  
in Fig. 26. It is the same as is Fig. 25. where both gain 
coefficients had the same value. That means, we can apply 
the SISO control system and obtain the same results  
as in two input-two output control. However, the SISO 
control in rotating coordinate system must be transformed  
to two input-two output control system in non-rotoating 
coordinate system (see equation 58). Therefore, it is more 
convenient to apply two input-two output control with  
the same gains in order to avoid time-variant gain 
parameters in the K3 controller. 

4.4 Active change of cross symmetry stiffness 

Now, we consider the control law where the control 
forces are proportional to rotor displacements in the cross 
configuration. Thus, we obtain two feedback loops between 
particular control forces and rotor displacements which 
directions are perpendicular to directions of control forces 
(see Fig. 27). The control law is given by: 

4
4

4

0
  ( ) .

0r

k
s

k

−
=
⎡ ⎤
⎢ ⎥
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K             (59) 
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Fig. 27. The closed-loop system with controller  which change the 
              lateral stiffness in cross configuration of the rotor system 

 
The characteristic equation of the closed-loop system 

with control gain K4 is given as follows:  

44 4
2det[ ( ) ( )] 2 0.r r dops s D B k k+ = + + =I G K          (60) 

The two last parts of equation (60) present influence of the 
control law onto rotor dynamics:  

4 4 41 402 ,dB k k b s b+ = +                             (61) 

where: 

4

41 4

2
40 4

4 ,

4 .z

b k

b k h k

= Ω

= Ω +
                             (62) 

This control law (described above) has positive influence 
on the dynamics of the closed-loop. For any values of 
angular speed this control law increases the value of 
coefficients b1 and b0 which represent the negative effects 
of the internal damping and of the rotor anisotropic 
stiffness. 
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Fig. 28. The critical gain parameter k4 in Kr4 controller versus  
              the angular speed Ω 
 

The critical value of gain k4 was presented  
in the Fig. 28. The cross change of system stiffness by Kr4 
controller require significantly reduces the critical gains  
in the comparison with the Kr3 controller. 
     Therefore, we check dynamical behaviour of closed-
loop system for rotational speed Ω=300[rad/s]. For this 
rotational speed the critical gain parameter is k4=900 [1/s]. 
First, we apply the gain parameter k4=1000[1/s2] (about 
10% over the critical one). The impulse responses  
of the closed-loop system in two vibration directions:  

ξ, η for critical gain parameter k4=1000 [1/s] are shown  
in Fig. 29. 
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Fig. 29. The impulse response of closed-loop system for cross  
              symmetric Kr4 controller with gain k4=1000 [1/s] 
 
In above case we can observe small damping of rotor 
vibrations in both control directions. In the next step  
we increase the gain of the controller. The impulse 
responses of closed-loop system for gain controller 
k4=1500 [1/s] atr shown in Fig. 30. It is evident the bigger 
gain parameter k4 improves intensity of vibrations damping.  
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 Fig. 30. The impulse response of closed-loop system for cross  
               symmetric Kr4 controller with gain k4=1500 [1/s] 
 

Now, we will check the stability of the system in full 
range of the considered angular speeds (from 0 to 300 
[rad/s]). The real and imaginary parts of the roots  
of characteristic equation for closed-loop system with 
controller gain k4=1500 [1/s]  are shown in Fig. 31. 
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Fig. 31. Real (a) and imaginary (b) parts of the 

characteristic equation for gain k4=1500 [1/s] 
 
The closed-loop system is on the border of the stability 

for low rotor angular speeds (in the vicinity of 20 [rad/s]). 
It is appeared that there is upper limit on the value  
of the controller gain to stabilize the system in considered 
range of  the rotor speeds. The upper limit is just k4=1500 
[1/s]. The lower limit of the controller gain was shown 
 in Fig.28. 

The gain matrix of controller (59) in the rotating 
coordinate system has the same two elements with opposite 
signs. The gain matrix of controller in non-rotating 
coordinate system has the form: 

4 4 4( ) ( ) ( ).T
r rs s s= =K T K T K                    (63) 

The control laws in both coordinate systems - rotating and 
no rotating - are identical. 

 

 

4.5. Comparison of control systems  

To compare the different control systems we have taken 
into account the power consumption of power amplifiers 
which is the multiplication of control force and the velocity 
of the rotor vibrations. The most interesting are closed-loop 
systems with controllers Kr2 i Kr4. Thus, let us compare  
the power consumption by these control systems. In the 
case of Kr2 controller the control force is proportional  
to rotational speed and in the second case of Kr4 controller 
the control force is proportional to rotor displacement.  
The main rotor vibration movement is connected  
with angular speed Ω. Therefore, we assume that speeds vx 
or vy in motion directions are proportional to displacements  
in directions x or y and to angular speed Ω. Fig. 32 shows 
comparison of critical gain parameters for the Kr2 i Kr4 
controllers. The Kr4 closed-loop system is definitely the 
best one. 
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Fig. 32. The comparison of two critical gain parameters  
              of control system 
 

The closed-loop system with Kr4 controller ensure  
the stability in full range of considered angular speeds. 
What more, for high rotational speeds the Kr4 controller 
consume less power than others controllers. The Kr4 
controller has also good transient response (compare  
Figs 23 and 31).  

5. CONTROL OF TORSIONAL/LATERAL ROTOR 
      VIBRATIONS 

 Presently, the controller K4 will be joined to the full 
model of the rotor torsional/lateral vibrations. Its influence 
on the dynamic behaviour of the closed-loop system will be 
checked. The full rotor model with control of the lateral 
vibrations is presented in Fig.33. 
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Fig. 33. Block scheme of the considered model for the rotor  

       with active control of the lateral vibrations 
 

To analyze the closed loop system the control forces 
defined as: 

4

4

( ) 0 ( )
( )= .

( ) 0 ( )
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( )r

f s k s
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f s k s
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F  

The above input forces are introduced to the lateral 
vibrations model (21)  to obtain the relations between the 
torsional and lateral vibrations in the closed loop system: 

4 2 4 2

1 4 4 1

1 1op d d

op d dop op

D Bk A k A B D
A k D Bk B A FD D
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+ −
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+ −
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Using above relation we can find the transfer functions 
between the lateral vibrations and torsional vibrations in the 
following form: 

( )( ) ( )
( ) ( )( )

4 2 1 4 1

2 4 2 4 1

1 op

opop cl
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ξ
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η

+ + − −
=

+ + + −
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where Dcl is the characteristic polynomial of the closed-
loop system (60) designed to control lateral vibrations: 

44

22 .dcl opD B k kD = + +  

 In case of the minimal realization of the transfer functions 
the polynomial Dop from the denominator should be 
compensated by the same polynomial in the numerator. The 
above considerations lead to the reduced scheme (Fig. 34) 
were we have the following transfer functions: 

( )( ) ( )4 2 1 4 1
1 ,op

c
op cl

D Bk A D BF A k A F BD
G

D D

+ + − −
=

( ) ( )( )2 4 2 4 1
2 .op

c
op cl

A k A D BF D Bk A F BD
G

D D

+ + + −
=  

 

1

2

G (s)
G (s)
⎡ ⎤
⎢ ⎥
⎣ ⎦

 
 

Fig. 34. Reduced block scheme of the closed-loop system with 
separated transfer functions of lateral and torsional vibrations. 

 
The scheme from the Fig. 34 is very similar  

to the scheme from Fig. 7. Only the transfer functions 
G1(s), G2(s) was replaced by transfer functions G1c(s), 
G2c(s).  
It means that full analysis of the system dynamics can be 
carried out according to procedure shown in Chapter 3. 

6. SUMMARY 

The full analysis of the rotor torsional/lateral vibrations 
is much simpler when we can divide the system into 
smaller subsystems. In this case the calculations are 
simplified  
and we have deep insight into mechanisms leading to good 
or bed behaviour of the rotor motion. It is particularly 
important in the case of the rotor working in the wide range 
of the angular speeds.  Turbo jet engines and flywheels  
are such rotors. For the vibration analysis the methods 
known from control theory was applied. In the paper  
it is Evans method. As well some other control methods  
can also be used to the vibration analysis. 

The proposed approach was testified in the paper on the 
simple 3-mode rotor model (Jeffcott model). The torsional 
vibrations were separated from lateral vibrations  
and a feedback among subsystem was established.  
The subsystems are coupled by rotor unbalance and Evans 
method allows us show the critical values of the unbalance 
which destabilize rotor motion for different angular speeds. 
The lateral vibrations are  stabilized by angular speed 
(rather gyroscopic effects proportional to the angular 
speed) and using again Evans method it is possible to find 
how big value of the rotor speed is sufficient to stabilize 
rotor motion.  

Such analysis of the rotor vibrations appeared very 
useful for the choice of the control strategy. It indicated 
such control procedures which amplify the positive   
(stabilizing) mechanisms in the rotor dynamics. Such 
procedures can also lead to the energy saving control laws. 
In the case of lateral vibrations there were considered four 
control strategies. And these strategies were compared  
to indicate optimal one. 
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Abstract: In the paper an H∞ velocity control of the robot arm in combination with the hydraulic drive is presented.  
The open-loop system consists of a manipulator with one rotary degree of freedom, a hydraulic servomotor,  
and an electrohydraulic amplifier. The mathematical model of the system is derived. Due to the nonlinearity in the model, 
which is caused by varying operating point parameters and the direction of the servomotor motion, the model  
of multiplicative uncertainty was defined. The plant model transfer function parameters were assumed to be variable. To 
limit error signal, control signal, and output signal three weighting functions were designed. The simulation results of the 
designed H∞ optimal closed-loop system were compared to the standard PID closed-loop system. The solution ensuring 
robust performance was achieved and proved. 

 
 
 
 

 

1. INTRODUCTION 
 

Nowadays, industrial robots (manipulators) are widely 
used in manufacturing tasks. The manipulators are driven  
by hydraulic servomotors, and there is an obvious need  
to achieve robust performance in case of, for example, 
varying parameters that describe such systems. These 
factors influence on time and frequency quality  
of the system, and the standard control methods may  
not be sufficient in such cases. Thus, in this paper the H∞ 
robust control is analyzed. The considered system consists 
of three main elements: the manipulator, which angular 
velocity is to be controlled, the hydraulic servomotor,  
and the electrohydraulic amplifier as an actuator. Models  
of these elements are combined to form the plant model 
with uncertain values of the transfer function parameters. 
The servomotor with the manipulator is a simplified, plane 
mechanism with one rotary degree of freedom. To obtain  
a simple model of the plant some simplifications were 
necessary. Moment of inertia of the servomotor, clearance 
between joints, and friction forces were omitted. 
Additionally, the stiffness of the structure was assumed  
to be infinite. Design procedure of the H∞ robust controller 
requires the model of uncertainty and the weighting 
functions to be included, thus, they are to be designed. 
Every transfer function presented in the article is taken  
to be a function of s , therefore the ( s ) notation will  
be dropped henceforth. 

 
2. CONTROL PLANT 

 
All the considered elements of the open-loop system 

have been identified in (Henzel, 2004) and (Cedro, 2007). 
The first element of the plant is the electrohydraulic 
amplifier with the following 2nd-order transfer function: 

 
 

48000400
4800

21 ++
=

ss
G  (Henzel, 2004). (1) 

The model of the servomotor with the manipulator, shown 
in Fig. 1, has been experimentally derived and has  
the general 2nd-order form with three varying parameters: 

 

01
2

0
2 asas

b
G

++
=  (Cedro, 2007). (2) 

 

The possible values of parameters: b0, a1 and a0, depending 
on the operating point parameters, have been determined  
as well (Fig. 2). Due to the structural constraints,  
the rotational angle of the robot arm can vary from  
0.4 to 1.5 rad. 
 

 
 

Fig. 1. Sample configuration of servomotor and manipulator  
              with one rotary degree of freedom 
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Introduced elements are combined to form the open-loop 
system model, which is assumed to be the product  
of transfer function of the actuator (1) and transfer function 
of the servomotor/arm (2) with three varying parameters, 
and it has the following 4th-order form: 

 

01
2

0
2 48000400

4800
asas

b
ss

G
++

⋅
++

= . (3) 

 

The voltage is the input signal to the plant, and the angular 
velocity of the robot arm, ϕ0, is the output  
signal. The displacement of the hydraulic piston,  
x0 is the transitional signal between amplifier and 
servomotor. 

 

 

 
 

Fig. 2. Relationship between plant model parameters and 
operating point parameters, ϕ0 – rotational angle of the 
robot arm, x0 – displacement of the hydraulic piston 
(Henzel, 2004) 

 
To reduce the number of considered variants resulting from 
(3) and Fig. 2, the nominal (4), the minimal (5), and the 
maximal (6) transfer functions were defined as follows: 

175000125
65000

48000400
4800

220 ++
⋅

++
=

ssss
G , (4) 

10000050
40000

48000400
4800

22min ++
⋅

++
=

ssss
G , (5) 

 

250000200
90000

48000400
4800

22max ++
⋅

++
=

ssss
G . (6) 

 

The nominal plant model was assumed to be the transfer 
function with parameters: b0, a1, and a0, calculated  
as the arithmetic mean of their extreme values. The 
minimal and the maximal plant models were taken to have  
respectively minimal and maximal values of the transfer 
function parameters: b0, a1, and a0. Notice that the maximal 
model has the least gain (Figs. 3, 4). 
 

 
 

Fig. 3. Magnitude-frequency plots of the nominal, the minimal, 
and the maximal plant model 

 

 
 

Fig. 4. Step responses of the nominal, the minimal,  
and the maximal plant model 

 
3. DESIGN PROCESS OF H∞ ROBUST CONTROL 

SYSTEM 
 

The H∞ robust control problem is to achieve such K 
controller that provides minimization of the H∞ norm of the 
considered closed-loop system described by the transfer 
function F(G, K), where G is the plant model: 

 

( )( )( )ω
ω

jKGFH
R

,sup
∈

∞
= . (7) 

 

0b  

1a  

0a  
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H∞ norm is the supremum (upper bound) of the maximum 
singular value of the closed-loop system represented in the 
frequency domain. 
 
3.1. Design process of PID controller 

 
The design of the PID controller is based  

on the nominal plant model G0 and is required to obtain  
the sensitivity function, the control function,  
and the complementary sensitivity function, which are 
essential to the further weighting functions design. The 
ideal PID controller parameters were selected to achieve 
zero overshoot and sufficiently short settling time  
of the closed-loop system: 
 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
++= s

s
sT

sT
KK 001.0

01.0
111011 d

i
pPID , (8) 

 

where: Kp – proportional gain, Ti – integral time,            
Td – derivative time. 
 

The transfer function (8) was then approximated by the 
proper transfer function of the physically realizable PID 
controller that is described as follows: 

 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

++=
1001.0

001.0
01.0
1110PID s

s
s

K . (9) 

 
3.2. Weighting functions 

 
The first requirement of the H∞ robust controller 

design procedure is the proper choice of the weighting 
functions that limit the error signal, the control signal,  
and the output signal. For the purpose of the robust design 
three weighting functions We, Wu, and Wy were designed. 
They are based on the sensitivity function, the control 
function, and the complementary sensitivity function, 
respectively: 
 

( ) 1
0

−+= GKIS , (10) 
 

( ) 1
0

−+= GKIKR , (11) 
 

SGKT 0= , (12) 
 

where K  was taken to be PIDK  (9). The designed 
weighting functions have the forms: 
 

1.030
1005.8

e +
+

=
s
sW , (13) 

 

72022
22

u +
+

=
s
sW , (14) 

 

15001.0
1500

y +
+

=
s

sW . (15) 

 
 
 
 
Magnitude-frequency plots of the weighting functions  

(13)–(15) with corresponding system functions for standard  
PID closed-loop system are presented in Fig. 5.  
 

 
 

Fig. 5. Magnitude-frequency plots of the weighting functions We, 
           Wu, Wy and corresponding standard PID system functions 
 

 
 

Fig. 6. Graphic interpretation of the conditions (16)–(18) 
Weighting functions are properly designed since they 
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satisfy conditions: 
 

( ) ( ) ωωω ∀≤ ,1e jSjW , (16) 
 

( ) ( ) ωωω ∀≤ ,1u jRjW , (17) 
 

( ) ( ) ωωω ∀≤ ,1y jTjW . (18) 
 
The maximal gain of the considered products does not 
exceed the magnitude of 1, which in the logarithmic scale 
equals 0 dB, for every case (Fig. 6). 
 
3.3. Model of uncertainty 
 

The second requirement of the H∞ controller design 
procedure is connected with the definition of uncertainty. 
The robust controller should ensure sufficient time  
and frequency quality of the closed-loop system even  
in case of the difference between the real plant  
and its assumed nominal model. In general, there are two 
kinds of uncertainty models: additive and multiplicative, 
which we define as follows: 

 

0maxA GG −=Δ , (19) 
 

0

0max
M G

GG −
=Δ . (20) 

 

Thus, the nominal model of the plant with each uncertainty 
will have the general form, respectively:  
 

A0A Δ+= GG , (21) 
 

( )M0M
1 Δ+⋅= GG . (22) 

 

In both cases, the 8th-order uncertainty model is produced. 
To check the differences between each interconnection  
to the nominal plant model, consider Fig. 7.  
 

 
 

Fig. 7. Bode plots of additive and multiplicative uncertainty 
models, and their interconnection to the nominal plant 
model 

 
It is shown that there is no difference between each 
interconnection (two dashed lines agree with each other), 

thus, to include varying model parameters the 
multiplicative uncertainty was chosen (22, Fig. 8b). 
 

 
 

Fig. 8. Representation of additive (a) and multiplicative  
           (b) uncertainty 
 
3.4. Design process of H∞ controller 
 

To obtain the H∞ robust controller a plant 
augmentation is required. The expanded model includes 
4th-order nominal plant model G0, 8th-order multiplicative 
uncertainty ΔM, and three of 1st-order weighting functions 
We, Wu, Wy what produces 15th-order augmented plant 
model. Due to the above, the designed controller  
is described by 15th-order transfer function as well. 
Therefore, to reduce system complexity, the controller 
reduction should be applied. To do it, the Hankel Singular 
Values method was used. This technique estimates  
the “energy” of each controller state, keeping major states 
and discarding the minor ones. Keeping larger “energy” 
states of the controller preserves most of its characteristics  
in terms of stability, frequency, and time responses (Balas  
et al., 2007). Due to the only one dominant state in this 
case, the 14 states were safely rejected (Fig. 9). 
 

 
 

Fig. 9. Hankel singular value plot of the 15th-order controller 
 
Thus, the H∞ robust controller can be simplified  
to the 1st-order transfer function: 
 

003334.0
1033

+
=

s
K . (23) 

 

The time-domain comparison between 15th-order robust 
controller, reduced 1st-order robust controller, and standard 
PID controller (9) is shown in Fig. 10. 
 

a) b) 
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Fig. 10. Step responses: 15th-order robust controller, reduced 
             1st-order robust controller, and standard PID controller 
 
It is shown that in the transient state of the closed-loop 
system the reduced robust controller acts as an integrator, 
and due to its very high gain the steady-state error is almost 
equal to zero. This can be proved using the Final Value 
Theorem (Franklin et al., 2002). 
To determine the H∞ system functions S, R, T the designed 
robust controller (23) can be substituted for K in equations 
(10)–(12). Magnitude-frequency plots of the weighting 
functions (13)–(15) with corresponding H∞ system 
functions are presented in Fig. 11. 
 

 
 

Fig. 11. Magnitude-frequency plots of the weighting functions  
             We, Wu, Wy and corresponding H∞ system functions 
 

 

The comparison between Figs. 5 and 11 shows that the H∞ 
system functions do not contain as high resonant peaks  
for some frequency as the standard PID system functions, 
what is the result of the H∞ norm minimization. 
The comparison between step responses of the designed H∞ 
closed-loop system and the PID closed-loop system for the 
uncertainty model is shown in Fig. 12. 
 

 
 

Fig. 12. Step responses: H∞ closed-loop system  
             (a), PID closed-loop system (b) 
 
The investigated dynamic responses show that the H∞ 
closed-loop system achieves better time-domain quality 
than the PID closed-loop system, since there is no 
overshoot and settling time is sufficiently short for each 
plant model with extreme values of varying parameters. 
Using standard PID control in this case can lead to 
oscillations of the output signal. Thus, PID controller might 
not provide stability  
of the system with, for example, higher ranges of varying 
parameters.  
The comparison between frequency responses of the H∞ 
closed-loop system and the PID closed-loop system for the 
uncertainty model is shown in Fig. 13. 

a) 

b) 
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Fig. 13. Magnitude-frequency plots: H∞ closed-loop system  
             (a), PID closed-loop system (b) 
 
The investigated responses show that the H∞ closed-loop 
system achieves better frequency-domain quality than PID 
closed-loop system, since there is higher high-frequency 
decrease than in the standard PID closed-loop system. 
Therefore, the robust control system can more effectively 
attenuate sensor noises and other high-frequency 
disturbances, which could otherwise shift themselves  
to lower frequencies. 
 
4. CONCLUSION 
 

In the paper the H∞ robust control method was applied 
to control the robot arm angular velocity. Due  
to time-varying plant model parameters, the multiplicative 
uncertainty model was defined. To satisfy the H∞ robust 
controller design procedure requirements, three weighting 
functions were taken into account as well. The time and 
frequency responses of the robust control system  
and the standard PID closed-loop system were investigated. 
The H∞ robust system showed better quality and manifested 
robust performance in spite of uncertainties in the plant 
model. 
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Abstract: The positive realization problem for singular continuous-time linear single-input single-output systems with delays 
in state and in inputs is addressed. The notion of canonical forms of matrices are extended for singular linear systems  
with delays. Necessary and sufficient conditions for positivity of the singular continuous-time systems with delays  
and sufficient conditions for the existence of a positive singular realization are established. A procedure for computation  
of a positive singular realization of a given transfer function is proposed and illustrated by a numerical example. 

 
 
 
 
 

1. INTRODUCTION  

In positive systems inputs, state variables  
and outputs take only non-negative values. Examples  
of positive systems are industrial processes involving 
chemical reactors, heat exchangers and distillation columns, 
storage systems, compartmental systems, water  
and atmospheric pollution models. A variety of models 
having positive linear systems behaviour can be found  
in engineering, management science, economics, social 
sciences, biology and medicine, etc. 

Positive linear systems are defined on cones  
and not on linear spaces. Therefore, the theory of positive 
systems is more complicated and less advanced.  
An overview of state of the art in standard delay systems  
is given in Górecki et all (1989) and in positive systems 
theory is given in the monographs Farina and Rinaldi 
(2000), Kaczorek (2002). Recent developments in positive 
systems theory and some new results are given in Kaczorek 
(2003). Realizations problem of positive linear systems  
without time-delays has been considered in many papers 
and books (Benvenuti and Farina, 2004; Farina and Rinaldi 
2000; Kaczorek, 2002) . 

Recently, the reachability, controllability and minimum 
energy control of positive linear discrete-time systems with 
time-delays have been considered in Busłowicz  
and Kaczorek (2004), Kaczorek (2005), Klamka (1997). 

The realization problem for positive multivariable 
discrete-time systems with one time-delay was formulated 
and solved in Kaczorek (2004), Kaczorek (2005) and the 
realization problem for positive continuous-time systems 
with delays was investigated in Kaczorek (2005). 

The main purpose of this paper is to present  
a method for computation of positive singular realization  
of a transfer function for singular continuous-time linear 
systems with delays in state and in input. Sufficient 

conditions for the existence of a positive singular 
realization will be established and a procedure  
for computation of a positive singular realization of a given 
transfer function will be proposed. 

To the best knowledge of the author the realization 
problem for singular continuous-time linear systems  
with delays in state vector and in inputs has not been 
considered yet. 

2. POSITIVE SINGULAR SYSTEMS WITH DELAYS 

Consider the singular single-input single-output 
continuous-time linear systems with h delays in state  
and q delays in inputs 

0 0

( ) ( ) ( )
qh

i j
i j

Ex t A x t id B u t jd
= =

= − + −∑ ∑       (1a) 

( ) ( )y t Cx t=          (1b) 

where x(t)∈Rn, u(t), y(t)∈R are the state vector and scalar 
input and output, respectively and E, Ai∈Rn×n, i = 0,1,...,h, 
Bj∈Rn, j = 0,1,...,q, C∈R1×n, d > 0 is delay. 
It is assumed that det E=0 and the characteristic polynomial 
is nonzero, i.e. 

0 1( , ) det[ ] 0,h sd

hd s w Es A A w A w w e−= − − − − ≠ =…   (2) 

It is also assumed that the initial conditions for (1a) 

0 0( ), [ , 0), ( ), [ , 0)x t t hd u t t qd∈ − ∈ −          (3) 

belong to the set of admissible initial conditions.  
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The transfer function of the system (1) is given by 
1

0 1 0 1

( , )

[ ] ( )h q

h q

T s w

C Es A A w A w B B w B w−

=

− − − − + + +… …
      (4) 

Let us assume that the matrices of the system (1) have the following canonical forms 

[ ] [ ]

[ ]

01

02

1 0

0

1 2

1 2 1

0 0 0 0 0 0

1 0 0 0 0 0

0 0 1 0 0 0
0 ,

0 0 0 0 1 0 0 1

0 0 0 0 1 0 0
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,

n rn n n n

Tn n

i i i i i ir
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j j j jr jr jn
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a

I a
E R A R

A a R i h a a a a

B b b b b b j

− × ×

×
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= ∈ = ∈
−

= ∈ = =

= − − =

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎡ ⎤ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

… …

… … [ ] 10,1, ..., , 0 0 1 nq C R ×= ∈…

             (5)       

where the superscript  T  denotes the transpose. 
 
Definition 1.  
 
The system (1) is called (internally) positive if for any 
admissible conditions x0(t)∈Rn

+, t ∈[-hd, 0), u0(t) ∈R+, 
u(p)(t)=dpu(t)/dtp∈R+ for t∈[-pd, 0) and all inputs u(t)∈R+, 
u(p)(t) ∈R+, (0 ≤ p < n), t ≥ 0, x(t)∈R+,  
for t ≥ 0. Let Mn be the set of Metzler matrices, i.e. the set  
of real matrices with nonnegative off-diagonal entries. 
 
Theorem 1.  
 
The system (1) with matrices in the canonical forms (5)  
is positive if and only if 
− the entries of  Ai, i=0,1,….,h are nonnegative except α0r 

which can be arbitrary 
− the entries bji, j=0,1,…,q; i=1,…,n of Bj, j=0,1,…q  

of the form (5) are nonnegative 
 
Proof.  
 
Let x(t)=[x1(t) x2(t) … xn(t)]T. Then from (1a)  
and (5) we obtain  

1 01 1 1
1 0

2 1 2 2
0 0

1

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
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( ) ( ) ( )
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= + − +
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From (8) and (7) we have  

( )

( )

1
0

2 1
0

( 1) ( 2)
1 1 2

0

( ) ( )

( ) ( ) ( )

...................................................................

( ) ( ) ( ) ... ( )

( ) (

q

jnn
j

q

jnn jn
j

q
p p

jnr jn jr
j

n r

x t b u t jd

x t b u t jd b u t jd

x t b u t jd b u t jd b u t jd

x t x t

−
=

− −
=

− −
+ − +

=

= −

= − + −

= − + − + + −

=

∑

∑

∑
( )( ) ( 1)

1 1

0

( ) ( ) ... ( ) ,)
1

q p p
jn jn jr

j

b u t jd b u t jd b u t jd
p n r

−
+ +

=

⎧
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎩

− + − + + −+
= − −∑

                (9) 
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Substitution of the last equation of (9) into (6) yields  
a system of r differential equations with delays and constant 
coefficients.  

The system is a positive one if and only if the 
conditions i) and ii) are satisfied.  

3. FORMULATION OF THE REALIZATION 
    PROBLEM 

Definition 2.  
 
Matrices A0∈Mn, E, Ai∈R+

n×n, i=1,…,h  the entries bji  
of Bj, i=1,…,n;   j=0,1,…,q of the form (5) are nonnegative,  

C∈R+
1×n                                                    (10) 

are called a positive singular realization of a given transfer 
function T(s,w) if they satisfy the equality (4). A realization 
is called minimal if the dimension n×n of E and Ai 
i=0,1,…,h is minimal among all realizations of T(s,w). 

The positive singular realization problem can be stated 
as follows. Given an improper transfer function  
of the form 

 

1

1 1 0

1

1 1 0

( , )
( ) ( ) ( ) ( ) ( )

( ) ( ) ( )
( 0)

m r r

m r r

n n

n

T s w
b w s b w s b w s b w s b w

s a w s a w s a w
r m n

+

+

−

−

=
+ + + + + +

− − − −
= − ≥

… …

…
 

(11a) 
where 

1 0

, 1 1, 1 0, 1

( ) , 0,1, ..., 1
( ) , 0,1, ...,

q

i iq i i
q

j q j j j

a w a w a w a i n
b w b w b w b j m

+ + +

= + + + = −
= + + + =

…
…

      (11b) 

Find a positive singular realization (10) of T(s,w). 
In this paper sufficient conditions for the existence  

of the positive singular realization (10) of T(s,w) will  
be established and a procedure for computation  
of a positive singular realization will be proposed. 

4. SOLUTION OF THE PROBLEM 

Solution of the problem is based on the following two 
lemmas. 

 
Lemma 1.   
 
If 

( 1) ( 1)
0

,
0
m m m

I
E R + × += ∈

⎡ ⎤
⎢ ⎥⎣ ⎦

 

00

10

1,0 ( 1) ( 1)

0

0 0 0 0 0 0

1 0 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0 1

0 0 0 0 1 0 0

0 0 0 0 0 1 0

n m m

a

a

a
A R− + × += ∈

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

0

1

( 1) ( 1)

1,

0 0

0 0

, 1, ...,0 0

0 0 0

0 0 0

i

i

m m

i n i

a

a

A R i ha + × +

−
= ∈ =

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

        (12)

then  
1

0 1 1 1 0( , ) det[ ] ( ) ( ) ( )h n n

h nd s w Es A A w A w s a w s a w s a w−

−
= − − − − = − + + + +… …                                     (13)

Proof.   
 
The expansion of the determinant with respect to m+1-th column yields 

0

1

1 1

0 1 1

0 ... 0 0 0 ... 0 ( )

1 ... 0 0 0 ... 0 ( )

... ... ... ... ... ... ... ... ...

0 0 ... 1 0 ... 0 ( )
det[ ... ] ( ) ...

0 0 ... 0 1 ... 0 1

0 0 ... 0 0 1 ... 0 0

... ... ... ... ... ... ... ... ...

0 0 ... 0 0 0 ... 1 0

nh n n

h n

s a w

s a w

s a w
Es A A w A w s a w s a

s
− −

−

−

− −

− −
− − − − = = − + + +

−

−

−

1 0( ) ( )w s a w+  

where αi(w), i=0,1,…,n-1   are defined by (11b). 



Tadeusz Kaczorek 
Realization problem for singular positive single-input single-output continuous-time systems with delays in state and in inputs 

 48 

Lemma 2. 

 
If the matrices E and  Ai i=0,1,…,h  have the forms (12) 
then the m+1-th row of the adjoint matrix  

0 1Adj [ ]h

hEs A A w A w− − − −…                                    (14) 

has the form  
1

1 ( ) [ 1 ]r r m

mR s s s s s+

+
= − − −… …             (15) 

 
Proof.  
 
Taking into account that 

0 1 0 1

1

Adj [ ][ ]

( , )

h h

h h

m

Es A A w A w Es A A w A w

I d s w+

− − − − − − − −

=

… …

 

it is easy to verify that 

1 0 1( )[ ] [0 ... 0 1] ( , )h

m hR s Es A A w A w d s w
+

− − − − =…
 

Taking into account (4), (5) (13) and (15) we may write 

 

 
1

0 1 0 1

01 11 1

1
0 1

1
0 1 1 1 11 1 0

( , ) [ ] ( ]

...............................
[ 1 ]

( ) ( ) ( )
.......................

h q
h q

q
q

qr r m
r r qr

qn n
r r qrn

T s w C Es A A w A w B B w B w

b b w b w

b b w b ws s s s
b b w b ws a w s a w s a w

−

+

−
+ + +−

= − − − − + + + =

+ + +

+ + +− − −
− − − −− + + + +

… …

…

…… …
……

0 1 1 1 1

1
1 1 0

1
1 1 0

.........

( ) ( ) ( ) ( ) ( )
( ) ( ) ( )

q
m m qm

m r r
m r r

n n
n

b b w b w

b w s b w s b w s b w s b w
s a w s a w s a w

+ + +

+
+

−
−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥

=⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
− − − −⎢ ⎥⎣ ⎦

+ + + + + +
− − − −

…

… …
…

                  (16) 

where αi(w) and bj(w)  are defined by (11b). 

 
Comparison of the coefficients at the same power  

of s and w of the numerators of the equality (16) yields  
the desired entries of Bj, j = 0,1,…,q. 

Knowing the coefficients αii, i = 0,1,…,n-1; j = 0,1,…,q 
of  the denominator d(s,w) of the transfer function (11)  
we may find the matrices Ai, i = 0,1,…,h and knowing  
the coefficients  of its numerator we may find the matrices 
Bj  of the form 

[ ]1 , 1 , 1 , 0,1, ...,
T

j j jr j r j mB b b b b j q
+ +

= − − =         (17) 

 
Theorem 2.  
 
There exist a positive singular realization  
of the form (5) of the transfer function (11) if 
− the coefficients αii, i = 0,1,…,n-1; j = 0,1,…,q  

are nonnegative except α0r which can be arbitrary 
− the coefficients bji, j = 0,1,…,m; i = 1,…,q  

are nonnegative 
 
Proof.  
 
If the condition i) is satisfied then A0 is a Metzler matrix 
and Ai∈R+

(m+1)×(m+1), i = 1,…,h. From (17) it follows that if 
the condition ii) is met then the matrices Bj, j = 0,1,…,q 
have nonnegative entries. The matrix C is independent  
of T(s,w) and has the canonical form (5). Therefore, if both 

conditions are satisfied then by Theorem 1 the realization is 
a positive one.  

If the conditions of Theorem 2 are satisfied then  
the positive singular realization (10) of (11) can be found 
by the use of the following procedure. 
 
Procedure: 
 
Step 1.   
 
For a given transfer function (11) find n, m, r and 

,
max deg [ ( ), ( )]

for 0,1, ..., 1; 0,1, ...,
w i j

i j
q a w b w

i n j m

=

= − =
                               (18) 

(degw(·) denotes the degree of (·)with respect to w) 
 
Step 2.  
 
Knowing the coefficients αii, i = 0,1,…,n-1;  
j = 0,1,…,q of the denominator d(s,w) of (11) find the 
matrices (12) satisfying (13). 
 
Step 3.  
 
Knowing the coefficients bji, j = 0,1,…,m+1;  
i = 0,1,…,q and using (17) find the matrices Bj∈R+

m+1,  
j = 0,1,…,q and the matrix C of the form (5). 
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Example.   
 
Compute a positive singular realization (5)  
of the transfer function 

3 3 3 2 2

2 2

( 1) ( 2) ( 2 1)
( , )

(2 1) ( 1)

w s w s w s w w
T s w

s w s w

+ + + + + + +
=

− + − +
  (19) 

It is easy to verify that the transfer function (19) satisfies 
the conditions of Theorem 2. Using the Procedure  
we obtain 
 
Step 1.   
 
In this case using (18) for (19) we obtain n = 2,   
m = 3 and  

,
max deg [ ( ), ( )] 3w i j

i j
q a w b w= =  and 1r =                 (20) 

 
Step 2.  
 
Taking into account that 

2

0 1( ) 1, ( ) 2 1a w w a w w= + = +  

we obtain 

0

1 2

1 0 0 0 0 0 0 1

0 1 0 0 1 0 0 1
, ,

0 0 1 0 0 1 0 1

0 0 0 0 0 0 1 0

0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 2
,

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

E A

A A

= =
−

= =

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

      (21) 

 
Step 3.  
 
From (19) we have 

2 2 3

0 01 11 21 31

2 3

1 02 12 22 32

3 2 3

2 03 13 23 33

3 2 3

3 04 14 24 34

( ) 2 1 ,

( ) 2 ,

( ) 1 ,

( )

b w w w b b w b w b w

b w w b b w b w b w

b w w b b w b w b w

b w w b b w b w b w

= + + = + + +

= + = + + +

= + = + + +

= = + + +

      (22) 

 
 
 
 
 
 
 
 
 
 
 

Using (22) and (17) we obtain 

0 1 2 3

1 2 1 0

2 1 0 0
, , , ,

1 0 0 1

0 0 0 1

B B B B= = = =
− −

−

⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

             (23) 

and 

[ ]0 0 0 1C =                                                          (24) 

The desired positive singular realization of (19) is given  
by (21), (23) and (24). 

5. CONCLUDING REMARKS 

The positive realization problem for singular 
continuous-time linear single-input single-output system 
with delays in state and in inputs has been considered.  
The notion of canonical forms of matrices has been 
extended for singular linear continuous-time systems with 
delays. Conditions for positivity and for the existence  
of positive singular realizations have been established  
for singular linear continuous-time single-input single-
output system with delays in state and in inputs.  
A procedure for computation of a positive singular 
realization of a given transfer function has been proposed 
and illustrated by a numerical example. 

The considerations can be extended for multi-input  
multi-output singular continuous-time linear systems with 
delays in state and in inputs. An extension of these 
considerations for 2D singular linear systems with delays  
is an open problem.  
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Abstract : A new class of positive different orders fractional 2D linear systems is introduced. A notion of (α, β)  orders 
difference of 2D function is proposed. Fractional 2D state equations of linear systems are given and their solutions  
are derived using 2D  Z-transform. The classical Cayley-Hamilton theorem is extended to the 2D fractional linear systems. 
Neccesary and sufficient conditions for the positivity, reachability and controllability to zero of the fractional 2D linear 
systems are established. 

 
 

 
 

1. INTRODUCTION 

The most popular models of two-dimensional (2D) 
linear systems are the models introduced by Roesser 
(1975), Fornasini-Marchesini (1976, 1978) and Kurek 
(1985).  
The models have been extended for positive systems  
in Kaczorek (1996, 2002, 2005) and Valcher (1987).  
An overview of 2D linear system theory is given in Bose 
(1982, 1985), Gałkowski (1977, 2001), Kaczorek (1985) 
and some recent result in positive systems has been given  
in the monographs Farina and Marchesini (2000), Kaczorek 
(2002) and in paper Valcher (1977). Reachability  
and minimum energy control of positive 2D systems with 
one delay in states have been considered in Kaczorek 
(2005). The notion of internally positive 2D system (model) 
with delay in states and in inputs has been introduced  
and necessary and sufficient conditions for the internal 
positivity, reachability, controllability, observability  
and the minimum energy control problem have been 
established in Kaczorek (2005). The notions of positive 
fractional discrete-time and continuous-time linear systems 
have been introduced in Kaczorek (2003, 2007). The notion 
for 2D positive fractional hybrid linear systems has been 
extended in Kaczorek (2008). The realization problem  
for positive 1D and 2D linear systems has been considered 
in Kaczorek (2003, 2005), Kaczorek and Busłowicz (2004) 
and Kaczorek (2007). Recently, a new class of fractional 
2D linear systems has been introduced in Kaczorek (2008). 

In this paper a new class of positive fractional 2D 
linear systems will be introduced. A notion of (α, β) orders 
difference of 2D function will be proposed. Solution  
to the fractional 2D state equations of the linear systems 
will be derived using the 2D Z-transform. The classical 
Cayley-Hamilton theorem will be extended to the 2D 
fractional linear systems. Necessary and sufficient 
conditions for the positivity, reachability and controllability 
of the 2D linear fractional systems are established.  

To the best knowledge of the author the positive 
fractional 2D linear systems have not been considered yet. 

2. FRACTIONAL 2D STATE EQUATIONS 
          AND THEIR SOLUTIONS 

Let mn×
+ℜ  be the set of nonnegative real n×m matrices and 

1×
++ ℜ=ℜ nn . The set of nonnegative integers will be 

denoted by Z+ and the n×n identity matrix will be denoted 
by In. 
 
Definition 1.  
 
The (α, β) orders fractional difference of an 2D function xij 
is defined by the formula 

∑∑
= =

−−=Δ
i

k

j

l
ljkiij xlkcx

0 0
,

, ,),(αβ
βα                                     (1a) 

,...}2,1{;1,1 =∈<<−<<− Nnnnnn βα  

where ijjiij xx βαβα ΔΔ=Δ , and 

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

>+

+−−+−−
−

==

= +

0for
!!

)1)...(1()1)...(1()1(

0or/and0for1

),(,

lk
lk

lk

lk

lkc lk βββαααβα
       (1b) 

The justification of Definition 1 is given in Appendix A. 
Consider the (α, β) order fractional 2D linear system, 
described by the state equations 

1,2,110

1,2,1101,1
,

++

++++

+++

++=Δ

jijiij

jijiijji

uBuBuB

xAxAxAxβα

                    (2a) 

ijijij DuCxy +=                                                             (2b) 
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where p
ij

m
ij

n
ij yux ℜ∈ℜ∈ℜ∈ ,,  are the state, input and 

output vectors and ,nn
kA ×ℜ∈  ,2,1,0, =ℜ∈ × kB mn

k  

., mpnp DC ×× ℜ∈ℜ∈  
Using Definition 1 we may write the equation (2a) in the 
form  

1, 1 0 1 1, 2 , 1

11

1, 1 0 1 1, 2 , 1
0 0

0

( , )

i j ij i j i j

ji

i k j l ij i j i j
k l

k l

x A x A x A x

c k l x B u B u B uαβ

+ + + +

++

− + − + + +
= =

+ >

= + + −

+ + +∑ ∑

(3) 
where .,, 221100 αβαβ nnn IAAIAAIAA +=+=−=  

From (1b) it follows that the coefficients cα,β(k,l) in (1a) 
strongly decrease when k and l increase. Therefore,  
in practical problems it is assumed that i and j are bounded 
by some natural numbers L1 and L2. In this case the 
equation (3) takes the form 

1 2

1, 1 0 1 1, 2 , 1

1 1

1, 1 0 1 1, 2 , 1
0 0

( , )

i j ij i j i j

L L

i k j l ij i j i j
k l

x A x A x A x

c k l x B u B u B uαβ

+ + + +

+ +

− + − + + +
= =

= + + −

+ + +∑ ∑

                    (3a) 

Note that the fractional systems are 2D linear systems with 
delays increasing with i and j. 
The boundary conditions for the equation (3) (and (3a)) are 
given in the form  

++ ∈∈ ZjxZix ji ,and, 00                                        (4) 

Theorem 1.  
 
The solution of equation (3) with boundary conditions (4)  
is given by 

1

, 1 1 0 1 0 1, 2 0 2 0 1, 1 0 0
1 1 1

1 11

1, 1 0 0 1, 1 0 00 1, 1 0 1, 1 1 , 1 2
1 0 0 0 0

( ) ( )

( )

ji i

ij i p j p p i j q q q i p j p
p q p

j j ji i

pq pqi j q q i j i p j q i p j q i p j q
q p q p q

x T A x B u T A x B u T A x

T A x T A u T B u T B T B u

−

− − − − − − −
= = =

− −−

− − − − − − − − − − − − − − − −
= = = = =

= + + + + +

+ + + +

∑ ∑ ∑

∑ ∑∑ ∑∑
            (5) 

where the transition matrices Tpq  are defined by the formula 
 

0 1, 1 1 , 1 2 1,
1 1

,
0 0

2

0 (zero matrix) for 0 or/and 0

for 0

( , ) for 0pq

n

p q p q p q
p q

kl
k l
k l p q

p q

T

I p q

A T AT A T

c p k q l T p qα β

− − − −

− −

= =
+ < + −

< <

⎧
⎪
⎪
⎪
⎪
⎪⎪= ⎨
⎪
⎪
⎪
⎪
⎪
⎪⎩

= =

+ + −

− − − + >∑∑            

(6) 

Proof.  
 
Let X(z1, z2) be the 2D Z-transform of xij defined by 

∑∑
∞

=

∞

=

−−==
0 0

2121 ][),(
i j

ji
ijij zzxxzzX Z                             (7) 

Taking into account that 

1, 1 1 2 1 2 1 2 00

1, 1 1 2 2 2 0 2
0

, 1 2 1 2 1 1 0 1
0

, 1 2 1 2

[ ] [ ( , ) ( ,0) (0, ) ]

[ ] [ ( , ) (0, )], (0, )
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i j
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i j j

j

i
i j i

i
k l

i k j l

x z z X z z X z X z x

x z X z z X z X z x z

x z X z z X z X z x z

x z z X z z

+ +
∞

−
+

=
∞

−
+

=
− −

− −

= − − +

= − =

= − =

=

∑

∑

Z

Z

Z

Z

   (8) 

                      
 
then from (3) with (4) we obtain 

{1

1 2 1 2 0 1 1 2 2 1 2

2 1
1 1 1 2 2 2

2 1

2 1 2 00

( , ) ( , ) ( ) ( , )

(0, ) ( , 0)
[ ] [ ]

(0, ) ( , 0)

[ ( , 0) (0, ) ]}z

X z z G z z B B z B z U z z

X z X z
z A B z A B

U z U z

z z X z X z x

−= + + −

− +

+ −
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⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

      (9) 

where 

1 2

1 1
( 1) ( 1)

1 2 1 2 0 1 1 2 2
0 0

1

( , )

( , ) ,
j j

k l
n n

k l
k l

G z z

I z z I c k l z z A A z A zαβ

+ +
− − − −

= =
+ >

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

=

+ − − −∑ ∑
(10)                 

and ][),( 21 ijuzzU Z=   

Let 

∑∑
∞

=

∞

=

+−+−− =
0 0

)1(
2

)1(
121

1 ),(
p q

qp
pq zzTzzG                       (11)                     

From the equality  

nIzzGzzGzzGzzG == −− ),(),(),(),( 21
1

212121
1   

it follows that 
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( 1) ( 1)
1 2 1 2

0 0

( 1) ( 1)
1 2 1 2

0 0

( , )

( , )

p q
pq

p q

p q
pq n

p q

T z z G z z

G z z T z z I

∞ ∞
− + − +

= =

∞ ∞
− + − +

= =

⎛ ⎞
=⎜ ⎟

⎝ ⎠
⎛ ⎞

=⎜ ⎟
⎝ ⎠

∑∑

∑∑
               (12) 

Comparison of the coefficients at the same powers of z1  
and z2 of (12) yields the formula (6). 
Substituting (11) into (9) we obtain 
 

( 1) ( 1)
1 2 1 2

0 0

2
0 1 1 2 2 1 2 1 1 1

2

1
2 2 2 1 2 1 2 00

1

( , )

(0, )
( ) ( , ) [ ]

(0, )

( , 0)
[ ] [ ( , 0) (0, ) ]

( , 0)

p q
pq

p q

X z z T z z

X z
B B z B z U z z z A B

U z

X z
z A B z z X z X z x

U z

∞ ∞
− + − +

= =

= ×

+ + − −

+ + −

⎛ ⎞
⎜ ⎟
⎝ ⎠

⎧ ⎡ ⎤
⎨ ⎢ ⎥

⎣ ⎦⎩
⎫⎡ ⎤
⎬⎢ ⎥

⎣ ⎦ ⎭

∑∑

                       

(13) 
Using the 2D inverse Z transform to (13) we obtain the 
desired formula (5).   

3. EXTENSION OF THE CAYLEY-HAMILTON           
THEOREM 

From (10) we have  

),(),( 212121 zzGzzzzG =                                             (14) 

where 

1 21 1

1 2 1 2
0 0

1 1 1 1
0 2 2 2 1

( , ) ( , )
L L

k l
n n

k l

q

G z z I I c k l z z

A z z A z A z

αβ

+ +
− −

= =

− − − −

= + −

− −

∑∑
             (15)            

Let 

∑∑
= =

−−
−−=

1 2

21
0 0

21,21 ),(det
N

k

N

l

lk
lNkN zzazzG                     (16)  

It is assumed that i and j are bounded by some natural 
numbers L1, L2 which determine the degrees N1, N2. 
From (14) and (11) it follows that 
 

1 1 1 1
1 2 1 2 1 2

1 1
1 2 1 2

0 0

( , ) ( , )

p q
pq

p q

G z z z z G z z

z z T z z

− − − −

∞ ∞
− − − −

= =

= =

∑∑
                             (17) 

and  

∑∑
∞

=

∞

=

−−− =
0 0

2121
1 ),(

p q

qp
pq zzTzzG                                  (18)  

 
where Tpq  are defined by (6). 

 
Theorem 2.  
 
Let (16) be the characteristic polynomial of the system (2). 
Then the matrices Tkl satisfy the equation 

∑∑
= =

=
1 2

0 0
0

N

k

N

l
klklTa                                                            (19)  

Proof.  
 
From the definition of inverse matrix and (16), (18) we 
have  

1 2

1 2

1 2

, 1 2 1 2
0 0 0 0

Adj ( , )
N N

k l p q
N k N l pq

k l p q

G z z

a z z T z z
∞ ∞

− − − −
− −

= = = =

=

⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
∑∑ ∑∑

         (20) 

where ),(Adj 21 zzG  is the adjoint matrix of ),( 21 zzG . 
Comparison of the coefficients at the same power 

21
21

NN zz −−  of the equality (20) yields (19) since the 

degrees of ),(Adj 21 zzG  are less than 1N  and 2N .  
Theorem 2 is an extension of the well-known classical 
Cayley-Hamilton theorem for the 2D fractional system (2). 

4. POSITIVITY OF THE FRACTIONAL 2D 
LINEAR SYSTEMS 

Lemma 1.  
 
a) If  10 << α  and 21 << β  then 

0),( <lkcαβ  for ,...3,2,...;2,1 == lk                          (21a) 

b) If 21 << α  and 10 << β  then 

0),( <lkcαβ  for ,...2,1,...;3,2 == lk                          (21b)    

Proof. 
 
 The proof will be accomplished by induction. 
The hypothesis is true for 1=k  and 2=l  in (21a) since 

0
2

)1()1()2,1( 3 <
−

−=
βαβ

αβc  

Assuming that the hypothesis is true for the pair 
3),,( ≥+ lklk  we shall show that it is also valid for the 

pairs )1,(),,1( ++ lklk  and ).1,1( ++ lk  
From (1b) we have 

0
1

),(),1( <
+
−

=+
k
llkclkc α

αβαβ   

since 0),( <lkcαβ  for ,...3,2,...;2,1 == lk  

Similarly 
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0
1

),()1,( <
+
−

=+
l
klkclkc α

αβαβ  

 since 0),( <lkcαβ  for ,...3,2,...;2,1 == lk  

and 

0
)1)(1(
))((),()1,1( <

++
−−

=++
lk
llkclkc ββα

αβαβ  

since 0),( <lkcαβ  for ,...3,2,...;2,1 == lk  

The proof of (21b) is similar.  
 
Lemma 2. 
 
 If (21) is met and 

nn
kA ×

+ℜ∈  for 2,1,0=k                                               (22) 

then 

nn
pqT ×

+ℜ∈  for +∈ Zqp,                                             (23) 

Proof.  
 
If the conditions (21) and (22) are satisfied then from (6) 
we have (23).  
 
Definition 2. 
 
The system (2) is called the (internally) positive fractional 
2D system if and only if n

ijx +ℜ∈  and ,p
ijy +∈ℜ  ,i j Z+∈  

for any boundary conditions 0 ,n
ix +∈ℜ  i Z+∈  

0 ,n
jx +∈ℜ  j Z+∈  and all input sequences ,m

iju +∈ℜ  

, .i j Z+∈  
 
Theorem 3.  
 
The fractional 2D system (2) for 10 << α  and 21 << β  
(or 21 <<α  and 10 << β ) is positive if and only if 

mpnp

mn
k

nn
k

DC

kBA
×

+
×

+

×
+

×
+

ℜ∈ℜ∈

=ℜ∈ℜ∈

,

,2,1,0,,
                              (24) 

Proof. Necessity.  
 
Let us assume that the system is positive  
and x00–eni, i=1,…,n (eni is the ith column of In) x01=x10=0 

,0=iju  i,j∈Z+. Then from (3) for i=j=0  and ui,j=0 i,j∈Z+ 

we obtain ,0011
n

ini AeAx +ℜ∈==  where iA0  is the ith 

column of the matrix .0A  This implies nnA ×
+ℜ∈0   since 

i=1,…,n. If we assume that x10=eni, x00=x01=0    
and ,0=iju  i,j∈Z+ then from (3) for i=j=0 we obtain 

n
ini AeAx +ℜ∈== 1111  and this implies .1

nnA ×
+ℜ∈   

In a similar way we may prove that .2
nnA ×

+ℜ∈  Assuming 
u00=eni, ui,j=0 i,j∈Z+  i+j>0 and x00=x10=x01=0  from (3) for 
i=j=0 we obtain m

imi BeBx +ℜ∈== 0011  for i=1,…,m and 

this implies .0
mnB ×

+ℜ∈  In a similar way it can be shown 

that mn
kB ×

+ℜ∈  for 2,1=k  and ., mpnp DC ×
+

×
+ ℜ∈ℜ∈  

 
Sufficiency.  
 
If the conditions (24) are met then by Lemma 2 

nn
pqT ×

+ℜ∈  and from (5) we have n
ijx +ℜ∈  for +∈Zji,  

since n
j

n
i xx ++ ℜ∈ℜ∈ 00 ,  and m

iju +ℜ∈  for +∈Zji, . 

From (2b) we have p
ijy +ℜ∈  since mpnp DC ×

+
×

+ ℜ∈ℜ∈ ,  

and n
ijx +ℜ∈ ,  m

iju +ℜ∈  for +∈Zji, .   

 
Remark.  
 
From (1b) and (3) it follows that if βα = , 10 << α  then 

0),( >lkcαβ  for ,...2,1, =lk  and the fractional 2D system 

(2) is not positive. 

5. REACHABILITY AND CONTROLLABILITY           
TO ZERO 

Definition 3.  
 
The positive fractional 2D system (2) is called reachable  
at the point ++ ×∈ ZZkh ),(  if and only if for zero 
boundary conditions (4) (xi0=0, i∈Z+, x0j=0, j∈Z+) and 
every vector n

fx +ℜ∈  there exists a sequence of inputs 
m

iju +ℜ∈  for 

( , )
{( , ) : 0 , 0 , }

hki j D
i j Z Z i h j k i j h k+ +

∈ =
∈ × ≤ ≤ ≤ ≤ + ≠ +

    

(25) 

such that .fhk xx =  

A vector is called monomial if and only if its one 
component is positive and the remaining components are 
zero. 
 
Theorem 4. 
 
The positive 2D fractional system (2)  
is reachable at the point (h, k) if and only if the reachability 
matrix 
 

 
1 1 2 2

0 1 1 11 211 1[ , ,..., , ,..., , ,..., , ,..., ]hk h k k hkR M M M M M M M M M −=                 (26) 
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1
0 0 1 01, 1 , 1 1, 1
2

2 01, 1 1, 1

0 1 21, 1 , 1 1, 1

, , 1,...,

, 1,...,
, 1,..., , 1,...,

ih k h i k h i k

j h k h k j

ij h i k j h i k j h i k

M T B M T B T B i h

M T B T B j k
M T B T B T B i h j k

− − − − − − −

− − − − −

− − − − − − − − − −

= = + =

= + =

= + + = =

               (27) 

 
contains n linearly independent monomial columns. 
 
 
Proof.  
 
Using the solution (5) for kjhi == ,  and zero boundary 
conditions we obtain 

),( khuRx hkf =                                                               

(28) 

where 

 

 

 

 

00 10 01 11 210 0 1 , 1( , ) [ , ,..., , ,..., , ,..., , ,..., ]T T T T T T T T T T
h k k h ku h k u u u u u u u u u −=                (29) 

and T denotes the transpose. 
 
 
For the positive fractional 2D system (2) from (27) and (26) 
we have ,, 1

0
mn

i
mn MM ×

+
×
+ ℜ∈ℜ∈  ,2 mn

jM ×
+ℜ∈  

, 1,..., , 1,...,n m
ijM i h j k×

+∈ℜ = = and .]1)1)(1[( mkhn
hkR −++×

+ℜ∈   

From (28) it follows that there exists a sequence m
iju +ℜ∈  

for hkDji ∈),(  for every n
fx +ℜ∈   if and only if the 

matrix (26) contains n linearly independent monomial 
columns.  
The following theorem gives sufficient conditions  
for the reachability of the positive  fractional 2D system (2). 
 
Theorem 5.  
 
The positive fractional 2D system (2) is reachable at the 
point (h,k) if rank Rhk=n and the right inverse Rr

hk   
of the matrix (26) has nonnegative entries 

nmkhT
hkhk

T
hk

r
hk RRRR ×−++

+
− ℜ∈= ]1)1)(1[(1][                  (30) 

Proof.  
 
If rank Rhk=n  then there exists the right inverse Rr

hk  
of the matrix Rhk. If the condition (30) is met then from (28) 
we obtain  

mkh
f

r
hk xRkhu ]1)1)(1[(),( −++

+ℜ∈=  

for every .n
fx +ℜ∈   

 
Example 1.  
 
Consider the positive  fractional 2D  system (2) with  
 
 
 
 

 

⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=

⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=

1
1

,
1
0

,
0
1

,
11
01

,
10
01

,
01
10

210

210

BBB

AAA
                          (31) 

 
To check the reachability at the point )1,1(),( =kh  of the 
system we use Theorem 4. From (27) and (26) we obtain 

0,
1
1

,
1
0

,
0
1

2
2
1

1
1
100

=⎥
⎦

⎤
⎢
⎣

⎡
==

⎥
⎦

⎤
⎢
⎣

⎡
==⎥

⎦

⎤
⎢
⎣

⎡
==

ijMBM

BMBM
 

 for 1,1 ≥≥ ji  

⎥
⎦

⎤
⎢
⎣

⎡
==

110
101

],,[ 2
1

1
1011 MMMR                                 (32) 

The first two columns of (32) are linearly independent 
monomial columns and by Theorem 4 the positive  
fractional 2D system (2) with (31) is reachable at the point 

).1,1(  The sequence of inputs steering the state of the 
system from zero boundary conditions to an arbitrary state 

2
+ℜ∈fx  at the point )1,1(  is given by fx

u
u

=⎥
⎦

⎤
⎢
⎣

⎡

10

00   

and .001 =u  
Using (30) and (32) we obtain 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−

−
=⎥

⎦

⎤
⎢
⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

==

−

−

11
21
12

3
1

21
12

11
10
01

][

1

1T
hkhk

T
hk

r
hk RRRR

                                  (33) 
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From (33) it follows that the condition (30) is not satisfied 
in spite of the fact that the system is reachable at the point 
(1,1). Note that the system is reachable at the point (1,1) for 
any fractional orders (α, β) 0 < α < 1, 1 < β < 2 (or 1<α <2, 
0 < β < 1) and any matrices kA , k = 0, 1, 2. 
  
 
 
 
 
 

Definition 4.  
 
The positive fractional 2D system (2) is called the system 
with finite memory if its characteristic polynomial has the 
form  

21
2121 ),(det nn zczzzG =                                                (34) 

where c is a constant coefficient. 

Lemma 3.  
 
If the positive fractional 2D system (2) is with finite memory then 

, 1 1 1, 1 0 0 1, 2 1, 1 0 0 1, 1 0 00
1 1

( , ) ( ) ( ) 0
ji

i p j i p j p i j q i j q q i jbc
p q

x i j T A T A x T A T A x T A x− − − − − − − − − − − −
= =

= + + + + =∑ ∑     (35) 

 
for 21, njni ≥≥  and any nonzero boundary conditions (4). 
 
 
Proof.  
 
Using the expansion (11) and (34) we obtain 0=ijT  for 

21, njni ≥≥  and the equality (35) for any nonzero 
boundary conditions (4).  
 
Definition 5.  
 
The positive fractional 2D system (2) is called reachable for 
the nonzero boundary conditions (NBC) 

++ ∈ℜ∈ Zix n
i ,0  and ++ ∈ℜ∈ Zjx n

j ,0                      (36) 

at the point ++ ×∈ ZZkh ),(  if for every vector n
fx +ℜ∈   

there exists a sequence of inputs m
iju +ℜ∈   for hkDji ∈),(  

such that .fhk xx =  
 
Theorem 6. 
 
The positive fractional 2D system (2) is reachable for NBC 
at the point  ),(),( 21 nknhkh ≥≥  if and only if the system 
is with finite memory and the reachabilty matrix (26) 
contains n linearly independent monomial columns. 
 
Proof.  
 
Using the solution (5) for kjhi == ,  and taking into 
account that fhk xx =  we obtain 

),(),( khuRkhxx hkbcf =−                                          (37) 

where hkR  and ),( khxbc  are defined by (26) and (35) 
respectively. 

If the positive fractional 2D system (2) is with finite 
memory then by Lemma 3 there exists a point (h,k)  

(h≥n1, k≥n2) such that (35) holds and xf=Rhku(h,k). In  this 
case by Theorem 4 there exists a sequence of inputs 

m
iju +ℜ∈  for hkDji ∈),(  satisfying the equality (28).  

If it is not the case then ),(),( khuRkhxx hkbcf ∉−  since 
by assumption the NBC (36) are arbitrary and the vector 

n
fx +ℜ∈  is also arbitrary. In this case there does not exist 

a sequence of inputs m
iju +ℜ∈  for hkDji ∈),(  satisfying 

(37).   
 
Definition 6.  
 
The positive fractional 2D system (2) is called controllable 
to zero at the point (h,k) (h≥n1, k≥n2) if and only if for any 
NBC (36) there exists a sequence of inputs m

iju +ℜ∈  for 

hkDji ∈),(  such that .0=hkx  
 
Theorem 7.  
 
The positive fractional 2D system (2) is controllable to zero 
at the point (h,k) (h≥n1, k≥n2) if and only if the system  
is with finite memory. 
 
Proof.  
 
If the system is with finite memory then by Lemma 3 (35) 
holds for  h≥n1 and k≥n2. For xf=0 from (37) we have  

0),(),( =+ khuRkhx hkbc                                               (38) 

The equation (38) is satisfied for .0),( =khu  
If the condition (35) is not satisfied then does not exist 

mkhkhu ]1)1)(1[(),( −++
+ℜ∈  satisfying (38) since for the 

positive system mkhn
hkR ]1)1)(1[( −++×

+ℜ∈  and 

 .),( n
bc khx +ℜ∈    
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6. CONCLUDING REMARKS        

A new class of 2D fractional linear systems has been 
introduced. The notion of (α, β) orders 0 < α < 1, 1 < β < 2  
or 1 < α < 2, 0 < β < 1 fractional 2D difference has been 
proposed. The fractional 2D state equations of linear 
systems have been given and their solutions have been 
derived using the 2D Z transform. The classical Cayley-
Hamilton theorem has been extended for the fractional 2D 
systems. Necessary and sufficient conditions have been 
established for the positivity, reachability and 
controllability to zero of the fractional 2D linear systems.  
It has been shown that the fractional 2D system (2) is 
positive if 0 < α < 1, 1 < β < 2 or 1 < α < 2, 0 < β < 1. The 
fractional 2D system is not positive if α =β 
The considerations can be easily extended for fractional 2D 
linear systems with delays. 
An extension of these considerations for fractional 2D 
continuous-time linear systems is an open problem. 

 
Appendix. Justification of the definition 1. 
 
It is well-known that for a discrete function xi the n-order 
difference is given by  
 

∑
=

−−
−−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=Δ−Δ=Δ
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i x

k
n
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0

1
11 )1(            (A.1) 

,...}1,0{,...},2,1{ +==∈ ZiNn           
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⎞
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⎝

⎛
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k
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                                                    (A.2) 

 
 

 
 
Using (A.1) for an 2D discrete function ijx  we obtain 
 

1 2 2 1 21 1 2
, ,

0 0 0

2 1 1 2
, ,

0 0 0 0

1 2

( 1) ( 1) ( 1)

( 1) ( 1) ( 1)

for ,

ji i
n n n n nk k l
i j ij j i ij j i k j i k j l

k k l

j ji i
l k k l

i k j l i k j l
l k k l

n n n
x x x x

k k l

n n n n
x x

l k k l

n n

− − −
= = =

+
− − − −

= = = =

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
Δ Δ = Δ Δ = − Δ = − − =⎜ ⎟ ⎜ ⎟ ⎜ ⎟
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⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎛ ⎞
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l
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k
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                                                                                   (A.4) 
 
is also well defined for n1=α  and n2=β, where α and β are 
any real numbers. Thus (A.4) can be used for defining the 
α,β orders of an 2D function xij. 
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Abstract: A class of positive hybrid linear systems is introduced. Three different methods for computation of solutions of the 
hybrid system are proposed. The considerations are illustrated by numerical example. Simulations of solution have been 
shown for the methods. 

 
 
 
 
1. INTRODUCTION  

In positive systems, inputs, state variables and outputs 
take only non-negative values. Examples of positive 
systems are industrial processes involving chemical 
reactors, heat exchangers and distillation columns, storage 
systems, compartmental systems, water and atmospheric 
pollution models. A variety of models having positive 
linear systems behavior can be found in engineering, 
management science, economics, social sciences, biology 
and medicine, etc. 

Positive linear systems are defined on cones,  
not on linear spaces. Therefore, the theory of positive 
systems is more complicated and less advanced.  
An overview of state of the art in positive systems theory  
is given in the monographs Benvenuti and Farina (2004), 
Kaczorek (2001). Recent developments in positive systems 
theory and some new results are given in Kaczorek (2003).  
The realization problem for positive discrete-time  
and continuos-time systems without and with delays was 
considered in Benvenuti and Farina (2004), Farina and 
Rinaldi (2000), Kaczorek (2001, 2004, 2005, 2006), 
Kaczorek and Busłowicz (2004).  
The main purpose of this paper is presentation and 
comparison of three methods for computation of solution of 
positive 2D hybrid systems. Three different solutions of the 
hybrid linear systems will be derived. The considered 
methods will be illustrated by numerical example. Using 
Matlab/Simulink there will be performed comparison 
simulations of the methods. 

2. EQUATIONS OF THE HYBRID SYSTEMS  

Let Rn×m be the set of n×m matrices with entries form 
the field of real number R and Z+ be the set of nonnegative 
integers. The n×n identity matrix will be denoted by In. 

Equations of the 2D hybrid linear system have the form 

),(),(),(),( 12121111 ituBitxAitxAitx ++= , +∈Rt          (1a)              

),(),(),()1,( 22221212 ituBitxAitxAitx ++=+ , +∈ Zi  (1b)  

),(),(),(),( 2211 itDuitxCitxCity ++=             (1c)               

where 
t

itxitx
∂

∂
=

),(),( 1
1 , 1),(1

nRitx ∈ , 2),(2
nRitx ∈ ,   

u(t,i)∈Rm, y(t,i)∈RP and A11, A12, A21, A22, B1, B2, C1, C2, D 
are real matrices with appropriate dimensions. 
Boundary conditions for (1a) and (1b) have the form 

)(),0( 11 ixix = , +∈ Zi  and )()0,( 22 txtx = , +∈ Rt       (2)               

Note that the hybrid system (1) has a similar structure as the 
Roesser model (Kaczorek, 2001; Klamka, 1991; Roesser, 
1975). 
Let R+

n×m be the set of n×m real matrices with nonnegative 
entries and R+

n, R+
n×1. 

 
Definition 1.  
 
The hybrid system (1) is called internally positive  
if 1),(1

nRitx +∈ , 2),(2
nRitx +∈ ,  and pRity +∈),( , +∈ Rt , 

+∈ Zi for arbitrary boundary conditions 1)(1
nRix +∈ , 

+∈ Zi , 2)(2
nRtx +∈ , +∈ Rt  and inputs mRitu +∈),( , 

+∈Rt , +∈ Zi . 
Let Mn be the set of n×m Metzler matrices (real matrices 
with nonnegative off-diagonal entries). 
 
Theorem 1.  
 
(Kaczorek, 2001) The hybrid system (1) is internally 
positive if and only if  
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3. COMPUTATION OF SOLUTIONS 

Method 1. 
 
Along with equations (1a), (1b), consider the following 

determining equations 

ikikikik UBXAXAX ,1
2
,12

1
,11

1
,1 ++=+       (3a) 

ikikikik UBXAXAX ,2
2
,22

1
,21

2
1, ++=+                (3b)                           

with initial conditions of the form 

01
,0 =iX  for 0,1,...i =          (4a) 

02
0, =kX  for ,...1,0=k           (4b)   

⎩
⎨
⎧

≠+
==

=
0,0
0,

22, ik
ikI

U m
ik             (4c) 

Lemma 1. 
 
The following conditions hold: 
for ,...2,1=k  

2

2

1 1

11 12 22 21

1 1

1 12 22 2 ,
0

( ( ) )

( ( ) )

k

n

j

n k j
j

A A w I A w A

B A w I A w B X w

− −

∞
−
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+ − ≡ ∑
 

2 2

2

1 1 1

22 21 11 12 22 21

1 2

1 12 22 2 ,
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n k j
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− + − ×
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for ,...2,1=j  
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n k j
k

A A w I A w A

B A w I A w B X w

− −

∞
−

=

+ − ×

+ − ≡ ∑
 

1 1

1

1 1 1

11 12 22 21 11 12

1 1

2 21 11 1 ,
0

( ) ( ( ) )

( ( ) )

j

n n

k

n k j
j

I A w A w A A w I A w A

B A w I A w B X w

− − −

∞
−

=

− + − ×

+ − ≡ ∑
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∑
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− ≡−
0

2
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1
22 )(

2
j

j
jn wXwBwAI  

∑
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0

1
0,1

1
11 )(

1
k

k
kn wXwBwAI  

Where |w| < w1, w∈C and w1 is a sufficiently small positive 
number. Proof by induction is given in (Marchenko  
and Poddubnaya (2005), Marchenko at al (2005). 
Applying the Laplace transformation with respect to t  
and the Z-transformation with respect to i, we write  
the equations (1a), (1b) in the form 

⎥
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where 2,1))],,(([),( == kitxLZzsX kk   
))],,0([),0( 11 ixZzX =  )]0,([)0,( 22 txLsX = . 

The equations (5) can be rewritten as 
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It follows from (6) and Lemma 1 given in (Marchenko  
and Poddubnaya (2005), Marchenko at al (2005), that 
 

2

2

2

2

2

2

1

1 11 12 22 211
0

1

1 12 22 2

1

1 12 22 2

1 1 1 1

11 12 22 21
1

1 1 1

1 12 22 2

1 12

1
( , ) ( ( ) )

{( ( ) ) ( , )

(0, ) ( ) ( ,0)}

1
( ( ) )

{( ( ) ) ( , )

(0, ) (

k

nk
k

n

n

k

nk
k

n

n

X s z A A I z A A
s

B A I z A B U s z

X z A I z A zX s

A A z I A z A
s

B A z I A z B U s z

X z A I z

∞
−

+
=

−

−

∞
− − − −

=

− − −

= + − ×

+ − +

+ − =

+ − ×

+ − +

+ −

∑

∑

2

2

2

1

22 2

1

,
1 0

1 1 1 1

11 12 22 21 1
1

1 1 1 1

11 12 22 21
1

1 1 1

12 22 2

) ( ,0)}

1 1
( , )

1
( ( ) ) (0, )

1
( ( ) )

( ) ( ,0)

k jk j
k j

k

nk
k

k

nk
k

n

A zX s

X U s z
s z

A A z I A z A X z
s

A A z I A z A
s

A z I A z zX s

−

∞ ∞

= =

∞
− − − −

=

∞
− − − −

=

− − −

=

+

+ − +

+ − ×

−

∑ ∑

∑

∑

                    (7a) 

 

 



acta mechanica et automatica, vol.2 no.2 (2008) 

 61

Similarly, we obtain  
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Let 11
,

1
, ikik XX = , 21

,
2
, ikik XX =  be the solution of (3a), (3b) 

with 
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2
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Then we have 01
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Using inverse transforms to (8), we obtain the solution 
(8b)of hybrid linear system (1) in the form 
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Method 2. 
 
Applying the Laplace transformation with respect  
to t and the Z-transformation with respect to i, we write  
the equations (1a), (1b) in the form 
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From definition of inverse matrix and (13), we have 
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Comparison of the coefficients at the same powers of s and 
z of the equality (15) yields (14). 
 
Substituting (13) into (11), we obtain 
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Applying the inverse transforms to (16), we obtain  
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Method 3. 
 
From definition, solution of the differential equation (1a) 
has the form 
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t

tAtA diuBixAeixeitx
0

1212
)(

11 ),(),(),0(),( 1111 ττττ    (18) 

and solution of the difference equation (1b) is given by 

( )∑
−

=

−− ++=
1

0
2121

1
222222 ),(),()0,(),(

i

k

kii ktuBktxAAtxAitx    (19) 

 

 

 

 

Substituting (19) into (18), we obtain 

11 11

11

11

11

( )
1 1 1

0

( )
12 22 2

0

1
( ) 1

12 22 2
0 0

1
( ) 1

12 22 21 1
0 0

1

1 1 1
0

( , ) (0, ) ( , )

( , 0)

( , )

( , )

( , ) ( , )

t
A t A t

t
A t i

ti
A t i k

k

ti
A t i k

k

i

i k
k

x t i e x i e B u i d

e A A x d

e A A B u k d

e A A A x k d

x t i P x t k

τ

τ

τ

τ

τ τ

τ τ

τ τ

τ τ

−

−

−
− − −

=

−
− − −

=

−

− −
=

= + +

+

+

=

+

∫

∫

∑∫

∑∫

∑

              (20) 

where 

11

11

11

11

1 1

( )
12 22 2 1

0

1
( ) 1

12 22 2
0 0

( )
12 22 21

0

( , ) (0, )

[ ( ,0) ( , )]

( , )

( ) ( ) ,

A t

t
A t i

ti
A t i k

k

t
A t j

j

x t i e x i

e A A x Bu i d

e A A B u k d

P f t e A A A f d j Z

τ

τ

τ

τ τ τ

τ τ

τ τ

−

−
− − −

=

−
+

= +

+ +

= ∈

∫

∑∫

∫

                       (21) 

Substituting (20) into (19), we obtain 

11

11

11

11

1
1

2 22 2 22 2
0

1
1

22 21 1
0

1
( )1

22 21 1
0 0

1
( )1

22 21 12 22 2
0 0

( )1 1
22 21 12 22 2

( , ) ( ,0) ( , )

(0, )

( , )

( ,0)

( ,

i
i i k

k

i
A ti k

k

ti
A ti k

k

ti
A ti k k

k

A ti k k l

x t i A x t A B u t k

A A e x k

A A e Bu k d

A A e A A x d

A A e A A B u

τ

τ

τ

τ τ

τ τ

τ

−
− −

=

−
− −

=

−
−− −

=

−
−− −

=

−− − − −

= + +

+

+

+

∑

∑

∑∫

∑∫

11

1

0 0 0

1
( )1 1

22 21 12 22 21 1
0 0 0

)

( , )

ti k

k l

ti k
A ti k k l

k l

l d

A A e A A A x l dτ

τ

τ τ

−

= =

−
−− − − −

= =

+∑∑∫

∑∑∫

                 (22) 

Solutions of hybrid linear system (1) have the form (20) 
and (22). 
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4. NUMERICAL EXAMPLE 

Transfer function of the hybrid system is given by 

1.09.01.0
232),(
−+−
+++

=
zssz

zsszzsT         (23) 

and its realization has the form (n = 1, m = 1) 

[ ] [ ]

[ ] [ ] [ ] [ ]2,12,2.1,
1
1.0

,1

,
01
01.0

,
1.1
01.0

,01,9.0

2121

22211211

===⎥
⎦

⎤
⎢
⎣

⎡
==

⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
==−=

DCCBB

AAAA
 (24) 

Let the initial conditions be given by ,0)0,0(1 =x  

⎥
⎦

⎤
⎢
⎣

⎡
=

0
0

)0,0(2x , ⎥
⎦

⎤
⎢
⎣

⎡
==

1
1

)0,(,1),0( 21 txix  for i = 1,2,…, 

),1[ ∞∈t  and input 1),( =itu  for 0≥t  and 0≥i .  
Find )1,1(),1,1( 21 xx . 
 
Using method 1 we obtain: 

1
1

1 ,
1 0

11
11

, 1
1 0

12
,2 2

1

1 1
,0 ,1

1

1
11 11

,0 1 ,1 1
1

12
,2 2

1

1
(1,1) (0,1 )

!

1
(0,1 )

( 1)!

1
(0,0)

!

1
( (0,1) (0,0))

!

1
( (0,1) (0,0))

( 1)!

1
(0,0)

!

k

k j
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k

k j
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k

k
k

k

k k
k

k

k k
k

k

k
k

x X u j
k

X x j
k

X x
k

X u X u
k

X x X x
k

X x
k

∞

= =

−∞

= =

∞

=

∞

=

−∞

=

∞

=

= − +

− +
−

=

+ +

+ +
−

∑∑
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∑

∑

∑

∑

                    (25a) 

1
2

2 ,
1 1

11
21
, 1

1 1

1
2 22 22
0, ,2 2 0,2 2

1 1

1
2 21 2
,1 ,1 1 0,1

1 1

22
,2

1
(1,1) (0,1 )

!

1
(0,1 )

( 1)!

1
(1,1 ) (0,0) (1,0)

!

1 1
(0,0) (0,0) (1,0)

! ( 1)!

1
!

k

k j
k j

k

k j
k j

k

j k
j k

k k

k k
k k

k

k

x X u j
k

X x j
k

X u j X x X x
k

X u X x X u
k k

X
k

∞

= =

−∞

= =

∞

= =

−∞ ∞

= =

= − +

− +
−

− + + =

+ + +
−
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∑ ∑

∑ ∑

22
2 0,2 2

1

(0,0) (1,0)
k

x X x
∞

=
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(25b) 

 

Taking into account the initial conditions and the input we 
obtain 

1 1 11
1 ,0 ,1 ,0

1 1

2 2 22
2 ,1 0,1 0,2

1

1 1
(1,1) ( )

! ( 1)!

11
(1,1)

1!

k k k
k k

k
k

x X X X
k k

x X X X
k

∞ ∞

= =

∞

=

= + +
−

= + +
⎡ ⎤
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∑ ∑

∑
     (26) 

If we make three iterations, then the solution takes the form 
3 3

1 1 11
1 ,0 ,1 ,0

1 1

1 1 1 1 1 1
1,0 1,1 2,0 2,1 3,0 3,1

11 11 11
1,0 2,0 3,0 1 12 2
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2 2
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1
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k
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k
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A B A A B A A B B A

=
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⎡ ⎤
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⎡ ⎤
⎢ ⎥
⎣ ⎦

⎡ ⎤
⎢ ⎥
⎣ ⎦
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       (27)   

Substituting (24) into (27), we obtain final value 

⎥
⎦

⎤
⎢
⎣

⎡
=

=

752.2
207,0

)1,1(

261,1)1,1(

2

1

x

x
        (28) 

Using method 2, we obtain: 
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1
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1
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1
1
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(0, )
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!
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(0, 0)0! !

k
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k
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k l k
k l k
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−
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∞
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−
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+

+

+
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       (29) 

 
Taking into account the initial conditions and the input  
we obtain 

1
,1 10
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,0 10 ,0 01 ,0
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+
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⎣ ⎦

⎡ ⎤
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∑
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If we make three iterations then the solution takes the form  

1

0,1 10 10 01 1,1 10

2

1,0 10 1,0 01 1,0 2,1 10

2,0 10 2,0 01 2,0

12 21 11

21 1 2 21 11 1
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(1,1) 0 2
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0 0 1 1

0 0 2

1
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+ + +

+
+

+ +

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎡ ⎤
⎢ ⎥⎣ ⎦
⎡ ⎤ ⎡ ⎤ ⎡ ⎤
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          (31)         

and 

⎥
⎦

⎤
⎢
⎣

⎡
=

=

753,1
107,0

)1,1(
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2

1

x

x
          (32) 

Using method 3, we obtain: 

For i = 0, we have 

11 11
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11 11

11

1
(1 )

1 1 12 2

0
1

(1 )
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0
1 1

1 11 12 2 11 12 2
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A
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A

x e x e A x d

e B u d
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x A x A x B u

τ

τ

τ τ

τ τ

−

−

− −

− −

= + +

=

+ − +

−

= + +

∫

∫
             (33) 

Substituting the initial conditions and the input, we have 

11

11

1 1 1

1 11 12 11 1 11 1

1 1 1

2 21 11 12 11 1 11 1

22 2

1
(1, 0) 1,1771

1

1
(1,1) ( )

1

1 0, 218

1 3, 948

A

A

x A A e A B A B

x A A A e A B A B

A B

− − −

− − −

= − + − =

= − + − +
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⎢ ⎥⎣ ⎦

⎡ ⎤
⎢ ⎥⎣ ⎦

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

   (34) 

 
 
and, for i = 1 

)1,1()1,0()1,1(

)1,0()1,0()1,1(

1
1

111
1

11212
1

11

212
1

1111

11

1111

uBAuBAexAA

xAAexex
A
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−−−

−

−+−

+=
      (35) 

where 

222221212 )0,0()0,0()0,0()1,0( BuBxAxAx =++=        (36) 

Substituting the given data, we obtain 

263,1

948.3
218.0

)1,1(

1
1

111
1

11
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1

11212
1

111
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1111

=−+

⎥
⎦

⎤
⎢
⎣

⎡
−+=

−−

−−
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AABAAeex

A
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           (37) 

Final value 

⎥
⎦

⎤
⎢
⎣

⎡
=

=

948,3
218,0

)1,1(

263,1)1,1(

2

1

x

x
         (38) 

Remark 1.  
 
Obtained results for  x1(1,1), x2(1,1) are different for 
different method (Tab. 1). To obtain some valid results 
more computations for i = 2, 3,… need to be performed. 
The number of iteration k in (27) and (31) need to be also 
increased. 

 
Tab. 1. Final values for )1,1(),1,1( 21 xx  (for k = 3) 

State variable Method 1 Method 2 Method 3 
x1(1,1) 1,261 1,247 1,263 
x21(1,1) 0,207 0,107 0,218 
x22(1,1) 2,752 1,753 3,948 

5.  MATLAB/SIMULINK SIMULATIONS  

Using Simulink toolbox we can model given transfer 
function (25) in the form 
 

 
 

Fig. 1. Matlab/Simulink state variable diagram for transfer 
            function (25)
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Simulating i from 0 to 10 with sample time equal one, we 
obtain ending values of the simulation: 

249,6
499,2
125,0

249,1

2

1

=

⎥
⎦

⎤
⎢
⎣

⎡
=

=

y

x

x

         (41) 

Next step is implementation of considered methods  
in Matlab.  
For simulations we use given initial conditions and input, 
also the number of iterations is increased (in (29) and (33)). 
After performing some simulations, we obtain the 
following results 
Table 2 contains the final values from simulations for three 
methods. Those results are the state vectors x1(t,i), x2(t,i) 
 for t = 1 and i = 6 with k = 30. 
Figure 2 shows the diagram generated by Matlab. Diagram 
shows changes of the values of state vectors with the 
number i of steps.  

 
Tab. 2. Final values 

State 
variable 

Method 1 
(dash dot 

line) 

Method 2 
(dash dash 

line) 

Method 3 
(solid line) 

Simulink 
response

x1 1,143 1,147 1,148 1,249 
x21 0,123 0,124 0,124 0,125 
x22 2,376 2,386 2,387 2,499 

Execute 
time [s] 

21,744 18,251 0,032 

 

For t = 1, i = 12 and k = 30 we obtain 
 

Tab. 3. Final values 

State 
variable 

Method 1 
(dash dot line) 

Method 2 
(dash dash line) 

Method 3 
(solid line) 

x1 1,143 1,147 1,148 
x21 0,123 0,124 0,124 
x22 2,376 2,386 2,387 

Execute 
time [s] 

78,266 64,172 0,031 

 
For t = 10, i = 6 and k = 30 we obtain 

 
Tab. 4. Final values 

State 
variable 

Method 1 
(dash dot line) 

Method 2 
(dash dash line) 

Method 3 
(solid line) 

x1 1,250 1,250 1,250 
x21 0,125 0,125 0,125 
x22 2,500 2,500 2,500 

Execute 
time [s] 

21,844 18,251 0,016 

 
 
 
 
 
 
 

 
 
 

 

 
Fig. 2. Computational results for t = 1 and i = 6 with k = 30. 
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Fig. 3. Computational results for t = 10, i = 6 and k = 30 

 
 
 

6. CONCLUDING REMARKS 

General conclusion is that all three methods gives the 
same final results.  

The first two methods are similar. To compute the 
solution x(t,i) using those methods we do not need to know 
the values of the solution in the previous steps but we have  
to compute in the first method the matrices 2

,
1

, , ikik XX  
using the determining equations (3) or the matrices Ti,j 
defined by (14) in the second method. In the third method 
the solution x(t,i) is computed recursively using the initial 
conditions. 

From the simulations it follows that the three methods 
give similar results after at least three steps. 
The calculations have been performed on the Pentium M 
 – 1,7GHz processor with 1GB RAM. 
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Abstract: The emergence of sophisticated formal control synthesis tools provokes important questions for any prospective 
user: why learn to use these new tools, what will they offer me? In synthesis of magnetic bearing controllers, it turns  
out that the range of stabilizing controllers is often quite narrow so that the difference between a poor controller  
and an “optimal” one may be small. Hence, the product of formal control synthesis tools often looks and performs much 
like what a reasonably clever control engineer would produce by hand. This paper demonstrates that the real value of these 
tools lies in a) generation of a performance benchmark which can be used to firmly establish the best performance relative  
to a specification and b) change of design parameter space to one which is relatively easy to maintain and represents  
a durable investment from an engineering process view.  
Keywords: Robust control, flexible rotor, mu-synthesis, uncertainties. 
 

 
 

 
 

 

1. INTRODUCTION 

 Magnetic bearing systems for rotating machinery 
represent an archetypal challenge for multi-input, multi-
output (MIMO) control: they inherently involve multiple 
interacting control mechanisms and many conflicting 
performance objectives. As such, they would appear  
to be a perfect application of formal MIMO control design 
techniques such as µ-synthesis. However, the control 
culture of the magnetic bearings technical community  
is largely classical and many clever approaches have been 
developed to enable classical, essentially single-input, 
single output (SISO) methods to produce reliable and 
robust solutions to this control problem. A large part of the 
reason behind this is, quite simply, that classical SISO 
methods are more widely understood by controls engineers 
and have a much larger experience base on which to draw. 
Consequently, most commercial developers view tools like 
µ-synthesis with considerable trepidation. 

Compounding this view is the simple fact that  
most published examples of µ-synthesis control  
for AMB systems produce only incremental improvements 
over hand-synthesized controllers and even this comparison 
is suspect since optimization of hand-synthesized 
controllers is largely an art for systems with this level  
of complexity. We argue here that the primary reason for 
applying a method like µ-synthesis to AMB control 
problems is to obtain a better engineering process rather 
than to obtain substantial performance enhancements. 
Because µ-synthesis is genuinely an optimization process 
and because the performance index that it optimizes  

has a very clear connection to real engineering practice,  
µ- can at least provide a benchmark against which other 
controllers may be measured. This alone justifies some 
level of investment in the method. But more importantly,  
µ- represents a change in parameter space - the set of knobs 
that a control designer can turn - and this new parameter 
space arguably leads to a better engineering process.  
In particular, investments in this alternate process are easier 
to translate to different control problems, easier  
to document, and easier to transfer to new engineers.  
In order to develop this argument, this paper first outline 
what is viewed to be the natural primary objectives  
or specifications of AMB controller synthesis. Then the 
connection between these objectives and the µ-synthesis 
problem will be developed, highlighting what is retained 
exactly, what is retained approximately, and what is lost. 
Then, the actual µ-synthesis problem will be discussed, 
emphasizing that it is essentially a minor last step once  
a well structured analysis process for the control objectives 
has been assembled. That is, most of the engineering effort 
is applied to developing machinery for assessing  
the performance of any controller relative to these 
objectives: if this machinery is constructed in a particular 
way, then µ-synthesis is automatic and requires  
no significant further effort by the engineer. To illustrate 
the concepts, an AMB supported machine tool spindle 
example will be presented. Inevitably, the discussion is 
heavily invested in the machinery of µ-analysis and 
synthesis as well as that of H∞ analysis and synthesis. 
However, most of the central details can only be provided 
in sketch because of space limitations: the interested reader 
is referred to any of numerous authoritative texts on these 
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subjects, for instance (Zhou et al., 1996; Goodwin, 2001; 
Green and Limebeer, 1995). 

2. AMB MACHINING SPINDLE REFERENCE 
    EXAMPLE 

To illustrate the concepts presented here, consider the 
AMB supported machine tool spindle with cross-section 
shown in Fig. 1. The spindle rotor is supported by two 

radial bearings and one thrust bearing. The maximum static 
radial load capacities are approximately 1400 and 600 N  
for the front and rear bearings, respectively, and the 
maximum axial capacity for thrust bearing is 500 N.  
The spindle reaches a rotational speed of 50,000 rpm at 10 
kW. The AC motor acts on the rotor between the thrust and 
rear radial bearing.  

 

 
 
 

 
 

Fig. 1. High-speed machining spindle supported on active magnetic bearings 
 

 
The total rotor mass is 6.85 kg while the total length  

is 464 mm.  The first two free-free flexible modes  
are at frequencies 1070 Hz and 1985 Hz. The actuators  
are driven by transconductance power amplifiers  
with bandwidth of about 2400 Hz and a gain of 1 volt/amp. 
Control is implemented digitally with a sampling rate of 10 
kSa/sec. The full system model includes rotor (64-element 
FEM model modally truncated to include two rigid body 
modes and two flexible modes), actuator properties, 
amplifier dynamics, computational delay (by Padé 
approximation), and sensor dynamics.  

3. AMB CONTROLLER DESIGN: OBJECTIVES 

Most applications of AMB systems for rotating 
machinery are primarily concerned with steady behavior: 
analysis focuses on response to steady sinusoial loads such 
as mass unbalance, shaft bow, aerodynamic loads, and 
sensor noise. Such an approach is even commonly adopted 
when considering transient phenomena such as compressor 
surge. Notable exceptions to this include applications  
to systems subject to extreme impact loading such as 
underwater naval vessels. For systems which are linear 
(really the dominant behavior of AMB systems), this focus 
on sinusoial response has a deeper theoretical justification 

which dictates that the “worst case”1 bounded signals that 
can act on linear (time invariant) systems are sinusoial.  

The literature contains many detailed application 
examples where the performance objectives in AMB 
controller synthesis are elucidated (Sawicki et al., 2007; 
Fittro and Knospe, 1999; Sawicki and Maslen, 2006, 2007; 
Namarikawa and Fujita, 1999). Generally, the obvious 
objectives include an adequate stability margin  
and adequate management of external loads. Given  
the underlying nonlinear character of AMB systems,  
a common secondary objective is to maintain operation  
in an essentially linear regime, avoiding numerous sources 
of nonlinearity including actuator magnetic saturation, 
amplifier voltage saturation, and actuator nonlinearity due 
to large journal displacements. 

At the most conceptual level, the AMB system may  
be described by the block diagram indicated in Fig. 2  
in which the control inputs u are signals delivered to the 
power amplifiers, the measurements y are signals received 
from position sensors, the loads w are forces or electrical 
noise acting on the system, and performance measures z are 
those signals that the engineer will monitor in assessing 
adequate management of the loads w. 
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Fig. 2. An AMB system represented as a four block problem 

 
In describing these signals, each will have a natural 

engineering description and these diverse descriptions will 
need to be adapted to a uniform and mathematically 
tractable form for purposes of assessment and design.  
It is assumed that the signals y and u are self-explanatory 
and will typically have units of volts. More important  
is the character of the signals w and z. The exogenous 
signals w will be a combination of forces (rotor unbalance, 
gravity load, process loads, impacts) and sources  
of measurement signal corruption: generally, electrical 
noise. Some of these have a nice description  
as a combination of simple basis functions (sinωt, cosωt, 
1.0, eat) with unknown but bounded amplitudes. A simple 
example is mass unbalance which will typically act at many 
locations along a rotor and will be described at each 
location as  

( )
( )

2
.

sin
cos

x i
u i

y ii

f t
me

f t
φ

φ

Ω +
= Ω

Ω +

⎧ ⎫ ⎧ ⎫
⎨ ⎬ ⎨ ⎬

⎩ ⎭⎩ ⎭
                                (1) 

in which meu.i is a known level of mass unbalance at each 
location, but with a relatively confident bound:  
meu.i< meu.i, max. 

Signals such as electrical noise are a bit more difficult  
to describe but may be represented in terms of spectral 
bounds. In this case, the spectrum of the signal is expected 
to lie below a specific bounding curve: assume that there  
is a stable transfer function Ww(s) whose magnitude 
exceeds the expected amplitude of the noise signal at every 
frequency. This means that there is a choice of signal ŵ 
whose RMS amplitude is less than 1.0 for which w=Wwŵ  
recovers the expected noise signal. Ideally, the amplitude  
of Ww is as small as possible at every frequency, while still 
preserving this relationship. Often, when the spectrum  
of the signal η might be complicated, Ww significantly 
overbounds the range in the interest of keeping  
the complexity of Ww low.  

The end result is a description of the exogenous signals 
which takes the form  

( ) ( )ˆww s W w s=                                                             (2) 

in which the elements of ŵ(t) are expected to be periodic 
with amplitude less than or equal to 1.0. The weighting 
function Ww accounts for spectral bounds which vary with 
frequency as in the case of mass unbalance (increases with 
the square of frequency out to some maximum rotation 
rate).  
 

In the case of the performance signals, the requirement 
for adequate performance will ideally take the form of 

( ),min ,max   :    i i iz z t z t≤ ≤ −∞ < < ∞                          (3)                

Examples of such performance specifications include rotor 
contact clearance, actuator magnetic flux density,  
and power amplifier output voltage and current. Most 
commonly, the limits are symmetric so that we may require 

( )
,max

1  :   i

i

z t
t

z
≤ −∞ < < ∞                                               (4)               

More generally, this nondimensionalization may be written 
as 

( )ˆ ˆ :    1.0z iz W z z t= ≤                                                   (5)                 

in which the scaling of the elements of z is encapsulated  
by the weighting function Wz. In this manner,  
Wz is a performance specification in that it stipulates 
limitations on permissible range of the performance 
variables zi. 

4. THE SYSTEM MODEL 

In its most precise description, the dynamic mapping G 
indicated in Fig. 2 is nonlinear but it is standard practice  
to use a linear approximation throughout most of the design 
process. In the sequel, we will assume specifically that  
G is linear time invariant (LTI) and may be represented  
as a matrix of transfer functions. For most AMB systems, 
such a representation retains sufficient fidelity to permit  
it to carry the design and analysis nearly to completion.  
A very thorough design process would conclude  
by connecting the resulting controller to a fully nonlinear 
model of the AMB-rotor system and use transient 
simulations to establish that the linear assumptions have not 
missed critical performance or stability features. This 
assumption that G is LTI is central to μ−synthesis  
and is a first limitation of the design process. Of course, 
similar assumptions underlie most practical controller 
synthesis processes: the most notable exceptions would  
be Lyapunov methods (Tsiotras et al., 2000) or variants 
such as backstepping (de Queiroz and Dawson, 1996)  
but these methods have received only very limited attention 
in the AMB literature and are generally not practical  
to apply to high ordered models G as arise when rotor 
flexibility is considered.  

In a similar manner, it is common to model  
the controller as also LTI for the bulk of the design and 
analysis work. Certainly, commercial AMB controllers 
often contain nonlinear elements (Lindlau and Knospe, 
2002; Cole et al., 2000), but these are assumed either  
to play a role in extending the linear operating regime 
(output feedback linearization, for instance) or to operate 
only when the system is under duress. As such, the 
controller may be described by a matrix transfer function H 
and the closed loop system indicated in Fig. 3 maps 
nondimensional exogenous signals ŵ  to nondimensional 
performance measures ẑ  via 
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( )

( )
( )

11

ˆ

ˆ

ˆ

z zw zu yu yw w

z s

W G G H I G H G W w

Pw s

−−

=
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Fig. 3. An AMB system with controller closed loop 

 
Here, the weighted closed loop performance function P can 
be introduced as a shorthand notation for the more complex 
expression 

( ) 11

z zw zu yu yw wP W G G H I G H G W
−−= + −⎡ ⎤⎣ ⎦                     (7)                                   

5. PERIODIC FUNCTIONS 

The performance problem, then, is to establish that 

( )ˆ 1.0  :    iz t t≤ −∞ < < ∞  

when  ( ) ( )ˆẑ s Pw s=  and wi(t) is any periodic signal with 
amplitude less than or equal to 1.0. First, note that if P  
is stable, then the homogenous responses ˆ

iz  will also  
be periodic. If they are periodic, then there is a fundamental 
connection between the amplitudes of ˆ

iz  and their peak 
temporal values. Hence, assume that the same 
normalization holds: that ˆ 1iz ≤  is a sufficient condition to 
meet the temporal requirement. Primarily, this assumption 
means that we neglect the transient response and assume  
that the engineering analysis is predominantly concerned 
with steady state (periodic) response. Obviously, very close 
satisfaction of periodic response bounds may imply that  
the transient response violates the temporal bound:  
one approach to managing this shortcoming is to be a bit 
conservative in establishing the periodic constraint. 

With this, the performance requirement becomes 

( ) ( ) ( ) ( )ˆ ˆˆ ˆ1.0,    ,     1.0i iz t z s Pw s w t< = <            (8)                                        

in which both ẑ and ŵ are assumed to be periodic functions 
whose amplitudes may be represented in RMS terms.  
Of course, this condition should be met for the worst case 
choice of ŵ. In particular, the elements of ŵ should be 
worst case periodic functions and the combination of 
bounded amplitudes should maximize ẑ . Fortunately, it 
may be proved that, for an LTI operator P, the worst case 

periodic function is a sinusoid of single frequency. Thus, a 
sufficient condition for satisfying (8) is that 

( ) ( ) ( ) ˆˆ ˆ1.0,    sin ,    

ˆ 1.0,     
i

i

z t z t P j w t

w

ω ω

ω

< =

< ∈ℜ
                       (9)            

Relative phase of the exogenous signals in (9) is managed 
by assuming that the ŵi are complex numbers.  Under this 
assumption, the functions ˆ

iz  may also be represented  

as ( )ˆ ˆ sini iz t z tω=  and (9) becomes 

( ) ( ) ˆ ˆˆ ˆ1.0,    ,     1.0,     i iz t z P j w wω ω< = < ∈ℜ       (10)                   

6. SINGULAR VALUE ANALYSIS 

Equation (10) still represents a worst case condition  
in that we must assure that none of the elements ˆ

iz  has 
modulus exceeding 1.0 for any frequency or for any 
possible combination of ŵi which are only constrained  
to have modulus less than 1.0. For the moment, neglect the 
frequency dependence and focus on the possible 
combinations of ŵi.  

The notion that we need ˆ 1iz <  for any combination  

of ˆ 1iw <  has a nice engineering interpretation but here we 
introduce another simplification in order to make  
the problem more mathematically tractable. Rather than 
requiring that each element of ŵ have modulus less than 1, 
require that the sum of the squares is less than one: 

2 2

2
ˆ ˆ 1i iw w= <∑ . Certainly, this condition may only  

be met if | ŵi |<1 so it is a sufficient but not necessary 
constraint on w. Further, rather than requiring that ˆ 1iz < , 

require that 
2 2

2
ˆ ˆ 1i iz z= <∑ . Again, this is conservative 

in that it is a sufficient condition for the stipulation on ˆz 
but not necessary. Thus, if it is true that 

2 2 2
ˆ ˆˆ 1,   for  1z Pw w= < ∀ <                           (11)                  

then it is also true that ˆ 1iz < . 
The value of the condition indicated by (11) is that  

it may be tested without performing an exhaustive search  
on feasible ŵ. In particular, a necessary and sufficient 
condition for meeting (11) is that the maximum singular 
value of P is less than 1.0: 

( )
2 2 2

ˆ ˆˆ1  1  1P z Pw wσ ≤ ⇔ = < ∀ <  

Of course, as in (10), P is a function of frequency so that  
a sufficient condition to meet (10) is that 

( ) 1  Pσ ω≤ ∀ ∈ℜ  

 

or, equivalently 
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( )( )sup 1.0P j
ω

σ ω
∈ℜ

≤                (12)                                                       

The left side of Eq. (12) defines the H∞ norm of the transfer 
function |P|∞ and indicates the worst case possible gain 
from the signal ŵ to the signal ẑ . It is assumed implicitly 
that P represents a stable LTI dynamic system. 

 

6. WEIGHTING FUNCTIONS 

The weighted plant model for the reference example  
is shown in Fig. 4. For the machine tool spindle problem, 
the loads were assumed to act at the bearing locations while 
each of the position sensors was assumed afflicted  
with noise. The bearing loads are summarized in Tab. 1 
while the sensor noise was 0.6 micrometers broad-band. 
The performance measures included amplifier voltage 
(limited to 300 volts), coil current (limited to 7 amps above 
a 5 amp bias), and journal displacement at the two bearing 
locations (limited to 50 micrometers at frequencies above 
0.002 Hz, and 0.5 micrometers below this).  

 
 

 
 

Fig. 4. Weighted model: weighting functions Ww and Wz normalize the load and perfiormance signals 

 
 
Tab. 1. Bearing load parameters 
 tool tip end drive end 
DC load 300 N 130 N 
first break 0.0001 Hz 0.001 Hz 
midfrequency load 80 N 50 N 
second break 40 Hz 40 Hz 

7. MODEL UNCERTAINTIES 

A significant goal of µ-synthesis is to design controllers 
which are robust to variations in plant dynamics. A simple 
example is the effect of gyroscopics: the dynamics  
of the rotor at standstill are substantially different from 
those observed when spinning at 16000 RPM. The rotor 
model contains the rotor spin rate explicitly: 

( )Mx D G x Kx f+ +Ω + =                   (13)                                        

in which the gyroscopic behavior of the rotor mass  
is represented by the matrix G and Ω is the spin speed of 
the rotor. If a controller is designed for the rotor with Ω = 

0, then there may be no guarantee that the system will  
be stable for other values of Ω: obviously undesirable. 
 

In the µ-framework, uncertainties are represented  
as feedback gains connected to the plant where the nominal 
value of the feedback gain is zero but it is understood that 
the gain could lie anywhere inside a real range or complex 
disk. By convention, the size of this range is chosen  
to be 1.0. As an example, suppose that our rotor had a seal 
acting at some location along the shaft. The seal might have 
some nominal cross-coupled stiffness of 1000 N/m but with 
uncertainty of 300± N/m: 

 

,
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This can be represented by 

,

,
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   (15)               
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The first part of the relationship defines the nominal 
behavior and would be included in the core model.  
The second part defines a feedback with nominal value  
of zero. The scale 300 N/m would be applied to the input  
or output matrices tying this feedback into the rotor  

model and the remnant would be the uncertainty matrix, 
denoted Δ. 
 The product of adding weighting functions  
and uncertainty representations to the base model  
is depicted in Fig. 5. 

 

 
Fig. 5. Model with weighing functions and uncertainty added 
 
 

For the machine tool spindle, the primary uncertainties 
were judged to be actuator properties, modal properties  
for the two bending modes retained, and, of course, rotor 
speed. The uncertainties in actuator gain and bearing 
negative stiffness were modeled as 3% and 15% real 
uncertainties of nominal value, respectively. The modal 
frequencies of the first and second modes were modeled  
as 1% complex uncertainty of nominal value for each 
mode. These latter uncertainties discourage the synthesis 
machinery from introducing controller dynamics that 
precisely cancel the dynamics associated with these modes 
as, for instance, very sharp notch filters. Rotor speed  
was modeled as 8000 RPM with an uncertainty of 100%  
in order to obtain a stabilizing controller for the speed 
range  
from 0 to 16000 RPM. 

8. THE MU-SYNTHESIS PROBLEM 

Having established that assessment of stability 
robustness and robust performance of an AMB system may 
be written as a problem in computing the maximum 
structured singular value, or µ, of the closed loop system,  
it is natural to consider the possibility that a controller 
could be automatically synthesized to minimize this μ 
measure and thereby maximize the robust stability and 
robust load rejection of the resulting system. This is the 
objective  
of µ-synthesis.  

Concisely, µ-synthesis seeks to find that controller H  
for which the maximum structured singular value of the 
closed loop system P is minimized. As with H∞ synthesis, 

once the specification is established, solving for the 
controller is a matter of “turning a crank”. That  
is, reasonably effective computational tools exist to solve 
this problem. An example is the function “dksyn” provided 
by the Robust Control Toolbox of MatLab (The 
MathWorks, 2004). 

Unlike the H∞ synthesis problem, solutions  
to the µ-synthesis problem cannot be found closed-form  
and require iteration. The most common iteration scheme  
is called D−K iteration. While the details of this iterative 
process are beyond the scope of this paper, it is worth 
pointing out that D−K iteration adds order to the controller 
beyond the order of a comparable H∞ controller so that  
the order of a µ-controller can be substantially larger than 
that of the plant plus its weighting functions. This iterative 
character of the solution can also sometimes lead to failure 
of the solution which, in this case, does not always imply 
non-existance of a solution.  

Several μ-controllers were designed for the system 
described by Fig. 1 and just two examples are illustrated  
in Fig. 6, where one of the controllers was optimized  
to achieve the best machining performance in terms of high 
surface finish quality. Both controllers were implemented  
as discrete time, state-space systems with a sampling rate  
of 10 kHz. The resulting optimized controller was 88th 
order and was reduced to 44th order by model order 
reduction using Hankel singular value based algorithms. 
Differences between the controllers were generated  
by changing the performance and load weighting functions. 
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Fig. 6. Comparison of two µ-controllers; one is optimized for machining 

 
 

To determine the spindle stiffness at the tool tip, with 
the rotor supported on each the PID, the μ-controller, and 
the optimized μ-controller, impact testing was carried out 
with an instrumented hammer. The results presented in the 
upper plot of Fig. 7 show the advantage of μ-controllers, 
especially in the vicinity of the first and second modes, 
where the PID stiffness is significantly lower. Over the 
wide range of frequencies the PID controller is much less 
stiff while the optimized μ-controller provides the highest 
stiffness.  
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Fig. 7. Stiffness of the spindle at the tool tip extracted  
           from the hammer test for PID and μ-controllers 
 

9. CONCLUSIONS 

A well formulated performance assessment tool  
for evaluating controllers for AMB systems (and practically 
any other essentially linear system with primarily steady 
state performance objectives) can be efficiently constructed 
in the form of a µ-analysis problem. Such a tool  
is compatible with any linearized AMB/rotor model and 
any linear controller and, as such, is entirely suitable  
for assessment of hand-synthesized controllers such as PID 
with notches and other specialized embellishments.  
At the same time, having produced such an assessment tool, 
automated synthesis is just a short step away and involves 

essentially no investment on the part of the controller 
design engineer.  

The presented simulation and experimental results show 
the potential of μ-synthesized control of AMB machining 
spindles for improved cutting performance. In particular, 
the μ-controllers were able to realize substantially higher 
broad-band spindle tip stiffness that could be achieved 
(through manual tuning) by the PID + notch controller. 
Perhaps a more important advantage is the structure  
of the synthesis process provided by μ−synthesis.  
In particular, the synthesis outcome is guided by choice  
of performance functions and load models and the resulting 
closed loop performance reflects these functions in a direct 
manner. Consequently, there is less need for synthesis 
tricks with the µ- approach. Further, the µ- approach 
provides  
a convenient and rational repository for accumulating 
system knowledge through model and weighting function 
refinement. Finally, the µ-approach can provide guarantees 
of robustness to wide ranges of system parameter such  
as the operating speed range without requiring gain 
scheduling or other special techniques: all µ-synthesized 
controllers developed in the course of this study were stable 
over the entire operating range while aggressive PID + 
notch designs did not reliably meet this requirement. 
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Abstract: Micro Air Vehicles (MAVs) are miniature airplanes constructed from state-of-the-art materials, designed  
to be small, light, and highly resilient. Current applications include surveillance, reconnaissance, and munitions. Many  
of the planes, because of their size, have unconventional designs with respect to the wings and control surfaces. Instability 
introduced by the small non-traditional aircraft designs must be addressed, to eliminate the need for an expert pilot  
for aircraft control and navigation. In this paper we present a state-of-the-art technology development focused  
on the technologies and components required to enable flight at small scales, including flight control, power and propulsion, 
navigation, multi-purpose structures, advanced communications and information systems, Micro-electro-mechanical Systems 
(MEMS), advanced sensors,  and lightweight, efficient high-density power sources. 

 
 

 
 

1. INTRODUCTION 

The term “micro aerial vehicle” (MAV) can be a bit 
confusing, in the case this name is given a too literal 
interpretation. Usually it is assumed, that it is a model of an 
aeroplane treated as miniature, so the “micro” term regards 
a class of significantly small aircraft [12]. It should be 
emphasised, though, that microaeroplanes are not small 
versions of “big” aeroplanes. They should be treated  
an entirely new cattegory of unmanned aerial vehicles. The 
definition created for the use of programmes finances  
by American DARPA agency states, that MAVs are flying 
vehicles of overall dimensions not greater than 15 cm  
(6 inches). Overall dimensions are understood here as wing 
span, height, length or width. From this stems the fact, that 
the objects belonging to this class are significantly smaller 
than other unmanned aircraft being developed or used 
nowadays. In other words “microaeroplane” is a kind  
of flying robot, characterised by high manoeuvrability, able 
to carry miniaturised devices and sensors to dangerous 
locations. This device can perform various missions: 
scouting, searching, determining contamination or carrying 
micro explosive charges. 

Although limitation of microaeroplane dimensions  
to 15 cm can seem too arbitrary, it stems from physical and 
structural solutions and first of all from little Reynolds 
numbers of flow around wings. The range of small 
Reynolds numbers in which MAVs operate means  
a significant difference in physical processes accompanying 
their flight. Physics of flight of these aircraft is closer  
to aerodynamics and flight dynamics of birds and large 
insects than to that of aeroplanes. 

Despite the fact that naturalists have been studying 
problems of insects and birds flight for over fifty years, 
until now many problems concerning their flight remain 
unexplained. 

Performance, load capacity or manoeuvrability  
of modern unmanned aeroplanes is far lower than  
the performance and “load capacity” of bees and wasps  
or manoeuvrability of dragonflies. Therefore it could be 
stated, that until the physics of phenomenon accompanying 
flight in small Reynolds numbers is thoroughly determined, 
the flight capabilities of miniature aircrafts will be limited.  
In other words MAVs development apart from “theoretical” 
problems connected with modelling of their aerodynamics, 
flight control and dynamics, and generate a lot of serious 
technical problems. One of those is the integrations  
of systems mounted inside of the apparatus. Because  
of small size of the cargo space of a microaeroplane the 
distribution of the necessary devices, units and on-board 
sensors becomes an extremely serious problem. The 
conception used in “large” aeroplanes, consisting in filling 
the inside of the airframe with necessary instruments and 
then equipment – programme integration in this case  
is practically impossible. The scale of complexity of the 
problem of integration of MAV systems can be better 
understood while studying figure 1. 
 

 
Fig. 1. Integration of MAV systems [22] 
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Many systems and subsystems presented in fig. 1 
belong to the group of microelectronical and microelectro-
mechanical devices. It should be noted, that even individual 
modules can be of bigger volume than the available  
one. From the electronic point of view the core  
of the microaeroplane are: on-board computer  
and communication modules. These elements are crucial 
links of a chain connecting the sensors mounted on the 
microaeroplane and the ground station. They also play the 
role of controllers of modules of stabilization and control  
of the flight and of the MAW propulsion system.  
On the diagram presented in fig. 1 the significant meaning 
of subsystems of power supply, energy storage  
and propulsion. Their role is not only providing the power 
necessary for performing the flight. They are also an energy 
source for all systems on-board of a microaeroplane.  
The required functionality of such aircrafts connected with 
small dimensions and little lift is a serious technological 
challenge. All systems mounted on them have to  
be characterised by very large scale of integration. The 
systems should also be multi-functional. Many of them 
have to comprise integral elements of airframe structure.  
And so e.g. the wings of microaeroplane have to be at the 
same time a system of antennae and be the location  
of sensors. The power source can be integrated with the 
fuselage, etc. The degree of “synergism” required when 
developing a microaeroplane is incomparably higher than 
the one obtained when designing a “conventional” 
aeroplane. 

Probably the most difficult element of the  MAV  
to design is the system of flight control, which should by 
highly autonomous and should operate instantaneously. 
Relatively strong forces and moments caused by laminar 
flow (in entire flight range) act on the microaeroplane. 
Moreover it is very difficult to foresee the conditions  
in which the flight will take place. Because of little mass 
and dimensions (moments of inertia) the effects of unsteady 
flow caused by gushes of the air and manoeuvres will 
significantly influence the aerodynamic loads of the 
microaeroplane. This is obvious because of extremely low 
unitary load of lifting surface of this aircraft. 

The propulsion system of the microaeroplane has to be 
characterised by little dimensions and satisfy extremely 
high demand for power and energy, necessary for correct 
operation of systems installed on-board. Additional 
condition posed to the propulsion system is acoustic 
silencing of its operation. This is a necessary condition  
to ensure non-detectability of missions performed by the 
microaeroplane. Decrease of the necessary power can be 
obtained through decreasing the wing loading. This means 
increasing the wing surface and decreasing the mass of the 
microaeroplane. E.g. the famous human-powered aircraft  
(winner of Kramer award) Gossamer Albatross has gigantic 
wings (and at the same time little mass), therefore it can be 
propelled with seemingly insignificant power of human 
muscles. However, the dimensions of microaeroplanes  
are limited to 15 cm. Therefore, in this case, constructing 
“enormous” wings is impossible. The only way  
of increasing MAVs’ wing surface is by increasing their 
chord, which in turn causes a decrease of their aspect  
ratio – and consequently problems with three-dimensional 

flow. The use of microelectromechanical technologies, little 
demand for energy of highly integrated microelectronical 
systems, the use of multifunctional modules – these are the 
ways to radically decrease the energy demand. 

Another problem in need of a solution is the MAV 
navigation. It seems that an almost perfect solution is the 
use of GPS. Alternatively, in the case of indoor mission 
when GPS signal is to small, inertial navigation systems 
can be used, because of the fact that miniature 
accelerometer and gyroscope platforms are available 
nowadays. For a microaeroplane to be a fully operational 
reconnaissance device it needs to be able to perfectly 
handle avoiding obstacles and finding path in the area of its 
flight. Therefore a condition necessary for correct operation  
of a MAV is equipping it with systems of artificial 
intelligence. It can be stated, that a reconnaissance MAV 
should be autonomously acting, flying cybernetic device. 
It should be remembered, that direct controlling  
of a microaeroplane by an operator will not always ensure 
flight stabilization (e.g. after encountering a gush of wind) 
nor will it cause avoiding of a suddenly appearing obstacle. 
Therefore MAVs have to operate autonomously in a large 
portion of their flight. 

Another very serious problem is the maintenance  
of communication between the MAV and the operator. 
Because of the small dimensions of a MAV the antennae  
of this device are small, and maintenance of a wide-enough 
band of data transmission (2-4 Mbit/sec), necessary  
for transmission of image provided by a video microcamera 
is an extremely difficult task. Control functions require 
much narrower band of data transmission (of the order  
of 10 kbit/sec). Of course compression of images allows 
decreasing of the wideness of the data transmission band. 

MAVs should be equipped with systems of sensors 
necessary for performing reconnaissance and supervisory 
missions. The sensors can include microcameras (acting  
in the visible range and infrared), radio wave receivers  
of multiple frequencies, biochemical sensors, radiation 
counters, microphones, etc. These sensors should  
be integrated with the MAVs systems. Nowadays, 
miniature video cameras, weighing 1 gram and having the 
resolution of 1000x1000 pixels and energy consumption of 
the order of 25 miliwatts are available. Specialists claim, 
that significant decrease of mass and dimensions of such 
video cameras is possible, with simultaneous increase  
of resolution. 

2. BIOLOGICAL INSPIRATIONS OF MAV DESIGN 

2.1. BIONICS, what it is * 

Many MAV developers have opted for fixed wing  
or rotary wing aircraft designs but most analysts agree that 
the best solutions to building smaller MAVs closer  
to the centimeter-scale may be inspired from nature. 
Through the process of evolution, organisms have 
experimented with form and function for at least 3 billion 
                                                      
* This paragraph is summary of paper by prof Dickinson: (1999) [7]  
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years before the first human manipulations of stone, bone, 
and antler. Although we cannot know for sure the extent  
to which biological models inspired our early ancestors, 
more recent examples of biomimetic designs are well 
documented. For example, birds and bats played a central 
role in one of the more triumphant feats of human 
engineering, the construction of an airplane. In the 16th 
century, Leonardo da Vinci sketched designs for gliding 
and flapping machines based on his anatomical study of 
birds. More than 300 years later, Otto Lilienthal built and 
flew gliding machines that were also patterned after birds. 
Lilienthal died in one of his own creations, in part because 
he failed to solve a difficult problem for which animals 
would eventually provide another critical insight: how  
to steer and maneuver. The wing warping mechanism that 
enabled Orville and Wilbur Wright to steer their airplane 
past the cameras and into the history books is said to have 
been inspired by watching buzzards soar near their Ohio 
home. It is perhaps not surprising that early aeronautical 
engineers were inspired by Nature given that the 
performance gap was so large and obvious. Because birds 
can fly and we cannot, only the most foolhardy or arrogant 
individual would design a flying craft without some 
reference to natural analogs. Most engineering projects, 
however, take place successfully without any explicit 
reference to Nature, in large part because natural analogs  
do not exist for most mechanical devices. One would need 
to search far and wide for a natural analog of a toaster. 
Nevertheless, in recent years there seems to be growing 
interest on the part of engineers to borrow design concepts 
from Nature. The discipline has grown to the point that 
books, articles, conference sessions, and university 
programs labeled Bionics or Biomimetics are quite 
common. In the case of aerodynamics, biomimetic 
approaches appeal to roboticists, because the performance 
gap between mechanical devices and their natural analogs  
is so large. One reason for the growing interest in Bionics  
is that fabrication methods are much more sophisticated 
than they used to be. Because of innovations in Materials 
Science, Electrical Engineering, Chemistry, and Molecular 
Genetics, it is possible to plan and construct complicated 
structures at the molecular or near molecular level. 
Examples include buckyballs, nanotubes, and the myriad  
of microelectromechanical devices (MEMs) constructed 
with technology derived from the silicon chip industry. 
Integrated circuits themselves play a role in Bionics 
projects aimed at constructing smart materials or mimicking 
the movement, behavior, and cognition of animals. In short, 
biological structures are complicated, and we are only now 
beginning to possess a sophisticated enough tool kit  
to mimic the salient features of that complexity. 

Another reason for the increasing popularity of Bionics 
is simply that we know much more about how plants and 
animals work than we used to. The overwhelming success 
of Biology, practiced at the cellular and subcellular levels, 
has overshadowed many substantial advances in our 
knowledge of processes that operate at higher levels of 
biological complexity. Taking examples from studies on 
animal locomotion, biologists now understand how basilisk 
lizards walk on water, how penguins minimize drag, and 
how insects manage to remain airborne, phenomena that, 

until recently, were poorly understood. The solutions to 
such puzzles do not impact the world of Science as does, 
say, sequencing the human genome. They do, however, 
identify specific structure - function relationships, and, as 
such, can provide assistance to engineers faced with 
analogous problems. The fields of Biology that use 
principles of Structural Engineering and Fluid Mechanics to 
draw structure - function relationships are Functional 
Morphology or Biomechanics. These disciplines are of 
particular use to Bionics engineers, because the behavior 
and performance of natural structures can be characterized 
with methods and units that are directly applicable to 
mechanical analogs. The result of precise spatial and 
temporal regulation is a complex exoskeleton that is 
tagmatized into functional zones. Limbs consist of tough, 
rigid tubes made of molecular plywood, connected by 
complex joints made of hard junctures separated by rubbery 
membrane. The most elaborate example of an arthropod 
joint is the wing hinge, the morphological centerpiece of 
flight behavior (see fig. 2). Fig. 2 shows hinges system of 
flying insects. The horizontal hinge  occurs near the base 
of the wing next to the first axillary sclerite. This hinge 
allow the wing to flap up and down. The vertical hinge  is 
located at the base of the radial vein near the second 
axillary sclerite (2AX), and is responsible for the lagging 
motions of wing. The torsional hinge  appear to be more 
complicated interaction of sclerite and deformable folds. 
 

 
Fig. 2.  Insect Axillary Apparatus. Region at the base of the wing 

containing all the intricate mechanical components. First 
axillary sclerite (1AX), articulates with the anterior notal 
process and forms the horizontal hinge. Second axillary 
sclerite (2AX) articulates with an extension of the thoracic 
wall. The 2AX is responsible for the pleural wing process 
(PWP), and support the radial vein, (main mechanical axis 
for the wing). Third axillary sclerite (3AX) is responsible 
fopr wing flexing, and play role of the vertical hinge. 

 
 

The hinge consists of a complex interconnected tangle  
of five hard scleratized elements, imbedded within thinner, 
more elastic cuticle, and bordered by the thick side walls  
of the thorax. In most insects, the muscles that actually 
power the wings are not attached to the hinge. Instead, 
flight muscles cause small strains within the walls of the 
thorax, which the hinge then amplifies into large 
oscillations of the wing. Small control muscles attached 
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directly to the hinge enable the insect to alter wing motion 
during steering maneuvers. The indirect muscles do not 
directly effect wing. They are attach to the tergum, and 
distort the thoracic box when contracted. This  distortion 
transmits forces to the wing. There are two bundles of 
indirect muscles: dorsolongitudinal (DLM), and 
dorsoventral (DVM). The dorsolongitudinal muscles span 
the length of the tergum, the dorsoventral muscles extend 
from the tergum to the sternum. The direct muscles connect 
directly from the pleuron (thoracic wall) to individual 
sclerites located at the base of the wing. The subalar and 
basalar muscles have ligament attachments to the subalar 
and basalar sclerites. Resilin is a highly elastic material  
and forms the ligaments connecting flight muscles to wing 
apparatus, and it is 100 times greater energy storage 
capabilities than muscle. There are other muscles that  
are directly inserted into the first and third axillary sclerite 
(see fig. 3) 

Although the material properties of the elements within 
the hinge are indeed remarkable, it is the structural 
complexity as much as the material properties that endow 
the wing hinge with its astonishing characteristics. 
Sometimes it is not the actual morphology that endows  
a biological structure with its functional properties, but the 
intelligence with which it is used. Intelligence does not 
necessarily imply cognition; it may simply reflect the 
ability to use a structure in an efficient and flexible manner. 

 

 
Fig. 3 The direct flight mucles within the wing bearing segment: 
          (a) lateral view; (b) crosssectional view. 

 
 

Although most biological structures are not intelligent 
by human standards, they nevertheless outperform most 
bricks and I - beams. A good example is the insect wing 
(fig. 4). The wing is the structure with membranous cuticle 
stretched between veins in the wing. Unlike an aircraft 
wing, it is neither streamlined nor smooth.  Folds facilitate 
deformation during flight. Veins increase the mechanical 
rigidity of the wing (alternate in concave and convex 
patterns). Radial vein is the longitudinal rotational axis  
of the wing, about which occur pronation and supination. 

Engineers and biologists have long struggled to explain 
how a bumblebee (or any insect) remains in the air  
by flapping its wings. Conventional steady-state 
aerodynamic theory is based on rigid wings moving  
at a uniform speed. Such theory cannot account for the 
force required to keep an insect in the air. The solution to 
this paradox resides not in the intrinsic properties of wings,  

but rather in the way that insects use them. By flapping  
the wings back and forth, insects take advantage  
of the unsteady mechanisms that produce forces above and 
beyond those possible under steady-state conditions. 
Several research groups are actively attempting to construct 
miniature flying devices patterned after insects. Their 
challenge is not simply to replicate an insect wing,  
but to create a mechanism that flaps it just as effectively. 
Intelligent structures do not always function the same way; 
they adapt to local functional requirements. Even the 
simplest plants and animals sense their world, integrate 
information, and act accordingly. Feedback-control 
mechanisms are extremely important features that endow 
organisms with flexibility and robustness. Even plants, 
which lack a nervous system, can nevertheless grow leaves 
and branches toward light, roots toward water, or spatially 
regulate growth so as to minimize mechanical stress.  
The functions of biological structures cannot be fully 
understood or accurately mimicked without taking this 
complex dynamic feedback into account. Of all the 
properties of biological entities (with the possible exception 
of self-replication), it is their intelligence and flexibility that 
is perhaps the most difficult to duplicate in an artificial 
device. The next decade should be exciting for the field  
of Bionics. Just as biologists are discovering the structural 
and physiological mechanisms that underlie the functional 
properties of plants and animals, engineers are beginning  
to develop a fabrication tool kit that is sophisticated enough 
to capture their salient features. As the performance gap 
between biological structures and our mechanical analogs 
shortens, engineers may feel increasingly encouraged  
to seek and adopt design concepts from Nature. Although 
the devices they construct may at first appear alien, their 
origins in the organic world may endow them with an odd 
familiarity. 

 
Fig. 4.  The insect wing layout  

 
 

As it was discussed, biological flying insects use 
flapping wings to attain amazing capabilities for hovering 
and maneuvering. Most of the recent work on Biological 
Micro Aerial Vehicles (BMAVs) bas been on the scale  
of avian flight which is quite different from insect flight. 
Notable examples in this list include the Caltech RTCLA 
Omithopter (Pornsin-Sirirak et al [30]), the Delf University 
of Technology (R. Ruijsink) [www.delffly.nl], the Georgia 
Tech Entomopter (Michelson) [23, 24], the Arizona 
University (Shkakaryev) [18], the France ROBUR project 
[6, 19 . The UC Berkeley developed the Micromechanical 
Flying Insect (MFI) project. This BMAV distinguishes 
itself with a wingspan of only 25 mm, almost an order  
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of magnitude smaller than all the others (this translates into 
roughly three orders of magnitude difference in mass).  
The work on the MFI has been documented in a number  
of areas including design and fabrication, actuator 
development, thorax dynamics, sensing, and aerodynamic 
simulation [13, 32, 33, 34, 46, 47]. 

The success of insect-scale BMAVs depends  
on exploitation of unsteady aerodynamic mechanisms  
(in particular, delayed stall, rotational lift, and wake 
capture) which have only recently been elucidated  
by Dickinson et al [7, 8]. There has been some success  
with computational methods to estimate forces generated  
by flapping wings [9, 10, 29, 32, 36] but both the models 
and algorithms need to be improved in order to get better 
agreement with experimental values. The only reliable 
means to determine the forces generated by the flapping 
wing is to measure them directly. 

Current works on MAV with flapping wings required 
introduction of a new notion, animalopter. Animalopter 
means a flying object constructed by man, which flies  
is a way similar to natural animalopters (i.e. like natural 
creatures: birds, insects and bats), i.e. by moving wings.  
For this reason we shall avoid the name microaeroplane, 
which as a rule means a device with immobile  
wings. Therefore we are dealing with an entomopter, 
 if it is an artificial insect, or an ornitopter, if we are dealing 
with an artificial bird. 

 Wings of an animalopter are a multifunctional device, 
which create not only the aerodynamic lift, but also thrust, 
and, last but not least, can control the flight. Because  
of the complex equipment mounted on the animalopter,  
it can be stated, that the animalopter is a flying 
 micro-electro-mechanical robot. 

Animalopter is of dimensions similar to the dimensions 
of a small bird (or a bat) and a large insect. The thing that 
distinguishes animalopter from an ordinary radio-controlled 
small aeroplane are air operations, usually beyond the 
operator’s sight range and on small Reynolds numbers  
(of the order of ten to a hundred thousand). The data of 
how the motion of wings and the body change during flight  
is interesting not only per se, but also in order to understand 
the mechanisms, which take place during flight and their 
mathematical modelling. 

If one wanted to search for analogies with artificial 
objects, then because of the complex motion in relation  
to the body, animalopter is more similar to a helicopter that 
to an aeroplane. Therefore many concepts stemming from 
helicopter flight mechanics found use in flight 
biomechanics, of course after taking into account 
animalopters’ specificity. 

Bird’s wing anatomy is quite well known and described. 
Feathers create a lifting surface with a highly complex 
structure and shape, which causes the entire wing to 
become a lifting surface of elastic and permeable profile, 
with numerous vortex diffusers, such as down and elastic 
feather radiuses. Moreover appropriate motions of the 
wings enable a change of their span, lift and sweep during 
flight, and motions of muscles and tendons inside the wings 
enable among others a change of camber of a wing profile. 
Analogously to insects, birds are also able to actively 
control the flight. Thanks to appropriate wing motions and 

arrangement of feathers they control the flow around the 
wings. The aim of this action, as in the case of insects,  
is minimalising of power needed for flight, reaching 
maximal velocity or maneouvrability, or fulfilling  
the requirements of flight in special conditions. 

2.2.  Flapping wings degrees of freedom 

Insect wing motion appear to be not simply up  
and down. It is much more complex (see fig. 5). Fig. 5 
shows insect’s wing tip trajectory. Such complex motion 
can be considered as being composed of three different 
rotations: flapping, lagging, feathering, and spanning. 
Flapping is a rotary motion of the wing around  
the longitudinal axis of the animalopter (this axis overlaps 
with the direction of flight velocity). Thus “up and down” 
motion is realised. Lagging is a rotary wing motion around 
the “vertical” axis, i.e. it describes “forward and backward” 
motion. Feathering is a rotary motion around longitudinal 
wing axis. During that motion changes of attack angle of 
the wing occur. 

 
Fig. 5.  Wingtip trajectories 
 

Detailed analyses of kinematics are central  
to an integrated understanding of animal flight [1, 2, 8, 9, 
10, 17, 20, 21, 25, 26, 27, 28, 32, 35, 37, 38, 39, 40]. 
Concluding, four degrees of freedom in each wing are used 
to achieve flight in the Nature: flapping, lagging, 
feathering, and spanning. This requires a universal joint 
similar the shoulder in a human. A good model of such 
joint is the articulated rotor hub (Fig. 6). Flapping is a 
rotation of a wing about longitudinal axis of the body (this 
axis lies in the direction of flight velocity), i.e.  "up and 
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down" motion. Lagging is a rotation about a "vertical" axis, 
this is the "forward and backward" wing motion. 
Feathering is an angular movement about the wing 
longitudinal axis (which may pass through the wing center 
of gravity). During the feathering motion the wing changes 
its angle of attack. 

Similar to insets, the motion of a bird wing may  
be decomposed into: flapping, lagging, feathering (the rigid 
body motions) and also into more complex deflections  
of the surface from the base shape (vibration modes). 
 

 
Fig. 6.  Bird wing hinges anatomy, and wing folding 

 

Insects with wing beat frequencies about 20 Hz 
generally have very restricted lagging capabilities. Insects 
such as alderfly (Apatele alni) and mayfly (Ephemera) have 
fixed stroke planes with respect to their bodies. Thus, 
flapping flight is possible with only two degrees of 
freedom: flapping and feathering. In the simplest physical 
models heaving and pitching represent these degrees of 
freedom. Spanning is an expanding and contracting of the 
wingspan. Not all flying animals implement all of these 
motions. Unlike birds, most insects do not use the spanning 
technique. 
 

 
Fig. 7. Articulated joints of a helicopter main rotor 

 
Spanning is a motion, which causes changes of wing 

aspect ratio. Not all animalopters use these motions. Unlike 
the birds, most insects do not use this technique.  
A significant question arises: which of these motions 
should be taken into account to obtain adequate 
description? 

During level flight a bird has to flap its wings  
to generate aerodynamic lift and thrust to overcome 

terrestrial gravity force and drag. Instantaneous forces  
on the wings change during the cycle because  
of the changes of wing shape, deformability of joints, 
attack angle, turning of the wings, rotary velocity of the 
wings, elastic properties, flight velocity etc. A key issue 
here is the understanding of how complex motions of so 
complicated object generate aerodynamic forces. No 
wonder, that aerodynamics of flapping wings is thought to 
be the most difficult field of aeroplane and helicopter 
aerodynamics. The issue is further complicated by the fact, 
that this is an aerodynamics of small Reynolds numbers. It 
also needs to be emphasized, that conventional flight 
mechanics can only be a guide and not an authority while 
analysing animalopter’s flight dynamics. It is enough to 
realise, that the moments of inertia of movable parts 
change, and, moreover, the changes are different on each 
wing. Geometric parameters also undergo changes, e.g. 
wing aspect ratio. Stabilization of motion is a serious 
problem. A way to understand animalopters’ motion is a 
thorough kinematic, which is connected with the choice of 
levels of freedom. An extremely serious problem is 
controlling such an object. This is caused by the fact, that 
wings do not have typical control surfaces, like ailerons  
(not to be confused with a kind of feathers!). Influencing  
the motion is possible only by changes of amplitudes  
and frequencies of flapping and turning the wings. It has 
been observed, though, that anima lots are capable  
of performing incredible acrobatic manoeuvres, which 
would not be possible without appropriate “control 
devices”. Knowledge on this topic is in the process of being 
gathered. 

Insects fly by oscillating (plunging) and rotating 
(pitching) their wings through large angles, while sweeping 
them forwards and backwards. The wingbeat cycle (typical 
frequency range: 5–200 Hz) can be divided into two 
phases: downstroke and upstroke (see Fig. 8a). 
 

 
 

Fig. 8. Generic kinematics of insect in hover: the wing tip traces  
a ‘figure-of eight’, when seen from the insect side.  
The angle between the insect body axis (green)  
and the stroke plane (red) is constant. Typically,  
(a) the angle is steep; (b) one extreme: the angle is π/2; (c) 
the other extreme: the angle is zero(see Żbikowski  
and Galiński [48]). 

 
At the beginning of downstroke, the wing (as seen from 

the front of the insect) is in the uppermost and rearmost 
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position with the leading edge pointing forward. The wing 
is then pushed downwards (plunged) and forwards (swept) 
continuously and rotated (pitched) at the end of the 
downstroke, when the wing is twisted rapidly, so that  
the leading edge points backwards, and the upstroke 
begins. During the upstroke, the wing is pushed upwards  
and backwards and at the highest point the wing is twisted 
again, so that the leading edge points forward and the next 
downstroke begins. 

Insect wing flapping occurs in a stroke plane that 
generally remains at the same orientation to the body.  
The actual angle corresponding to the orientation  
is an interesting design parameter, (see Fig. 8b, and 8c). 

In hover the downstroke and upstroke are equal, 
resulting in the wing tip approximately tracing a figure-of-
eight (as seen from the insect's side). However, the figure-
of-eight is not necessarily generic, as other, less regular, 
closed curves with more than one or no self-intersections 
are also observed [48]. For two-winged flies (Diptera)  
a ‘banana’ shape seems to be common. However, even  
for Diptera the kinematics in hover can be more 
complicated, so we settled on the figure-of-eight  
as ‘commonly occurring’ for reference purposes. 

Since each half-cycle starts from rest and comes  
to a stop, the velocity distribution of the flapping  
is non-uniform, making the resulting airflow complex.  
It is also unsteady, i.e. the aerodynamic force varies  
in amplitude and direction during each wingbeat cycle.  
The variability of the force is compounded by the strong 
influence of the viscosity of air (owing to the small scale) 
and significant interaction of the wing with its wake (owing 
to hover). Finally, it is worth mentioning that the thorax–
wing system in true flies (Diptera) is resonant, which 
contributes to the efficiency of propulsion. This feature  
was not implemented in the presented mechanism,  
but it is considered for a future design in the form  
of electro-mechanical resonance [zb]. 

  
2.3. Insect wing kinematics and propulsion 

Insect wing kinematics are essentially spherical, while 
the trace of the wing tip is usually photographed from  
the insect's side. The result is an orthogonal projection  
of the spherical trace on to the plane of the animal's 
longitudinal symmetry. The resulting planar figure  
for a hovering insect's wing is always closed. As far as can 
be discerned from the available (noisy) data, e.g. for flies, 
the actual shape may be a figure-of-eight or a banana 
shape, but can be irregular and sometimes the trace has no 
self-intersections. Owing to the inherent experimental 
difficulties, the kinematic and aerodynamic data from free-
flying insects are sparse and uncertain, and it is not clear 
what aerodynamic consequences different wing motions 
have, despite notable progress (e.g. Dickinson et all. 1998; 
Lehmann & Dickinson 1998; Lehmann 2004). Since 
acquiring the necessary kinematic and dynamic data 
remains a challenge, a synthetic, controlled study of insect-
like flapping is not only of engineering value, but also of 
biological relevance. 
There are two phases in each half-cycle of the wing beat: 
translational (wing moving forwards or backwards) and 

rotational (at the end of each stroke). In order to clearly 
investigate the distinct aerodynamic contributions of each 
phase, the angle of attack should be constant during 
translation and rotate through at least 90° during the flip-
over. Thus, theoretically attractive kinematics should entail 
an intermittent rotational motion with reversal. A more 
subtle aspect is the plunging (up–down) component of 
flapping. Every time a hovering wing starts (or stops) it 
sheds a starting (stopping) vortex (Wagner 1925; 
Żbikowski 2002b) which is then convected according to the 
airflow evolution. Despite the convection, such a vortex 
may persist in the vicinity of its original shedding point 
when the wing revisits that point in the next half-cycle. 
Then the wing and the vortex will collide and the flow 
structure is impaired. However, if the wing plunges up and 
down while moving forwards and backwards, it may be 
able to avoid hitting the vortex when revisiting the 
shedding point. In other words, figure-of-eight kinematics 
with the width of the ‘eight’ corresponding to the extent of 
plunging can plausibly be advantageous for aerodynamic 
reasons. Hence the focus of this work has been idealized 
wing tip kinematics of that type, so that the results are 
practical to implement, but scientifically relevant both for 
engineers and biologists. 

Zbikowski and Galinski proposed to implement wing 
tip kinematics as a spherical, symmetric, self-intersecting 
curve, which would admit a convenient mathematical 
description and a simple engineering realization. They 
considers two options: a) Bernoulli's lemniscate and b) 
spherical Lissajous curves [48] – see fig. 9. 
 
 

. 
Fig.  9.  Spherical double Scotch yoke: (a) kinematic diagram;  

(b) concept of the associated flapping mechanism  
(cf. Zbikowski and Galinski [48]) 

 
A spherical figure-of-eight together with decoupled 

pitching is easily obtainable if each of them have a common 
apex and if both Scotch yokes are orthogonal.  
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This combination allows the creation of Lissajous' curves  
if yokes are driven by sinusoidal inputs, one twice as fast  
as the other. As a result, a smooth figure-of-eight motion 
can be obtained, without any excessive accelerations, thus 
decreasing dynamic loads. The first step was to propose  
a planar mechanism capable of converting rotary input into 
reciprocal motion of the figure-of-eight type. This was 
done by combining orthogonally two Scotch yokes, so that 
Lissajous curves were generated. The drawbacks of the 
planar double Scotch yoke, can be avoided if the yokes  
are made spherical and their translation is exchanged  
with their rotation. In this configuration, both ends  
of each yoke are rotated about the same axis, see figure 9a. 
The figure-of-eight generated is then spherical by default, 
significantly simplifying wing articulation, see figure  
9b [48]. 
 

 
 
Fig. 10.  Practical realization of spherical double Scotch yoke  
              (Zbikowski and Galinski [48]) 
 
 
 

 
 
Fig. 11.  Details of the driving components [48] 

 
A practical realization of spherical double Scotch yoke 

realized by Dr Zbikowski and Dr Galinski (Cranfield 
University asn Warsaw University of Technology) is shown 
in Fig. 9, and 10. Axle E1 (fig. 9) is attached to frame 
component A5a by two plates A5b, (fig. 10) so that a mode 
of slide bearing is created. The axle is equipped with two 
universal joints for wing articulation and a lever for pitch 
control. Wings can be attached to the tubes at both axle 
ends. Yokes C1 and B1 are also attached to frame 
component A9, so that their axes cross in the centre of the 

universal joint. The mechanism contains two universal 
joints and two sets of yokes, to which two wings are to be 
attached. Universal joints cannot have a common centre, 
since the lever and attachment bearings have to be located 
between them. 

The kinematics of an insect-like flapping wing  
for MAVs requires three-dimensional motion which  
is essentially spherical in character. Spherical double 
Scotch yoke is a relatively simple mechanism, complying 
with this requirement and realizing the required figure-of-
eight as a spherical Lissajous' curve. 

The spherical double Scotch yoke mechanism  
on the MAV scale was designed, manufactured, assembled 
and tested. It was found to be quite reliable and met  
its specifications, performing satisfactorily in tests  
and generating useful data for further aeromechanical 
studies. The few problems discovered in the course of the 
testing are minor and can be resolved by viable 
modifications. 

 

 
 
Fig. 12.  The exploded view of the complete mechanics 

 
The exploded view of the complete mechanism are 

presented in figure 12, and a photograph of the assembled 
mechanism is given in figure 13. 
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Fig 14 shows another example of mechanical design  
of flapping wings propulsion. . This mechanism contain 
two rod-crank parallel mechanisms. It is characterized  
by minimum energetic consumption for a sinusoidal 
movement. Other kinematics are possible. Propulsion 
system 4 brushless motors (30 W, 100g), 0-5 Hz. 
Symmetrical movements - dihedral ± 50 deg, twist ± 30 deg 
Dipteran insects drive their wing using indirect flight 
muscles attached to the exoskeleton dorsally  
and a deformable section of the exoskeleton call the scutum 
ventrally. Muscle activation works to depress the scutum 
while the pleural wing process is attached to the interface  
of the scutum and exoskeleton. This structure, shown in 
Fig. 1, is actuated by two sets of muscles: the dorsoventral  
and dorsolongitudinal muscles. The dorsoventral muscles 
act to depress the scutum and thus generate the ‘up-stroke’. 
The dorsolongitudinal muscle acts to shorten the thorax  
and return the scutum to its relaxed state and thus generates 
the ‘down-stroke’. 
 
 
 

  
 

Fig. 13.  General view of the Dr. Zbikowski complete mechanism 
 
 

 

Fig. 14.  ROBUR wing propulsion gearbox 

 

 
Fig. 15. Simplified diagram of Dipteran wing transmission 

 
 

Kinematically, the structure in Fig. 15 is essentially  
a four-bar with a prismatic joint at the input. What  
is presented here is nearly identical: linear actuator motion 
is coupled to the wing hinge via a simple transmission 
which acts to convert this motion to a large flapping 
rotation at the wing hinge. Thus all the actuator power  
is used to drive the wings through as large a wing stroke as 
possible. Additionally, the wings are allowed to rotate 
along an axis parallel to the span-wise direction. This 
rotation is passive, but is key to generating lift.  

A transmission mechanism is used to transform small 
actuator motions to large angular wing displacements  
and to impedance-match the actuator to the load (work 
done on the surrounding air). There are numerous reasons a 
large wing stroke is desired: for a given operating 
frequency a larger stroke amplitude will result in larger 
instantaneous wing velocities. Also, a larger stroke allows 
vortices to fully form and stabilize before the stroke 
reversal. At a ‘macro’ scale, this would be accomplished 
with a gear system. At the scale of an insect, it is not 
feasible to produce gears with the necessary efficiency, thus 
an alternative solution is presented here that is based on 
low-loss flexure joints. 

Significant advances in mesoscale prototyping  
are enabling rigid, articulated, and actuated microrobotic 
structures. The robot fly designed by prof. Wood’s team 
can be a good example of an elegant manufacturing 
paradigm, employed for the creation of a biologically 
inspired flapping-wing micro air vehicle with similar 
dimensions to Dipteran insects. Prof Wood designed  
a novel wing transmission system which contains one 
actuated and two passive degrees of freedom. The design 
and fabrication are detailed and the performance of the 
resulting structure is elucidated highlighting two key 
metrics: the wing trajectory and the thrust generated. 
Construction of the transmission is an exceedingly crucial 
step. The kinematics and dynamics of the transmission 
depend strongly upon the concise geometry of each link 
and flexure. The assumption that it is possible to use a 
pseudo-rigid-body technique assumes that all joints are 
properly aligned. To put this in perspective, the smallest 
link in the transmission system is 300μm in length and the 
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flexure lengths are 80μm. Alignment is controlled by the 
precision stages of the laser-micromachining system. Fig. 
16 shows the resulting transmission system which converts 
a small linear motion to large angular wing strokes. 

 
Fig. 16.  Designed by prof. Wood MAV transmission system,  

top view (a) and isometric view (b). The slider-crank  
for coupling actuator motion to the prismatic input  
of the transmission is shown in (c) (cf. 44) 

 
The actuators are constructed using the SCM process.  

In this case, some of the laminae are piezoelectric, thus 
resulting in bending moments upon the application of an 
electric field. Fig. 16 shows a completed microactuator. 

 

 
Fig. 17. High energy density piezoelectric bending  
             cantilever [43, 44] 

 

The actuator, wings, and transmission are assembled 
together onto an acrylic fixture that is created with a three 
dimensional printer. Care is given to the strength of the 
mounts so that a solid mechanical ground is established. 
Detail of the completed structure is shown in Fig. 18. 

 

 
Fig. 18.  Completed MAV test fixture mounted to a high  
               sensitivity force transducer (cf. [42 – 44]. 

2.4. Development of the wing trajectory 

The actuated DOF is driven through as large a motion  
as possible. This is done open-loop with a sinusoidal drive 
at the resonant frequency. The measured resonant 
frequency is 110Hz, resulting in an actuator power density  
of approximately 165W/kg (comparable to good  
macro-scale DC motors). This is lower than the predicted 
resonant frequency of 170Hz, most likely due to 
unmodeled offsets in how the wing is mounted to the 
transmission. Fig. 18 details the wing motion that this 
structure can achieve. Note that this motion is qualitatively 
identical to hovering Dipteran insects. C. Wing force 
Because of the small force magnitude and high operating 
frequency, measuring the thrust produced by the wings in 
real time (with sub-period temporal resolution) is not 
trivial. A custom sensor was created specifically to measure 
this force. The design attempts to reconcile two opposing 
traits: high bandwidth and high sensitivity. To quantify this, 
the bandwidth of the sensor is desired to be at least 5× the 
wing drive frequency with a resolution of less than  
1% of the weight of the structure. For the details of the 
design, the reader is directed to [17]. The sensor itself  
is a parallel cantilever constructed from spring steel with 
semiconductor strain gages. The completed sensor has  
a resonant frequency of 400Hz (with the structure attached; 
slightly lower than desired), and a resolution  
of approximately 10μN. The structure is fitted to the distal 
end of the sensor and the device is actuated, starting from 
rest. The average lift is measured by averaging 50 wing 
beats after 50 wing beats are elapsed to allow stable 
periodic vortex formation. The average lift was collected 
from 10 trials giving an average of 1.14±0.23mN.  
This would be sufficient to lift a fly weighing over 100mg. 
A typical time trace of the lift is shown in Fig. 9 for a drive 
magnitude of 100V peak. 

The Harvard Microrobotics lab has recently 
demonstrated the first step towards recreating these 
evolutionary wonders with the world’s first demonstration 
of an at-scale robotic insect capable of generating sufficient 
thrust to takeoff (with external power). The mechanics and 
aerodynamics of this device are quite similar to Dipteran 
insects. Biologists have recently quantified the complex 
nonlinear temporal phenomena that give insects their 
outstanding capabilities. Periodic wing motions consisting 
of a large stroke and pronation and supination about an axis 
parallel to the span-wise direction are characteristic of most 
hovering Dipteran insects. Previous microrobot designs 
have attempted to concisely control each wing trajectory in 
these two dimensions. The robot that is shown here has 
three degrees-offreedom, only one of which is actuated. 
Here, a central power actuator drives the wing with as large 
a stroke as possible and passive dynamics allow the wing  
to rotate using flexural elements with joint stops to avoid 
over-rotation. There are four primary components  
to the mechanical system: the actuator (or ‘flight muscle’), 
transmission (or ‘thorax’), airframe (or ‘exoskeleton’)  
and the wings. Each is constructed using a mesoscale 
manufacturing paradigm called Smart Composite 
Microstructures. This entails the use of laminated laser-
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micromachined materials stacked to achieve a desired 
compliance profile. This prototyping method is 
inexpensive, conceptually simple, and fast: for example, all 
components of the fly can be created in less than one week. 
Additionally, the resulting structures perform favorably 
when compared to alternative devices: flexure joints have 
almost no loss, ultra-high modulus links have higher 
stiffness-to-weight than any other material, and the 
piezoelectric actuators have similar power density to the 
best DC motors at any scale. After integration, the fly  
is fixed to guide wires that restrict the motion so that the fly 
can only move vertically. The wings are then driven open 
loop to achieve a large angular displacement. This is done 
at resonance to further amplify the wing motion. The wings 
exhibit a trajectory nearly identical to biological 
counterparts. Finally, this 60mg, 3cm wingspan system  
is allowed to freely move in the vertical direction 
demonstrating thrust that accelerates the fly upwards. 
Bench-top thrust measurements show that this robotic fly 
has a thrust-toweight ratio of approximately two. These 
results unequivocally confirm the feasibility of insect-sized 
MAVs. The remaining challenges involve the development 
of microelectronics appropriate for power conversion, 
sensing, communication, and control along with the choice 
of an appropriate power source. 

3. STRUCTURAL SYSTEMS OF FLAPPING WINGS 
MAV 

Unlike flying machines, insects can quietly fly  
in all directions. They show a very useful feature: even  
if they hit an obstacle (e.g. a wall) they can bounce off it 
and continue flying and in the worst case to crawl away 
into safety. Therefore constructors of microaeroplanes 
watch the structure of insects closely. An authoritative 
comparative quantity is also the number of kilograms lifted 
by a unit of engine power. This quantity is called power 
load. For aeroplanes it is 900 W/kg, for birds over 80 
W/kg, while for insects maximum 70 W/kg. It can be 
noted, therefore, that the use of power in Nature is more 
than 10 times better than in man-made flying machines 
(compare [4.5, 4.108, 4.110]). Because of small dimensions 
of MAV cargo space the distribution of necessary devices, 
units and on-board sensors become a very serious problem.  
The conception used in “large” unmanned aircrafts 
consisting in “filling” the inside of the airframe with 
necessary instruments and next their equipment  
– programme integration into one system in this case  
is practically impossible to use. 

Initial aerodynamic data have been gathered and more 
tests, both for force measurement and flow visualization,  
are planned. The new data will allow a quantifiable study  
of the aeromechanics of insect-like flapping at the MAV 
scale. It will also generate information of value for  
the analysis of insect flight, where similar experiments  
are difficult to perform. Finally, the progress  
in understanding of the aeromechanics of insect-like 
flapping wings will be used to gain additional insights into 
the flight of real insects. Thus, an engineering study 
inspired by nature will contribute to a better understanding 

of nature which, in turn, can be used to further progress the 
engineering design. This fruitful cycle seems to be a good 
and practical example of the real value of the interface 
between engineering and biology. 

 

 
 

Fig. 19.  Comparison of aircraft and dragonfly wing cross-section 
(airfoil) a) aircraft airfoil, b) dragonfly wing cross-
section, c) dragonfly wing shape 

 
Adult insects consist of three main parts: a head,  

a thorax, and an abdomen. The propelling system of the 
insect is the thorax. It consists of three segments connected 
by flexible joints. Three pairs of legs and one or two pairs 
of wings are connected to the segments. The abdomen also 
consists of segments. It contains the following systems: 
digestive, urinary, circulatory (including the heart), a large 
part of the respiratory system and the reproductive system. 
Most of the blood is situated in special chambers, creating  
a bath for the internal organs, and blood does not dirstibute 
oxygen, but only purifies the organism and carries fuel, 
hormones and nutritient media for the tissues. Air gets 
inside the insect through special openings and is distributed 
throughout the body by a system of tracheas. The flow  
of the air is enforced by contracting and expanding special 
bellows located in the abdomen, and the flow of the air  
is faster when the insect is flying. 
 

 
Fig. 20. Folds created on cross-section of a wing generate 
                 vortices causing, transformation of wing plate into 
                 effective airfoil  
 

The wings of insects are of different shapes, but their 
structure is similar with all species. It can be stated,  
that wings of insects have semi-shell structure. The 
covering are two layers of chitin, thickness of the order of a 
few micrometers. This covering is enforced by spars 
(fibres) radiating from the shank in the hole of the body. In 
the state of rest the wings of an insect are flat. However 
during a flight they bend one way or the other and deform 
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(fig. 4). Insects can have two pairs of wings or one pair of 
wings (diptera). Some insects equipped with two pairs of 
wings can set them in motion independently (e.g. 
dragonflies – lastes sponsa – can dislocate pairs of wings 
during flight by 900). However, with most species the pairs 
of wings work together. With some insects, such as the fly  
or mosquito, the second pair of wings transformed into 
little sticks – so called halteres, which act as a balancing 
system. The wings work in conditions of unsteady of flow 
(which has a significant influence on their aerodynamic 
effectiveness). 

4. MEMS BASED INSECT CYBORG FLIGHT 
       CONTROL 

Insects are characterised by incredible resistance  
to unfavourable environmental conditions. Probably thanks 
to that around 750 000 species of insects survived to our 
times (whereas e.g. the number of species of mammals 
reaches only around 4 000). Compared with other animals 
the insects are characterised by a great diversity of shapes 
and ways of life, however their basic structure is the same. 
A lifting element of this structure is a hard and at the same 
time very light external chitin armour (cuticle). It serves not 
only as an exoskeleton being at the same time attachment 
place for the muscles, but also as waterproof covering 
protecting the intestines of the insect from dehydration. 

The central computer of insects is their brain, consisting 
of 400 000 neurons, 98% of which is engaged  
in transforming information brought by the inset’s sensors 
(e.g. eyes,  ocelli, halteres, antennae). The flight control 
system is governed by less than 3 000 neurons. The motion 
of the wings is generated by around 20 different muscles. 
The wings are attached to the fuselage with the use of three 
joints. This enables performing complicated motions  
in relation to the fuselage (such mechanism of mounting  
the wings enables banking in relation to the fuselage  
of the resultant aerodynamic force and generating 
controlling forces and moments in a way similar  
to rotorcrafts – compare [1, 2, 25-30].  Progress ib biology, 
nad computer sciences allow to find alternative solution  
of flapping wings MAV design. 

The paper [3] reports the first direct control of insect 
flight by manipulating the wing motion via microprobes  
and electronics introduced through the Early 
Metamorphosis Insertion Technology (EMIT). EMIT  
is a novel hybrid biology pathway for autonomous 
centimeter-scale robots that forms intimate electronic-tissue 
interfaces by placing electronics in the pupal stage of insect 
metamorphosis. This new technology may enable insect 
cyborgs by realizing a reliable control interface between 
inserted microsystems and insect physiology. This paper 
presented design rules on the flexibility of the inserted 
microsystem and the investigation towards 
tissuemicroprobe biological and electrical compatibility. 

In the case of flight muscle actuation, the main flight 
powering muscles are located in the dorsal-thorax of the 
Manduca sexta (Figure 21) where electronic implants can 
be located. The dorsovental and dorsolongitudinal muscle 

groups move the wings by changing the conformation of 
the thorax, which supplies the mechanical power for up- 
and downstrokes. The alternating relaxation and 
contraction of these muscles create the alternating up- and 
down-strokes hence the flight. Therefore, the designed 
probe should target actuating these muscle groups. 

 

 
 

Fig.21.  Cross-section (A) and illustrated diagram (B) of the flight 
muscles  powering the  up- and  down-stroke  of Manduca 
sexta wings (cf. [5]) 

 
 

 
 

Fig. 22. The microsystem including microprocessor (A), flexible 
probe (B), silicon probe (C) and battery unit for power 
(D), the close-up view of the tip in (E) with the hole  
for muscle growth, the flexibility of the probe (F) and the 
assembled system (G) (cf. [5]). 

 
The aimed experimental protocols consist of tethered 

setups where insect flight muscle is actuated through  
the flexible wires, as well as non-tethered setups where 
there are no attached wires and free-flight of insect can be 
realized. We designed and manufactured a flexible probe 
that can work with both setups (Figure 22B).  
The microsystem for autonomous control of the probe 
electronics can be seen in the same figure and consists  
of three parts: power, probe and control layers. The power 
layer (Figure 22D) is comprised of two coin batteries  
and a slide-switch positioned on a printed circuit board 
(PCB). Each battery has an energy capacity of 8mAh  
and weighs 120mg. Conductive adhesive was used to attach  
the batteries to the platform. The control layer (Figure 22A) 
is- an 8×8mm2 PCB holding the microcontroller (Atmel 
Tiny13V) and an LED. The microcontroller was 
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electrically connected to the PCB via flip-chip bonding. 
Wire-bonding was used to connect the PCB to the probe 
layer. The microfabricated silicon probe is sandwiched 
between these two layers (Figure 22G). The overall system 
has dimensions of 8×7mm2 and total mass of 500 
milligrams.  The flexible probe can also be used in tethered 
setups by utilizing a FFC/FPC connector (Figure 23). All-
silicon rigid probes, which provide higher stiffness for 
narrower cross-section enabling higher density probing, 
were also fabricated and tested (Figure 22C). 
 
 

 
 

Fig. 23. The evoked up- and downstroke of a “single” wing 
obtained by applying 5V pulses to the indirect flight 
muscles (snapshots from the recorded movie). Under 
natural conditions, moths flap both wings together  
(cf. [5]) 

 

 
 

Fig. 24. The crossection of thorax near the probe with explanatory 
schematic (ii) of thoracic flight muscles. Cuticle sealing  
(i) and muscle growth (iii) around the probe indicates 
integration by the body.(dl: dorsolongitudinal flight 
muscle, dv: dorsoventral flight muscle, see Figure 21)  
cf [5] 

 
It is possible [5] to demonstrate a reliable hybrid tissue-

electronics interface in insects that provides flexibility 
against tissue movement. Inserting the probes at an early 
pupal stage ensures that the tissue grows around the probes 
for a highly natural implant. We also showed down- and 

up-stroke actuation of each wing separately, through which 
we were able to affect the flight direction of Manduca 
sexta. The work [5] paves the way for future engineering 
approaches to utilize the bioelectronic interfaces especially 
for realizing insect cyborgs. 

5. CONCLUSIONS 

It should be emphasized, that despite the extraordinary 
requirements posed for the systems of microaeroplanes, 
everything points to the fact that modern developments  
of microelectronics and microelectromechanics already 
allow constructing a fully-functional miniature aircraft. 
Also the contemporary knowledge in the field  
of aerodynamics of little Reynolds numbers (got, among 
others, thanks to researchers dealing with the problems of 
flight of birds and insects) allows designing its shape and 
assessing its dynamic properties. Therefore, it should be 
expected, that the first generation of microaeroplanes 

Therefore, it should be expected, that the first 
generation of microaeroplanes will be supplied to military 
units shortly. 
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