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RESEARCH AND THESES

Urszula GOLASZEWSKA-KACZAN!

TRUST AS A COMPONENT OF SOCIAL CAPITAL
OF ENTERPRISES

Summary

The social capital of an enterprise, understood as a network of relations among particular entities
within a company, as well as those between the firm and its environment, can be best created by en-
hancing trust levels. Trust is indispensable for the development of every enterprise. Therefore, busi-
ness entities have to undertake such steps that will reinforce it. The purpose of this paper is to discuss
the nature of social capital on an enterprise level and to analyse the issue of trust as one of the pillars
on which social capital is founded.

Key words: social capital, trust, human capital

1. Introduction

In order to be able to exist and develop, enterprises must possess capital, i.e. re-
sources that help multiply economic value [http://mfiles.pl/]. Capital can take vati-
ous forms. Most generally speaking, we can distinguish (i) physical and financial
capital and (ii) human capital [Ekonomia ogélna. .., 2007, p. 68]. While the former has
long been the focus of interest of economists, theories of human capital are relatively
new. This might be so because human capital has an intangible nature. Depending
on the level of analysis, it is defined as the characteristics, abilities and skills of an
entity, organisation or society.

This paper focuses on the perspective of an enterprise, so it must be assumed
that the term human capital refers to certain personal characteristics of a company’s
employees which can be used by the company to increase its value. Although vari-
ous authors propose different sets of human capital attributes, most of them men-
tion the following: knowledge, experience, skills, abilities, attitudes, qualifications,
intellectual attributes, motivation for action, health, values, and capabilities [See:
Jamka, 2011, p.152]. However, there is yet another factor that makes it possible to
utilise the above qualities for the benefit of a company, and namely: contacts with
other people, bonds created among colleagues, between the employees and the ex-
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ternal environment, as well as between the firm itself and the particular elements of
its environment. It is thanks to various networks of relations that enterprises can
function and thrive. This leads us to the conclusion that taking full advantage of
human capital is associated with an appropriate level of social capital.

The present paper aims to discuss the nature of social capital on an enterprise
level and to analyse the notion of trust as a foundation of social capital in terms of
the possibilities of its creation and its significance for enterprises.

2. Social capital of an enterprise

The concept of social trust has been researched since the 1970s. Nevertheless,
no uniform view of the phenomenon has been developed as yet, which results in
a wide diversity of approaches and definitions. R. Putnam understands social capital
as features of social organization, such as trust, norms, and networks, that can im-
prove the efficiency of society by facilitating coordinated actions [Styputkowski, 2008,
p- 296.]. F. Fukuyama, on the other hand, interprets it as a capability that stems
from the existence of trust within a society or its part [Fukuyama, 1997, p. 39]. For
J. Coleman, social capital is a set of characteristics of social life: networks, norms and
trust which enable co-operation among people and help coordinate their actions for
the common good [Skawinska, 2012, p. 15].

FIGURE 1
Parts of social capital according to J. Coleman
-
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Source: own work.

There are at least two conclusions that can be drawn from the above definitions.
First, social capital #s inextricably linked to trust. As W. Dyduch observes, some re-
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searchers even equate social capital with trust, others see trust as a source of social
capital, while still others believe the former is a constituent of the latter [Dyduch, 2004,
p- 49]. It can be said, therefore, that social capital is based on trust, but also that it
boosts the levels of trust: zhe interdependence is mutual.

Second, social capital concerns society as a whole, it is inherent in society and
benefits its members. This does not mean, however, that the concept cannot be
considered on other levels. Assuming that a given society consists of certain groups
of people, including formal groups which comprise various organisations, social capital
can be discussed from the point of view of an enterprise.

A number of definitions take this exact perspective. It is often emphasised that
social capital is of crucial importance for enterprises. For instance, P. S. Adler and
S. W. Kwon are convinced that the concept describes a company’s good reputation
originating from the existence of good social relations which are established to fa-
cilitate certain actions. P. Cooke, N. Clifton and M. Oleaga associate social capital
with using the social norms of reciprocity, trust and exchange for achieving specific
economic, and political, goals. W. Dyduch identifies social capital as the ties and re-
lationships both among the employees of a company and between the company
and its environment which help increase the firm’s efficiency, mainly through facili-
tating co-operation [Grzanka, 2009, pp. 81-82].

It must be assumed that the social capital of a company is of intangible nature.
Social capital can be treated as a part and an autonomous dimension of those values
which make up the intangible assets of an organisation. It denotes the usefulness of
the relations between social and individual characteristics for economic activity
[Bartkowski, 2007, p. 59]. According to J. Bartkowski, the social capital of an en-
terprise stems from group relations, socially defined reputation, the functioning of
a network of support and influence, and from the assistance that can be gained thanks
to the social position. [Bartkowski, 2007, p. 80].

An appropriate level of social capital brings tangible benefits to a company. Social
capital has an impact on efficiency because it: boosts innovation capacity, improves
innovation performance, and is a ‘catalyst’ of knowledge management, providing fa-
vourable conditions for the creation of knowledge [Bugdol, 2006, p. 124]. “The social
capital accumulated in the external environment helps to achieve greater certainty in
the organization’s position in its sector and in the market, as well as in society as a whole,
as a result of having the necessary resources, obtaining information, and reducing
the transaction costs linked to the creation and continuation of business dealings”
[Titov, 2013, p. 48].

1. Grzanka noticed that by basing on people’s ability to create social ties and re-
lations, social capital results in better exploitation of human competence and
knowledge. In view of the above, it seems reasonable to regard social capital as a special
component of intellectual capital, which turns human resources into a capital in its
own right, making them a value which adds to that of an enterprise. The relations
and ties among the people within an organisation, and those across organisations,
become a potential: a social resource which capitalises in a company as an increase
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in its value, and as the benefits gained by its employees and customers. This value is
achieved through a transformation of the company’s assets, including particularly
human competence, knowledge and shared values. It is because of this process of
transforming resources (especially human ones) into increased value that social cap-
ital is considered to be a development factor of business companies [Grzanka, 2009,
p- 89].

It can be assumed, therefore, that social capital [Bratnicki, Dyduch, 2003, p. 5]:

— s aresource which can be invested and expected to bring returns in the future,

—  can be exchanged for other forms of capital, even though it is not as ex-

changeable as economic capital,

—  can become a substitute for other resources,

—  should be maintained and replenished.

J. Bartkowski claims that social capital raises the level of human capital by influ-
encing the level of education of particular individuals and their readiness for business
activity. Moreover, it improves the conditions for co-operation and exchange in society,
reduces the costs of exchange, lowers risk, and ensures the necessary predictability
of behaviour among partners [Bartkowski, 2007, p. 91].

If companies derive such substantial benefits from social capital, it seems
worthwhile to attempt to determine how, through what kind of activity, an enterprise
can increase this capital. The author will focus exclusively on one component of social
capital: trust, since, as was stressed before, it is widely believed to be the central element
of building social capital in a firm.

3. Trust as a company resource

Trust can be defined as the belief that a system of cultural and moral obligations,
known to and acknowledged by a given community, will always, and under any circum-
stances (thus unselfishly), be respected by its members [Elkmenty etyki. .., 2004, p. 2706).
It is, therefore, connected with the predictability of behaviour and confidence in
co-operating partners. “Trust refers to one party’s belief that the other party will
take actions generating positive outcomes for this party” [Su, 2014, p. 90].

In economic life, higher levels of trust can help reduce the number of top-down,
formal regulations, and may restrict state interventionism. Trust streamlines the flow of
information, diminishes risk and leads to better collaboration between individuals,
enterprises and other business entities. This, in turn, boosts the competitive strength
of companies. As . Kay remarks, if an enterprises is to be competitive, it must strive to
achieve a distinguishing ability or capacity to compete, which encompasses the follow-
mg factors [Kay, 1996, pp. 99-138]:

architecture: internal and external links of a company which determine the
relations with employees, suppliers, customers and competitors;

—  reputation: the way in which a company is perceived by its customers; compet-

itive advantage from another source can be helpful in gaining it;
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innovation: the capacity of a company to create new products, technologies
and management methods;

resources, ot strategic assets, obtained as a result of previously incurred costs,
natural monopoly, or access to protected resources.

We should notice that at least two of these elements: architecture and reputation,
are directly based on trust. Whereas, the other two: innovation and resources, are indi-
rectly associated with the notion. It is thanks to trust that a company can acquire de-
sired, unique or rare, resources, e.g. suitable employees, capable of innovative thinking.

Therefore, it must be concluded that trust is a strategic resource in business and can

become a source of competitive advantage. Trust easily passes the tests of strategic
value [Grudzewski, Hejduk, 2008, p. 10]:

1.

2.

10.

11.

the test of worth: thanks to trust, a company can promptly react to chang-
es in a turbulent environment as it helps reduce formality of proceedings;
the test of rarity (shortage): high level of trust is a non-tangible asset pos-
sessed by few organisations;

the test of ownership: interpersonal trust is a kind of employee share own-
ership because it can be found in employees; it is then closely related to the
company and cannot be simply transferred between enterprises;

the test of inimitability: trust is fairly resistant to imitation or automatic copying
(it is difficult to imitate); this is because it takes a long time to build, while
both its exact nature and the process of its creation remain unclear;

the test of durability: in a highly turbulent environment, trust can be a guaran-
tee for a universal interpretation of reality;

the test of substitutability: trust cannot be replaced with any other utilitari-
an value since it is a stimulator of other cultural norms;

the test of competitive supetiority: trust can be a basis for a highly competitive
strategy;

the test of codification: trust cannot be gained by means of administrative
measures or strictly-codified organisational routines;

the test of organisation: trust encompasses virtually all the areas of an en-
terprise’s operation;

the test of embodiment: the presence of trust directly facilitates the man-
agement of a company;

the test of importance: trust is significant for efficient functioning and de-
velopment of companies, at present and in subsequent years.

While analysing the problem of trust on an enterprise level, one must bear in mind
that it is not only necessary within a company but should be transferred onto the
company’s relations with external entities.

How to build trust inside a company? According to M. Bugdol, trust building occurs
when [Bugdol, 2000, p. 29]:

there exist clear rules of action,
structures and job descriptions are precisely defined,
communication is based on feedback,
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—  direct relations between superiors and subordinates are maintained,

—  employees co-operate, collaborate and have commitment to their tasks,

—  those in charge manage by objectives and delegate power and responsibility,

—  interpersonal relations are constantly improved,

—  certain behaviour patterns are promoted,

—  participatory management style and participatory remuneration systems are

used,

—  social contracts are in use.

‘Internal’ trust should be regarded as a precious, intangible resource located in
organisational and interpersonal relations. It can also be seen as an element of or-
ganisational culture, having a positive influence on both the employees and the effi-
ciency of a company.

Research shows that firms whose staff had more trust in their workplace rela-
tionships enjoyed better economic effects, higher profitability and greater flexibility
[Juchnowicz, 2007, p. 28]. Employees who trust their superiors are more likely to
follow them and pursue the established objectives. They are willing to invest their
knowledge, skills and efforts for the sake of their company. Whereas the managers who
have confidence in the workers, their skills and attitudes, are able to delegate some of their
decision-making powers to the employees, thus allowing the latter to exhibit their
competence and achieve greater professional development. According to a report
by Watson Wyatt Worldwide, in companies whose employees had deep confidence
in their superiors, the shareholder return within three years amounted to 108%, while in
firms where the level of trust was low, it was just 66% [Bojafczyk, 2012, p. 30].

According to R. Sprenger, trust is indispensable for the process of transition
from rigid hierarchy towards flexible business policies. He believes that if empow-
erment, flat hierarchies, team work, learning organisations ate to be successful, they
all require a solid foundation of trust. Enterprises undergo transformation only on
the condition that their employees trust one another [Sprenger, 2011, pp. 33-34].

J. Paliszkiewicz claims that the positive impact of inter-organisational trust con-
sists in [Paliszkiewicz, 2013, pp. 80-81]:

—  motivating individuals to undertake open, spontaneous and creative action,

activisation of people, and intensification of relationships;

—  building honest communication, encouraging individuals to learn;

—  better handling of unethical behaviour and suspiciousness;

—  development of social capital and creation of conditions for better co-

operation;

—  sense of security and supportt felt by employees.

Meanwhile, trust towards the external environment makes it possible to reduce
transactional costs by cutting down both the time and the resources necessary to con-
clude a transaction, as well as by reducing the amount of resources spent on moni-
toring and execution of contracts. The absence of trust generates about half of the
costs incurred by enterprises in this field [Sankowska, 2011, p. 81]. “In one of the
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commerce speeches Laurence Prusak (IMB CEO) said that any progress happens if
you don’t trust people (...). Prusak (...) argues that trust in an organization is a per-
fect lubricant for corporate efficiency which avoids tons of needles monitoring,
bargains and negotiations” [Bakiev, 2013, p. 170].

When analysing the problem of building the trust of external entities, it is first
and foremost necessary to focus on investors.

Here the question of trust is of utmost importance because it directly translates into
the development capacities of companies. Obviously, investors try to limit their tisk by
choosing the shares of those companies which they trust most. The role of trust is,
in fact, enormous: research conducted in the USA and some European countries has
shown that firms which had been affected by a trust (reputation) crisis lost some of
their market value (8% on average) [Cias, 2005, p. 9].

Building the trust of investors involves such activities as: implementation of good
practices connected with the transparency of company policy, improvement of the
quality of communication with investors, including approptiate communication in crisis
situations, and the strengthening of the position of shareholders in stock-listed compa-
nies. Information policy plays a major role in this regard. M. Mikolajek-Gocejna sug-
gests that the information policy of a company should be shaped in such a way that
investors: (i) understand the strategy of the company and its overriding objectives,
as well as the subsidiary systems used for creation of value, (i) are regularly updated on
any progress in implementation of agreed objectives and any other changes, (iii) have
access to information about significant events related to the company, which, if
withheld or distorted, would have an impact on investment decisions [Mikotajek-
Gocejna, 2007, p.55].

Correctly prepared reports, taking into account aspects other than financial
ones, can play a major role. Studies conducted by Prince’s Accounting for Sustainability
Project (A4S) and Global Reporting Initiative (GRI) have revealed that 80% of inves-
tors take non-financial data into consideration when making investment decisions
[Lmwestorgy i analityey. ..).

A boost in the social capital of a company can also be achieved through increas-
ing the levels of trust among its business partners. At the moment, the following
factors are believed to have contributed to the rise in the importance of this type of
trust [Grudzewski, Hejduk, 2009, p. 164]:

—  increasing specialisation,

—  growing interdependence among firms,

—  rise in the number of established business relationships,
greater promptness in establishing business co-operation.

Nevertheless, earning the trust of business partners must be based on four fun-
damental principles: 1) all the partners must believe that an activity is aimed at achieving
common values; 2) common values must translate into specific common goals; 3) the
expectations of partners must be compatible with their joint commitment as each
of them is more than just a beneficiary; 4) the trust of a partner must be reasonable
and should be verified by empirical information [Paliszkiewicz, 2013, p. 60].
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K. Arrow, a Nobel laureate, claims that virtually every trading transaction involves
an element of trust. Its lack means economic backwardness [See: Bojaniczyk, 2012,
p- 29]. The author believes that trust has a measurable, economic value since it re-
sults in increasing the effectiveness of a system and helps produce more goods.
S. Covey, on the other hand, attempts to prove that in many institutions, trust has an
impact on costs, speed and quality, which means that a low level of trust is a reason
for slower pace, low quality and high costs, whereas, high levels of trust lead to higher
speed and quality, and lower costs [Zaufanie w bignesie].

Building the social capital of a company can also rely on enhancing the trust of
business partners, including suppliers. The relationship between a company and its
suppliers must be mutually advantageous. Practically speaking, one should attempt to
create non—zero-sum game situations. They are based on trust reinforced by clear and
transparent information. Frequently, relationships are insured by means of detailed,
long-term contracts. Studies to date indicate that successful co-operation must involve
transfer of knowledge between an organisation and its suppliers [Bugdol, Jedynak,
2012, p. 68]. It should be noted that an organisation is able to achieve its goals only if it
receives approptiate consumables, while suppliers are dependent on the acceptance of
their products by the recipients. The dependence is thus bilateral, requiring consensus
and a high level of mutual trust.

Trust has also become essential for the creation and development of distribution
channels. It helps alleviate the conflicts which might occur in these channels. It is,
therefore, crucial that a transparent agreement is always reached in the best interest of
all concerned sides. In a healthy, trust-based culture, intermediaries can even become
product ambassadors.

Not only is the trust of customers fundamental for the level of social capital, but al-
so for the very existence of a company. Building the trust of customers must mean
winning their confidence in a firm’s products and services: by offering appropriate
quality, price and shopping terms, as well as trust for the firm itself: its attitude to
employees, its approach to the natural environment, its respect for the law and the
principles of ethical competition. This is confirmed by a recent (2013) study by Edel-
man Trust Barometer, whose respondents believed that the most significant elements
of trust in a company include: the quality of products (67%), good treatment of
workers (66%), and responding to the feedback from customers and their needs.
[Edelman Trust Barometer] A. Lewicka-Strzalecka claims that trust has a bearing on
the choices of customers, because it allows for a reduction of purchase-related risk
and helps overcome the cognitive complexity of technical, organisational and in-
formational aspects of the process [Lewicka-Strzatecka, 2003, pp. 195-207].

Notably, trust is at the very core of customer loyalty. M. Bugdol associates trust
with benevolence, claiming that it is the latter that helps organisations win the trust
of their clients. Benevolence should be understood as readiness to make concessions to
the customers, the ability to accommodate individual customer needs, and skilful use of
procedures [Bugdol, 210, pp. 76-77]. B. Dobiegala-Korona believes that customer trust
towards a firm should consist in mutual profitability. This trust can be developed in



Trust as a Component of Social Capital of Enterprises 11

such a way that the consumer attitudes are changed by targeting selected customers
or by means of random information given to customers ‘when the opportunity arises’
and thoughtlessly, without cognitive effort. Such a strategy focuses on the emotional
aspect. Trust earned in this way is regarded as easier to achieve, but when verified
rationally, it can either be reinforced or lost [Dobiegata-Korona, 2007, pp. 23-24].

Operating in a specific region is, moreover, associated with the trust of the local
community. This can be built through involvement in actions for that community,
helping to solve the main social problems occutting in a given area, support for local in-
itiatives, or contributions to raising the standard of living in the region. It is worth
mentioning that a study conducted in the USA proved that two-thirds of the respond-
ents had more confidence in companies engaging in some type of social activity.
Another two-thirds claimed they would switch to a different brand if it was associ-
ated with a noble cause, provided the other conditions were identical [Low, Kalafut,
2004, p. 99].

Having analysed the methods of building trust, both inside a company and with ex-
ternal entities, one can observe that the used tools are identical with those proposed
by the concept of corporate social responsibility. The concept assumes that, apart from
pursuing their own goals, organisations should also take into account the demands
and requirements of the so-called stakeholders, that is groups associated with the
company. Socially responsible behaviour towards particular stakeholders involves exact-
ly the same strategies as the above-mentioned ways of enhancing trust. This is not
surprising as building trust is an important objective of social engagement.

4. Conclusion

The idea of social capital based on, or built around trust can therefore be used
even by commercial entities. It can be a category that helps to analyse the behaviour of
those entities, or even to study the differences between the results they achieve. The
trust-based networks of relationships which a firm establishes with its environment de-
termine the existence and development of every company.

J. Bartkowski says that business activity takes place in a particular social context.
Business entities are inseparable from their social and institutional settings. Economic
decisions are often based on assumptions which result from the social, not just eco-
nomic, conditions. The behaviour of the market players is heavily influenced by so-
cial relations and non-market interactions. This is true about mutual trust, expected
quality of co-operation and willingness to execute contracts in both the long and
the short terms [Bartkowski, 2007, p. 50].

G.Colvin even goes as far as to say that in these days, an enterprise should not
ask whom they can trust, but rather who is ready to trust them. [Low, Kalafut, 2004,
p- 99]. That is why companies are obliged to constantly increase the quality of their
social capital.
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RANK ORDERING CRITERIA WEIGHTING METHODS
— A COMPARATIVE OVERVIEW*

Summary

Multicriteria decision making (MCDM) refers to screening, prioritizing, ranking or selecting the al-
ternatives based on human judgment from among a finite set of " alternatives in terms of the multiple
usually conflicting criteria. A very significant role in MCDM models plays the weights of criteria which
usually provide the information about the relative importance of the considered criteria. Several
different methods are developed to take criteria priorities into account.

The aim of the paper is a comparative overview on several rank ordering weights methods which
are considered to convert the ordinal ranking of a number of criteria into numerical weights. Using
ranks to elicit weights by some formulas is more reliable than just directly assigning weights to criteria
because usually decision makers are more confident about the ranks of some criteria than their we-
ights, and they can agree on ranks more casily. The great advantage of those methods is the fact that
they rely only on ordinal information about attribute importance. They can be used for instance in sit-
uations of time pressure, quality nature of criteria, lack of knowledge, imprecise, incomplete infor-
mation or partial information, decision maker’s limited attention and information processing capabil-
ity. The equal weights, rank sum, rank exponent, rank reciprocal as well centroid weights technique are
presented. These methods have been selected for their simplicity and effectiveness.

Key words: multi-criteria decision making, ranking weight methods, AHP, SAW

1. Introduction

Many real world decision making problems involve multiple criteria. Corporate de-
cision making rately involves a single criterion. Multictitetia decision making (MCDM)
refers to screening, prioritizing, ranking or selecting the alternatives based on human
judgment from among a finite set of decision alternatives in terms of multiple usually
conflicting criteria [Hwang, Yoon, 1981]. Three separate steps are utilized in MCDM
models to obtain the ranking of alternatives: determine the relevant criteria and alterna-
tives, attach weights to the criteria and numerical measures to the impacts of the altet-
natives on these criteria and finally process the numerical values to determine a ranking
score of each alternative [Hwang, Yoon, 1981]. In the multi-criteria models the weights
of criteria play a very significant role and they have different interpretations depending

! Dr hab. Ewa Roszkowska, prof. UwB — Faculty of Economics and Management, University of
Bialystok, e-mail: erosz@o2.pl.

2 This work was supported by the grant from Polish National Science Center (DEC-2011/03/
B/HS4/03857).
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on context decision making, on multi-ctiteria analysis methods [Choo et al., 1999].
However, they usually provide the information about the relative importance of the
considered critetia.

Several different methods are developed to take criteria priorities into account. In
this paper a limited selection of weight techniques, the ranking weight methods are pre-
sented. Judgments of the decision makers are frequently vague and their preferences as
well weight cannot be exactly evaluated with numerical values in practice. The “true”
weights of criteria remain unknown in practice. Even if the elicitation of precise weights
is possible, it would probably be time-consuming and difficult and therefore impracti-
cal. The rank ordering weighting methods provide approximations of “true” weights of
criteria when rank ordering information is known. Such assumption, complete rank or-
dering being provided by decision maker (DM), is also made in this study. Attaching
ranks to elicit weights by some formulas is more reliable than just directly assigning
weights to criteria. This is because usually even experts and decision makers are more
confident about the ranks of some criteria than their weights, and they can agree on
ranks more easily. Hence, it is concluded that usually ranking is easier than weighting for
non expert or even experts. The great advantage of ranking weight methods is fact that
they rely only on ordinal information about criteria importance. They can be used for
instance in situations of time pressure, quality nature of criteria, lack of knowledge, impre-
cise, incomplete information or partial information, decision maker’s limited attention and
information processing capability. This follows that the decision maker may not be will-
ing or able to provide exact estimations of decision parameters. Also the group of deci-
sion makers may not be able to reach agreement on a set of exact weights, so in such
situation may be realistic to expect agreement only on a ranking of weights. Moreover, the
ranking methods are easy to use and simply to understand for decision maker.

Generally, the ranking method weight determination involves two steps: ranking the
criteria according to their importance and weighting the criteria from their ranks using one
of the rank order weighting formula. In fact, two practical and important problems arise
here. The first problem is criterion ranks: how to understand which criterion is more im-
portant than the other. The second problem is how to elicit weights from this infor-
mation. This paper addresses only the second step decision problem: if only the criteria
ranks are supplied by the decision maker how do we determine relative criteria weights?

The aim of the paper is a comparative overview on ranking method of weight de-
termination. Rank ordering weighting methods take into account decision maker’s in-
formation about rank ordering of criteria weights, from which approximations for crite-
ria weights are calculated by using corresponding formula. The rank sum, rank order
centroid and rank reciprocal as the most used rank ordering weighting methods are
benchmarked in this study.

The paper is organized as follows. In Section 2, we formulate MCDM problem. In
Section 3, literature overview on technique weight criteria is done. Conversion of ranks
into weights is discussed in Section 4. In Section 5 we presented application the analytic
hierarchy process (AHP) method for weight determination. Comparisons of presented
rank ordering weight method as well AHP are provided in Section 6. Finally, conclu-
sions and comments are given in Section 7-8.
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2. The formulation of MCDM problem

In this paper, we consider a MCDM problem with » decision alternatives
A, Ay ey A, and decision criteria C, C, ....,C,. We assume that all alternatives
score with respect to all criteria are known or has been estimated by the decision maker.
The criteria may be grouped into two categories: benefit and cost. The benefit criteria
are those attributes for maximization whose values are always the larger the better. The
cost criteria are those for minimization whose values are the smaller the better. For cri-

teria, we have weight vector w = [w,,,,...,w,| which satisfies

wy tw, b+ w, =1
whetre w, represents the weight of criterion C/-, w, >0 (j=1,2,..,7).
Let Xy denote the performance value of alternative 4 in terms of criterion (¢ .
E 7 J
(i=12,m; j =12,0,1). The decision matrix D = (x) represents the perfor-
S Lmxn

mance rating or evaluation score x; of each alternative 4, with respect to each crite-
tion C;.
A general MCDM problem with set of » alternatives A ={.A,, A,,..,. A} and

set of # criteria C ={C,,C,,..,C,} can be expressed by decision matrix = (x)
K X

and the weight vector w =[w,w,,...,w,].

Finally, a choice from two or more alternatives requires a decision rule or ranking
rule in which the DMs can obtain the information available to make a best choice. At
the next stage, all criteria are normalized to have commensurable unit. For benefit crite-
rion the normalized values can be calculated using the following formula’:

.X‘y —l’l’ll_lIle-

/A - )
mjaxxy. ml_mxy ()

and for the cost criterion using the following formula

X —maxxl./
; !

B minx,; —max.ux, €)

P PR

¢

where X, is the score of ; —th alternative with respect to j—th ctriterion before not-
malization. After normalization all criteria are in benefit criteria where higher ¢ is pre-

ferred. Let ¢ = (51_/) be the normalized decision mattix.

The simple and most often used multi attribute decision technique is the Siple Ad-
ditive Weighting (SAW) which is also known as weighted linear combination or scoting

3 For normalization formulas see [Hwang, Yoon, 1981].
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methods*. This method is based on the weighted average. The advantage of this meth-
od is that it is a proportional linear transformation of the raw data which means that the
relative order of magnitude of the standardized scores remains equal. To use this meth-
od, we first must express values of decision making matrix as linear non-scaled values.
The SAW technique consists of three basic steps: scale the scores to make them com-
parable, apply criteria weights, and sum the values along rows and select best (top
ranked) alternative. In SAW technique, final score of each alternative is calculated as
follow:

S =S @
J=1 '
where: ¢ is score for ;_thalternative, and , is the normalized score of ; _tpal-
i 7

ternative with respect to j—th criterion and 5, is the weight of criteria j areas be-
J

fore. Next the final scores are ranked. It implies that the higher the value of ¢ the
higher is the rank.

3. The techniques of weights elicitation — the literature overview

Several approaches have been proposed to determine weights in multicriteria mod-
els. Some methods are more formal, and some have an axiomatic basis. For a compari-
son of weighting techniques, see Tzeng et al. [1998], Belton and Stewart [2002],
Borcherding, Eppel and Winterfeldt [1991], Xu [2004].

Tzeng et al. [1998] classity weighting methods into objective or subjective. The sub-
jective approaches select weights based on preference information of criteria, subjective
intuitions or judgments based on their knowledge given by the decision maker, the ob-
jective methods determine the weights of criteria through mathematical calculation us-
ing objective information in a decision matrix. The subjective methods include ranking
ordering method [Ahn, Park, 2008; Solymosi, Dombi, 1986; Stillwell et al., 1981], the
tradeoff method and the pricing-out method [Keeney and Raiffa, 1970], the ratio meth-
od [Edwatds, 1977], and the swing method [Kitkwood, 1997] and the analytic hierarchy
process (AHP) [Saaty, 1980], the direct rating (DR) method [Bottomley, Doyle, 2001],
point allocation (PA) method [Doyle et al, 1997)], Delphi method [Hwang, Yoon, 1981],
eigenvector method [Takeda et al., 1987], LINPAC (LINear ProgrAmming of prefer-
ence Comparisons) [Horsky, Rao, 1984], and others [Hwang, Yoon, 1981]. The objec-
tive methods determine the weights of criteria by the information in a decision matrix
through mathematical models, but they neglect the subjective judgment information of
the decision maker. They include entropy method [Hwang, Yoon, 1981], standard devi-
ation (SD) method [Diakoulaki et al., 1995], CRITIC (Criteria Importance Through In-
tercriteria Correlation) method [Diakoulaki et al., 1995], maximizing deviation method

4 In the paper we described only SAW procedure. For the other multi-criteria technique see
[Hwang, Yoon, 1981].
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[Wu, Chen, 2007] and ideal point method [Ma et al., 1999]. The integrated methods de-
termine the weights of criteria using both decision maker’s subjective information and
objective decision matrix information. The subjective and objective integrated approach
[Ma et al., 1999] is formulated as a two-objective mathematical programming model, in-
tegrated approach [Fan et al., 2002] integrates decision maker’s fuzzy preference infor-
mation on decision alternatives and objective decision matrix information into one
model. The integrated approach [Wang, Parkan, 2000] integrates decision maker’s fuzzy
preference relation on decision alternatives decision maker’s multiplicative preference re-
lation on the weights of criteria, and objective decision matrix information into a gen-
eral model framework.

Weber and Borcherding [1993] classify weight-determining procedures according to
whether they are statistical or algebraic, holistic or decomposed, and direct or indirect.
According to Weber and Borcherding [1993], the concept of weight can be defined on-
ly in reference to one of the specific theories of preference.

Belton and Stewart [2002] summarize two kinds of weights: tradeoff-based weights
and non-tradeoff-based weights. Tradeoff-based weights emphasize the “compensa-
tion” of values across criteria, which permit preference data to be compared as they are
aggregated into a single representative evaluation. Non-tradeoff-based weights do not
permit direct tradeoffs across criteria; they are usually associated with outranking meth-
ods. Among the tradeoff-based weight methods, AHP and geometric ratio weighting
are an integrated method, which means they proceed from preference data and weight
assessments to aggregated preferences to final results.

4. Ranking methods of weights determinations

There are a variety of situations where it is reasonable to use ranked weights, and
there have been various techniques developed to deal with ranked weights and arrive at
a choice or rank alternatives under consideration. The relative criteria weights are based
on the assumption that a universal weight—rank functional relationship exists between
criteria ranks and average weight values. Such conversion is based on the different for-
mulas. Rank ordering the importance of criteria may be easier than describing other
imprecise weights such as bounded weights. This happens for instance in situations of
time pressure, quality nature of criteria, lack of knowledge, imprecise, incomplete in-
formation or pattial information, decision maker’s limited attention and information
processing capability. This follows that the decision maker may not be willing or able to
provide exact estimations of decision parameters. There are also more specific reasons
why the assumption of exact weights is unrealistic. For instance, Barron and Barrett
(19962, 1996b) state that various methods for eliciting exact weights from the decision
maker may suffer on several counts, because the weights are highly dependent on the
elicitation method and there is no agreement as to which method produces more accurate
results since the “true” weights remain unknown. Also the group of decision makers
not be able to reach agreement on a set of exact weights, so in such situation may be re-
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alistic to expect agreement only on a ranking of weights. The rank order weight detet-
mination involved two steps:

ranking the criterion according to their importance weighting the criteria from their
ranks using one of the rank order weighting formula.

More precisely, the rank order describes the importance of the criteria and next the
information describing them (rank number) can be used for generating numerical
weights. We assume here that that the decision maker (DM) is capable of providing
preference information and rank ordering criteria. We have a list of » prioritized

(ranked) criteria, where each criterion ; has a rank ris ( j=12 ”) The decision

5Ligeney

maker selects and ranks a set of ; criteria that he or she seems to be relevant, giving

each criterion ja rank rs (;»j =12,..., n) The rank is inversely related to weight (rank

7, =1denotes the highest weight, rank , = the lowest weight). In this paper we
concentrate only on second step of ranking weight method. Our objective is to convert
the list of ranks (,,1 ,__.’_,,ﬂ) into numerical weights (”’1 ...,.y/ﬂ) for # criteria. Many authors

suggested specific functions for assigning weights w, to 7 criteria with ranks 7.

Stillwell et al. [1981] propose three functions: rank reciprocal (inverse), rank sum
(linear), and rank exponent weights. Solymosi and Dompi [1985] and Barron [1992]
propose rank order centroid weights. Lootsma [1996] and Lootsma and Bots [1999]
suggest two types of geometric weights. Here we presented equal weight, rank sum,
rank exponent, rank reciprocal as well centroid weights technique. These methods have
been selected for their simplicity and effectiveness.

4.1. Equal weight method

The equal weight method (EW) requires minimal knowledge about priorities of cri-
teria and minimal input of decision maker. If the decision maker has no information
about true weights than the true weights could be represented as a uniform distribution
on the unit 7 — simplex of weights defined by conditions (1). The #»— simplex of
weight is a geometric object. For instance, with 7 =2 criteria and no information
2 —simplex of weights is a set of points lying on the segment line between points on
coordinates (1,0) and (0,1). If we have no knowledge about the weights then our

knowledge can be represented by a uniform provability density function over this line.
The expected value of this distribution is centroid (centre of mass) of the line (point
with coordinates (%,%)) So we have w,(EW) = w,(EW) =+ . More generally, in case
no information about weights distribution the expected value of the weight distribution
determines the following weight formula:

w (EW) =l, ©)
n

where /=127 .
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4.2. Rank Sum weight method

In the rank sum (RS) procedure the weights, are the individual ranks normalized by
dividing by the sum of the ranks. The formula producing the weights is the following
[Stillwell et al., 1981]:

n—r.+1 2n+1-r;)

Zﬂ—i’k+1 #(n+1)

©

where r; is the rank of the ; —th critetion, j=12,...,7.

4.3. Rank Exponent weight method

The rank exponent weigh method (RE) is a generalization of the rank sum method.
We have the following formula

(n— r+ 1)/’
W, (RE) = 5, @
Z(” 7t 1)P
£=1

where 7, is the rank of the j—th criterion, p — parameter describing the weights,
J=12..n

The parameter p may be estimated by a decision maker using the weight of the
most important criterion or through interactive scrolling (as in Table 1). The p=0 re-
sults to equal weights, p =1 rank sum weight. As p increases, the weights distribution
becomes steeper. In Table 1 and Figure 1 the estimated weights for some values of p

in case of # =5 criteria has been shown.

TABLE 1.
The behavior of the generated numerical weights depending on the parameter
p of the rank component method.

Rank 0 0.5 1 2 3 10

1 0.20 0.27 0.33 0.45 0.56 0.90
2 0.20 0.24 0.27 0.29 0.29 . 0.10
3 0.20 0.21 0.20 0.16 0.12 . 0.00
4 0.20 0.17 0.13 0.08 0.03 . 0.00
5 0.20 0.11 0.07 0.02 0.00 . 0.00
Sum 1 1 1 1 1 1

Soutce: own study.
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FIGURE 1.

Estimated rank exponent weight in case of » =5 criteria for different pa-

rameters p
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Source: own study.

4.4. Inverse or reciprocal weights

The inverse (or reciprocal) weights method (KR) uses the reciprocal of the ranks
which are normalized by dividing each term by the sum of the reciprocals (Stillwell et al.
1981). The formula is the following:

1/7/-
, (RR) =

Z(l/’%)

k=1

®)

where 7, is the rank of the j—th ctiterion, j=12,..,7.

g Ligeney

4.5. Rank-order centroid weight method

The rank-order centroid (ROC) weight approach produces an estimate of the weights
that minimizes the maximum error of each weight by identifying the centroid of all pos-
sible weights maintaining the rank order of objective importance. Barron and Barrett
[19964a] found that weights obtained in this manner were very stable. If we know the
rank order of the true weight, but have no other quantitive information about them,
then we may assume that the weights are uniformly distributed on the simplex of rank-

order weight w, 2w, _2..2w_, where w_+w_+..+w, =1 and 7, is a rank posi-
n 2 T 1 2 " ’

tion of w_ .
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For example if #=2 then w, 2w, implies that 0,5 < w, < 1. If the decision
maker knows nothing else about », he may assume that the probability distribution of
w, is uniform between 0.5 and 1. The expected value is E(w, )= 0,75 which implies

E(w, )=0,25. Barron and Barret [1990] generalized this argument for # > 2, showing

that the expected value of the weights can be calculating using the following formula:

w,(ROC) = lzi )
nin
This method is called rank-order centroid (ROC) weight because these weights re-
flect the centroid (centre of mass) of the simplex defined by the ranking of the criteria.
With more criteria, the error for ranked criteria will be much less.

5. The AHP method

The well-known subjective method for determining weight is analytic hierarchy pro-
cess method (AHP) proposed by Saaty [1980]. When applying the AHP, the prefer-
ences of the decision criteria are compared in a pairwise manner with regard to the cri-
terion preceding them in the hierarchy. If two criteria are of equal importance, a value
of 1 is given in the compatison, whereas a value of 9 indicates the absolute importance
of one criterion over the other (see Table 2.).

TABLE 2.
The Saaty scale definition
Intensivity of importance Definition

1 Equal importance

3 Moderate importance

5 Strong importance

7 Very strong importance

9 Extreme importance

2,4,6,8 can be used to express intermediate values

Source: Saaty 1980

The matrix of pairwise comparisons when there are n criteria at a given level can be
formed as

A:[a!./.] (10)

i
where a;=—"=,w
”,

; » w; are the relative importance of criteria 7 and /, respectively. We

1 . o .
have also @ ; =—and 4; =1. Based on the matrix A, criteria weights can be

aj
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calculated in some methods, such as arithmetic mean method, characteristic root
method, and least square method. Because individual judgments will never agree
perfectly, the degree of consistency achieved in the pairwise comparison is measured by
a consistency ratio indicating whether the comparison made is done. The Consistency
Index (CI) of the square matrix A, was established by Saaty [1980]. This measure can
be used to verify in what measure the judgments supplied are consistent.

¢
n-1 " b

where A_  is the highest eigen value of the matrix 4.

'max

‘max _”)

Cl=

The calculated priorities are plausible only if the comparison matrices are consistent
or near consistent. The approximate ratio of consistency can be obtained using the de-
gree of inconsistency of the square matrix .4 can be measured by the ratio of CI to R,
which is called the Consistency Ratio (CR).

cr = 100%, (12)
RI

where Rl is the Random Consistency Index, which is the average CI of a randomly
generated reciprocal matrices with dimension # [see: Saaty, 1980].

We can conclude that the matrix is sufficiently consistent and we accept the matrix
when CR=<10%. In other cases it can be concluded that the inconsistency is too large
and unacceptable, so that decision makers must revise their judgments. The AHP is es-
pecially designed to assess weights within a hierarchical structure of the criteria. Howev-
er, due to the fast-growing number of pairwise comparisons it is not sensible to use the
method for a large set of criteria. We show some relationships between AHP as well
ROCG, RR and RS technique in the case of 5 criteria. Let us denote by Apo-, Arg s Ags

matrices of pairwise criteria comparisons:

1 2 3 9 9

/2 1 2 3 7
Awe=|1/3 1/2 1 2 4|, 13

1/9 1/3 1/2 1 2

11/9 1/7 1/4 1/2 1]

1 2 3 4 5

/2 1 2 2 2
A =|1/3 1/2 1 1 2| (14)

1/4 1/2 1 1 1

1/5 1/2 1/2 1 1

(1 1 2 3 5

1 1 1 2 4
Ay ={1/2 1 1 2 3 (15)

1/3 1/2 1/2 1 2

1/5 1/4 1/3 1/2 1
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In the Table 3 the results of estimation weight obtaining by AHP method based on
matrices (13)-(15) and weight obtained by ROC, KR and RS methods in the case of #=5
criteria are presented.

TABLE 3.
The result of estimation weight by AHP, ROC, RR and RS technique in the
case of n =5 criteria — a comparison.

Methods/Weights m w w3 w4 ws CR (%)
AHP (Agpe mattix) 0.49 0.25 0.15 0.07 0.04 1.8
ROC 0.45 0.26 0.16 0.09 0.04 _
AHP (Ag; mattix) 0.33 0.27 0.20 0.13 0.07 0.9
RS 0.33 0.27 0.21 0.12 0.07 -
AHP (Apg mattix) 0.44 0.22 0.14 0.11 0.09 1.0
RR 0.44 0.22 0.14 0.11 0.09 _

Source. Own study based on the matrices Aype Arg Ars and ROC, RS, RR rank order weights
functions.

6. The comparison of the rank order weight functions

The decision about weight determination will strongly influence the final results of
the decision making. The choice of weighting method depends mainly on knowledge of
the underlying distributions of “true” weight. The first decision that needs to be made is
equal and different weighting. Maggino and Ruviglioni [2011] suggest that:

“equal weighting represents the preferred procedure, adopted in most of the applications. This happens
mainly when:

i) the theoretical structure attributes to each indicator the same adequacy in defining the variable

10 be measured,

i) the theoretical structure does not allow hypotheses to be consistently derived on differential
weightings,

) the statistical and empirical knowledge is not adequate for defining weights,

) the corvect adoption and application of alternative procedures do not find any agreement”.
They also conclude that “differential weighting does not necessarily correspond to the identification
of different weights but rather to the selection of the most appropriate approach in order to identify
the weights among the identified ones.

Assigning differential weights can be just as doubtful, especially when the decision is not supported by

i) theoretical reflections that endow a meaning on each indicator or consider its impact on the
synthesis,

i) methodological concerns that helps to identify the proper techniques, consistently with the
theoretical structure”.

The ROC approach to rank order has clear statistical basis and interpretation where-

as other methods have taken a more heutistic approach. A choice between rank sum
weights (RS), reciprocal (RR) weights, centroid (ROC) weights depends in part on the
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decision maker beliefs about the steepness of the true weights. The centroid ROC
weights are “steeper” assigning relatively greater weight to the more important criterion,
the rank sum (RS) weights are much “flatter” that centroind (ROC) weights. The rank
sum weights (RS) are reduced lineatly lower from the most important to the least im-
portant. The reciprocal (RR) weights descend aggressively after the most important, but
in the least important end the centroid (ROC) weights are the lowest ones. Ap-
proximations for criteria weights given by used formulas (5)-(9), in case of criteria are
presented in the Table 4. The differences of the weighting methods of criteria are also
illustrated on the Figures 2-7.

TABLE 4.
Approximations for criteria weights given by used different formulas, in case
of n=2,..., 7 criteria

Number Rank ordering methods
of criteria | Centroid weight Reciprocal Rank Sum weight | Equal weight

(ROC) weight (RR) (RS) (EW)

n=2 w=0.75 w1 =0.67 w1 =067 m=1/2
/23 =0.25 23 =0.33 w> =0.33 23 :1/2

n=3 w1=0.62 w=0.55 w=0.50 w=1/3
w=0.28 =027 n=0.33 w=1/3
w3=0.12 w3=0.18 w3=0.17 w=1/3

n=4 w1=0.52 w1=0.48 w1=0.40 wm=1/4
lJ/zZO.27 ll/2:0.24 WZ:0.30 li/zzl /4
w3=0.15 w3=0.16 w3=0.20 w=1/4
w4=0.06 wy=0.12 w4=0.10 wy=1/4

n=5 w1=0.45 w=0.44 w=0.33 wm=1/5
WZ:O.ZG ll/2:0.22 WZ:0.27 li/zzl /5
u/3:0.16 ll/3:0.14 14/3:0.21 ll/3:1/5
w4=0.09 wy=0.11 w;=0.12 ws=1/5
ws=0.04 ws=0.09 ws=0.07 ws=1/5

n=6 w=0.41 w=0.41 w=0.29 m=1/6
WZ:O.24 ll)2:0.21 WZ:0.24 li/zzl /6
u/3:0.16 ll/3:0.13 li/3:0.19 ll/3:1/6
ws=0.10 w;=0.10 w;=0.14 wi=1/6
w5=0.06 ws=0.08 ws=0.09 ws=1/6
14/():0.03 11/6:0.07 11/620.05 14/():1 /6

n=7 w1 =0.37 w=0.39 wm=0.25 wm=1/7
lJ/zZO.23 ll/2:0.19 14/2:0.21 li/zzl /7
w3=0.16 w3=0.13 w3=0.18 w=1/7
wy=0.11 w4=0.09 wy=0.14 wy=1/7
ws=0.07 ws=0.08 ws=0.11 ws=1/7
14/():0.04 11/6:0.07 11/620.07 14/():1 /7
w7=0.02 7=0.05 w7=0.04 w=1/7

Source: own studies.
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There have been some studies on comparing the decision quality of weighting meth-
ods. Several studies have compared weight functions and found centroid weights to be
supetior in terms of accuracy and ease of use. Some of the studies are the following:

Olson and Dorai [1992] compare centroid weights to AHP on a student job
selection problem, concluding centroid weights provide almost the same accu-
racy while requiring much less input and mental effort from decision makers.
Edwatrds and Barron [1994] using centroid weights extend SMART into
SMARTER (SMART Exploiting Ranks).

Barron and Barrett [1996a] analyse the effectiveness of centroid weights in
SMARTER. Barron and Barrett [1996b] compare the four methods (RS, KR,
ROC, and EWW) using a simulation study and report that the ROC weights ap-
pear to perform better than the other approximate weights.

Stivastava et al. [1995] on the basis of simulation experiments compare five
weight elicitation methods, including rank sum and centroid weights, finding
centroid weights to be supetior to other methods.

Barron and Barrett [1996b] find centroid weights supetior to rank sum and re-
ciprocal (inverse) weights.

Jia et al. [1998] performed a detailed comparison of several weighting schemes
and used simulation to compare centroid and rank sum weights with equal
weighting and ratio weights, finding that equal weights do not always perform
well, but rank-ordered centroid weights based on only an ordering of critetia
lead to much the same choices as do actual weights.

Bottomley and Doyle [2001] in empirical experiments conducted to compare
different weight elicitation procedures.

Noh and Lee [2003] compared centroid weights with AHP and fuzzy method
and find that the simplicity and ease of use of centroid weights make it a prac-
tical method for determining criteria weights.

7. Example

In the multicriteria evaluation, different combinations of criteria weights have great
influence on the final evaluation result. To illustrate the input of rank order weight
methods in multi-criteria decision making a simple numerical example is considered.
This example reviews several applications of SAW method using different weighting
schemes and compares results of different sets of weights applied to this same set of
multiple criteria data. We consider four different weight sources such as centroid
weights, reciprocal weights, sum weight and equal weights. Let us assume that multicri-
teria decision problem consists of:

the set of five alternatives: A1,Az, Az, AyAs
the set of five criteria: Cy,C o, C3, C4Cs, where C1,C 2, C3, are benefit criteria and
C,4, Csate cost criteria
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—  weighting vector w = [w,,w,,w5,w,,s] , tepresenting the relative importance
of the evaluation criteria with respect to the overall objective, where
wy 2w, 2wy 2w, 2wsand w, +w, +wy+w, +ws =1,

—  the decision matrix (see: Table 5.).

TABLE 5.
The decision matrix
Cy C GCs Cy Cs
Ay 15 5 3 6 10
A 20 3 7 4 25
A3z 10 2 20 1 10
Ay 20 10 3 3 20
As 15 8 7 4 10

Source: own study.

Once a set of weights is determined according centroid methods, reciprocial meth-
od, rank sum method, equal, weight method (see: Table 4. for #=5). Let us observe that
weights of RS are reduced linearly lower from the most important to the least im-
portant, RR weights descend aggressively after the most important, but in the least im-
portant end the ROC weights are the lowest ones. In the considered example differ-
ences of the weighting methods of five ctiteria are also illustrated on the Figure 8.

FIGURE 8.
Approximations for criteria weights given by used formulas, in case of n=5 criteria
05
0,45 4
04
035
. 034 mROC
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rank order of criteria

Source: own study.
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The SAW function is then used to rank the alternatives. The Table 6 provides the
values computed by formulas (2)-(4) and ranking of the alternatives based on various
criteria weights methods. We obtain different alternative rank ordering deepening on
weights determination.

TABLE 6.
The value score and rank ordering of alternatives for different criteria weighting
Weight ROCmethod RRmethod RSmethod EWmethod
method
Alternative Value Rank | Value | Rank Value Rank Value Rank
Ay 0.362 4 0.392 4 0.336 5 0.375 4
Az 0.556 2 0.547 3 0.463 3 0.352 5
As 0.290 5 0.350 5 0.400 4 0.600 1
Ay 0.777 1 0.756 1 0.701 1 0.587 2
As 0.534 3 0.554 2 0.537 2 0.577 3

Source: own study based on Table 5.

As the result from Table 6, the order of rating among those alternatives is the fol-
lowing:
Ay 7 Az As™ A1 As (ROC weights)
Ay 7 As™ A 7 A A; (RR weights)
Ay 7 As 7 A A3 Ay (RS weights)
A3 >~ A4 > A5 > A1 > A2 (EWWeightS)

8. Conclusion

The criteria weights are the key point in obtaining the total scores of alternatives and
most importantly the conclusion of multicriteria analysis problems. In this paper the
ranking methods to determine criteria weights in multicriteria analysis were presented.
Ranking methods use the rank order on the considered criteria as inputs and converts
them to weights for each of the items. Ranking is a necessary first step in most proce-
dures for eliciting more precise weights There are a vatiety of situations where it is rea-
sonable to use ranked weights, and there have been various techniques developed to deal
with ranked weights and attive at a choice or rank alternatives under consideration. Using
ranks to elicit weights by some formulas is more reliable than just directly assigning
weights to criteria because usually decision makers are more confident about the ranks
of some criteria than their weights, and they can agree on ranks more easily. Rank
ordering the importance of criteria may be easier than describing other imprecise
weights such as bounded weights. In the situation where there is a group of decision
makers, it may be realistic to expect agreement only on a ranking of weights. However,
real application of this method is needed to detect real problems that the method may
encountet.
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Several methods for selecting approximate weights, including equal weights (EIV)
rank sum (RS), rank reciprocal (RR) and rank-order centroid (ROC) weights, have been
proposed and evaluated. A common conclusion of these studies is that ROC weights
have an appealing theoretical rationale and appear to perform better than the other
rank-based schemes in terms of choice accuracy.
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STOCK MARKET REACTIONS TO THE ANNOUNCEMENTS
AND EXECUTIONS OF STOCK-SPLITS AND REVERSE STOCK-
SPLITS

Summary

The aim of this paper is to analyze the stock market investors reactions to the events of announcement
and execution of stock-splits and reverse stock-splits carried out on Warsaw Stock Exchange (WSE) during
the period 2004-2012. The study puts the emphasis on the differences between market reactions to standard
stock-splits and reverse stock-splits. The results presented in this paper are based on the methodology of
event study. The studied data sample consists of 45 instances of stock-splits and 6 instances of reverse
stock-splits that took place on WSE in the specified petiod of time. Results obtained suggest no statistically
significant reaction to the events of: split announcement, split execution and reverse split execution and
a statistically significant (mostly negative) reaction to the event of reverse split announcement. Although
some anomalies can be observed on close inspection of the data, in general the obtained results can be
interpreted as evidence of investors' rationality with regards to events connected with stock-splits on
the WSE.

Key words: stock-split, reverse stock-split, stock market, event study, Warsaw Stock Exchange, investors
rationality

1. Introduction

Stock markets are flooded daily with torrents of information that may signifi-
cantly influence the values of companies and related financial instruments. Because
of that, the topic of measurement of market reactions to certain events is a widely
discussed one among the economists. Event study is a method that allows to estimate the
impact of a specific event on the market value of a joint-stock company. Most
probably the procedure of event study was first cartied out and published by Dolley in
1933 [Dolley, 1933, pp. 316-326]. A famous study on the impact of splits of shares
on their price was also published by Fama, Fisher, Jensen and Roll (FFJR) in 1969
[Fama et. al., 1969, pp. 1-21]. It was one of the first articles in which the methodology
of event studies (which remains commonly used at the present time) was applied. It
seems logical from the perspective of economic and financial theory, that a stock split
should have no effect on the valuation of the company. Because of the developments

! Pawel Jamréz, PhD — Faculty of Economics and Management, University of Bialystok; e-mail:
pjamroz@uwb.edu.pl. Grzegorz Koronkiewicz, MA — PhD candidate, Faculty of Economics and Man-
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in computing and a wider availability of data, more and more possible applications
of event study emerge.

The purpose of this article is to analyse the reaction of share prices listed on the
Warsaw Stock Exchange (WSE) on the announcement and the execution of stock-
splits and reverse stock-splits. Because the information on the planned stock split is
made public well in advance of the event, the division itself should have no signifi-
cant impact on the share price. Results obtained in this study confirm that hypothe-
sis; however they may suggest some level of irrationality in the behavior of stock
market investors. Due to their relative rarity there are not so many studies on re-
verse stock splits on Polish stock markets. Because reverse stock-splits became
more popular in recent years this study is able to investigate the differences be-
tween market reactions to splits and reverse splits.

2. Methodology

According to Elton and Gruber [Elton, Gruber, 1998, p. 524] the biggest number
of studies conducted in the field of finance utilizes the event study methodology. Event
study is based on the assumption that releasing of new information should result in an
immediate adjustment in the prices of assets. Apart from the quickness of the reaction
the methodology measures the direction of price changes and their magnitude. Because
of its versatility event study has a wide scope of applications. Event study methodology
can be broken into four phases [Jamroz, 2011, pp. 107-108]:

1. Defining the event, Firstly the event in question needs to be defined and
an appropriate event window should be chosen. Event window consists
of the day in which the event occurs and usually includes the days after
the event in order to capture the demand/supply adjustments after the
market have been closed. Sometimes the event window can also include
days before the event on the assumption that it can be known in advance
for some investors. Criteria for choosing the companies can range from:
data availability, size of the market-cap to industry and management specific
factors.

2. Calculation of standard and abnormal returns. Standard rate of return can
be defined as a rate of return that would occur has the event not taken
place. Abnormal rate of return captures the impact of the event on the price
of the share. Abnormal return of the i-th stock at time t can be defined as:

&y = Rz'z - E<R21|X/—1) (1)
where: ¢;,1s the abnormal rate of return, R, , is the actual realized rate of return,

and E(Rj,| X.) is the expected rate of return conditional on the set of information
X: that is available at time #7 (standard rate of return). There are two basic
approaches of estimating the standard rates of return:
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b)

By assuming that the standard rate of return is constant and equal to the
average rate of return of the particular asset. This approach can be de-
scribed by the Constant Mean Return Model [MacKinlay, 1997, p. 17];
By utilizing the market model? that relates the return of a given security
to the return of a market portfolio R,,, (which consists of all assets in
a given market, weighted by their respective market caps). Market model
assumes that the relation is linear and constant:

R/,; = az‘ + :Bz'Rm,; + 8;‘,; (2)

Hence, given the above model, the abnormal rate of return of the i-th

asset can be described as:

A

81’,1’ = Rz’,‘r _dj _ﬂiRm,r (3)

Estimation and testing. After choosing the appropriate model its pa-
rameters need to be estimated in order to calculate the standard and ab-
normal returns. Most of the time a period ranging from just over a doz-
en to over 200 days is chosen for the estimation of the parameters of
the model. This period is called the estimation window and should ex-
clude the event window, so that the event would not affect the parame-
ters of the estimated model. Subsequently, a test needs to be established
for measuring the statistical significance of abnormal rates of return.
Usually the null hypothesis, being verified, states that there is no signifi-
cance of cumulated (summed) abnormal returns from the event window

(from day 7, to day 7,:CAR,(7,,7,)= Zzzéir ), with the alternative hy-
pothesis of cumulated abnormal returns significantly different from zero:
H,:CAR=0 H _,:CAR#0 “)

Results and conclusions. The results are usually presented in an aggre-
gated form, including reactions from all shates in the chosen group of
companies. Ideally, the event study would explain the mechanism of the
influence of a specific event on the prices of shares. However, results
obtained should always be analyzed including other possible events that
may have occurred during and before the studied period.

For more detailed descriptions see [Cambell et. al., 1997, chapter 4]. After cle-

arly defining the event that is the topic of the study, an adequate period (event win-
dow) for which the influence of the event on the prices of shares will be analyzed,
should be chosen. The event window can begin before the event date and may end
after it. Only after that the estimation window for the model is chosen. It should
not ovetlap with the event window. Abnormal rates of return (rates of return in ex-
cess of normal rates of return as determined by the model) are interpreted as the
measure of the events influence on the company’s market value. This methodology

2 This form of a market model is a single factor model that does not require the assumption of

lack of autocorrelation of the random component [See: Elton, Gruber, 1998, p. 178].
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of event study assumes that the event is an external factor with regards to the chan-
ge in the stocks prices. In other words, the event causes the change in the valuation
of the company, what is considered to be a correct assumption for most cases
[Cambell et. al., 1997, pp. 157-158].

A more complex model can also be adopted for event studies, for example models
based on CAPM or APT. It is not entirely clear whether or not such approach is more
advantageous, given among others studies on time variation of the beta factor [Fiszeder,
Mstowska, 2011, p. 204]. A parametric test desctibed by McKinley [MacKinlay, 1997,
p- 24] can be used in order to verify the influence of announcement and execution of
stock-split on the prices of shares. Given the null and alternative hypotheses specified
in (4), the test will utilize the following statistic [Campbell, Lo, MacKinlay, 1997, p. 162]:

CAR(t,,7,)
Ji= —~ N0 ®)

[0 (c,,75)]2

- n
Where: CAR(z,,7,) = %ZMR[<11’TZ) is the average of cumulative abnormal
i=1
returns. This distributional result is asymptotic and requires a large sample of events and
is not exact because of the estimator of the variance in the denominator. J; gives equal
weight to all securities.

A second approach gives greater weight to the securities with lower abnormal
return variance using the so called standardized cumulative abnormal returns (SCAR).

SCAR(t,,7,) can be defined as the average CAR over # securities from event time

T, t0T,:
— 1 & CAR,
SCAR<71>72):_ZM ©)
nia 0,(71,75)
In this case the test statistic has the following form:
1
L,—4))?
J.= [%J SCAR(7,,7,) ~ N(O,D )
1

where: L is the size of the estimation window. Those tests assume normally distributed
data, which is not always true for market returns. If the null hypothesis gets rejected,
then the cumulated abnormal return is significantly different from zero, what indicates
that the influence of the event on the prices of shares is statistically significant.

3. Legal regulations regarding stock-splits in Poland

The Code of Commercial Companies (CCC) [Dz. U. z 2000 Nr 94, poz.1037] states,
in article 333 § 1, that shares are indivisible. It means that shares cannon be divided
into parts neither by the sharcholder nor by the company. This restriction renders
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the division of a share as a security null and void, along with the division of rights
incorporated in equity shares.

There is a distinction between dividing shares and decreasing their nominal value,
what increases the number of shares in circulation. Such ‘division’ is possible as long
as it does not result in the situation when the same set of stocks has different nominal
values. Such procedure, when the nominal value of shares is decreased alongside an issue
of new shares is called the stock-split. Splits are carried out in public companies. CCC
does not explicitly regulate the procedutres for carrying out a split. In order to determine
the correct legal procedure for carrying out a split, one must consider regulations from:
the CCC, law on public companies [Dz. U. z 2009 r. Nr 185, poz. 1439], and the provi-
sions of the regulations of Central Securities Depository of Poland (CSD) and the Stock
Market (in the case of this study the WSE).

Due to CCC regulations on changes in the nominal value of shares, a split requires
a change in the companies’ articles of association. “Split can be made only by changing
the articles of association involving a change in the structure of joint-stock. This change
should involve all shares issued by the company” [Opalski, 2010, p. 240]. This re-
quirement is a consequence of articles 302 and 304 § 1 point 5 of the CCC. The former
article states that the share capital of a joint-stock company is divided into shares with
equal nominal value, the latter article states that the number of shares and their nominal
value is determined by the articles of association. Hence each change in the nominal
value of shares requires a change in the articles of association. According to the atticle
430 § 1 of the CCC, a change in the articles of association may only be made through
a resolution of the shareholders general meeting (SGM). The proposed change in the
articles of association should explicitly state the new amount of shares and their new
nominal value.

According to the law on public companies, every public company is required to re-
lease information to: the Polish Financial Supervision Authority (PESA), the company
operating the regulated market (in this case the WSE), and the public. The scope of the
information that needs to be released is set by the regulation of the Minister of Finance
[Dz. U. z 2009 Nr 33, poz. 259]. The company is required to release information on
every change made in the articles of association, in the form of current reports. Apart
from the current report the company needs to submit relevant proposals to the WSE
and the CSD. Since a change in the articles of association is necessaty to catry out a split,
the company is required to inform the public and its” shareholders about the split for
the first time when the SGM resolution is passed. Hence for the purpose of this study
the date of the SGM at which the split is announced is assumed to be the actual date of
the announcement of the split.

The next step in caring out a split is to submit a request to the CSD to exchange
shares due to their new nominal value. Management board of the CSD adopts a re-
solution in which it establishes the day of the split and the new share code. According
to the regulations of the WSE, the company should inform the WSE about the change
in the nominal value of shares immediately after registering the change in the articles of
association. Later it should deliver the resolution of the CSD management board which
sets the day of the split. Shares with old nominal value are listed at the stock market for
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the last time at the last session before the split. It is however possible to suspend the
trading of shares for a short period of time preceding the split day on a company’s re-
quest.

4. Previous empirical research on stock-splits

According to the theory of finance, the nominal level of share prices should have no
impact on investment decisions. Despite that, the topic of the impact of stock-splits on
the prices of assets was researched extensively, even on mature markets. Stock-split
means that the number of shares is increased with a corresponding proportional change
in the nominal price, so that the overall market value remains unchanged. The opposite
of a split is a reverse split, in this case the number of shares is decreased, for example
a shareholder may receive one new share for each two previously owned shares. The aim
of a reverse split is to increase the price of a single share, without a change in the market
value of a company and is often carried out in order to conform with the quantitative
requirements of the stock exchange [Martell, Webb, 2005]. It seems as though the stock-
-split should be a procedure that has no impact on investors attitudes. However some
studies indicate otherwise.

An extensive study of 622 companies and 940 splits from a period ranging from
January 1927 until December 1959 was carried out by Fama, Fisher, Jensen and Roll
(FFJR). According to the authors, splits were catried out in periods when the price of
the particular shares grew faster than the prices of other shares listed on the market.
71,5% of all splits were followed by a higher increase in dividends then in other com-
panies. Hence a split could have been perceived as an indication of possible future in-
crease in the dividends. The impact of a split is most apparent in the period preceding
the division. Results obtained by the authors show that in the period from the an-
nouncement of the split (for example six months before the event) until the month in
which the split is carried out (month 0’) the cumulated abnormal rate of return aver-
aged 12,96 percent. In their conclusions authors focused mostly on long-term behavior
of prices, somewhat omitting this anomaly. In the cases when after the split was carried
out there was a decrease in the dividend usually the prices would drop to the level from
before the split, what can be considered as an argument for market effectiveness. The
authors were criticized for the use of monthly instead of daily rates of returns, and for
setting the month of the split as the event date instead of the day in which the split was
announced or carried out [Haugen, 1999, p. 745].

Many studies on the topic of splits on the United States stock markets were carried
out. Those include: Grinblatt, Masulis and Titman [Grinblatt, Masulis, Titman, 1984,
pp. 461-490], McNichols and Dravid [McNichols, Dravid, 1990, pp. 857-879], Brennan
and Hughes [Brennan, Hughes, 1991, pp. 1665-1691], Ikenberry, Rankine and Stice
[Ikenberry, Rankine, Stice, 1996, pp. 357-375], Ikenberry and Ramnath [Ikenberry,
Ramnath, 2002, pp. 489-526], and Byun and Rozeft [Byun, Rozeff, 2003, pp. 1063-1085].
Relatively little studies focus on markets outside of the US, for example for the Canadi-
an market: Kryzanowski and Zhang [Kryzanowski, Zhang, 1993, pp. 57-81], for Swiss
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market: Kunz i Rosa-Majhensek [Kunz, Rosa-Majhensek, 2007] and for the German
matket: Wulff [Wulff, 2002, pp. 270-297].

In the academic literature, the effects of splits are being explained in a couple of
different ways. The most famous explanation is the information function of the split
according to which, splits are announced in order to signal good perspectives of the
company to the shareholders and to attract the attention of market analysts and po-
tential investors. That function may be especially important for less known compa-
nies as indicated by Brennan and Hughes [Brennan, Hughes, 1991, pp. 1665-1691].
Conclusions of Brennan and Hughes partially explain motifs of caring out splits,
however, as mentioned in Angel [Angel, 1997, pp. 655-681], it is unlikely that large
companies would need to acquire investors attention in that manner. A similarly
popular intention for catrying out splits is the desire to increase the liquidity of
shares when their market price becomes too high for smaller investments. This ex-
planation is put forward (among others) by: Copeland [Copeland, 1979, pp. 115-141]
and Conroy and Harris [Conroy, Harris, 1999, pp. 28-40].

The liquidity motive is related to the optimal price range and tick size. According to
some managers, stocks within the optimal price range sell better, hence splits can be
utilized in order to decrease the price of shares when they rise above the higher bound
of the optimal price range. When the price drops below the lower bond a company can
carry out a reverse split. Tick is the lowest possible value by which a shares price can
change as a result of transactions. Ticks can be expressed as percentages of current
stock prices and as such are important for shares liquidity [Gurgul, 2012, pp. 136-137].

Studies of mature markets indicate conflicting findings on the behavior of tran-
saction volumes in response to market splits. Some authors like Lakonishok and Lev
[Lakonishok, Lev, 1987, pp. 913-932] indicate that the announcement of splits is an
important factor that generate an increase in the amount of market transactions;
others like Conroy, Harris and Benet [Conroy et. al., 1990, pp. 1285-1295] observe
a decrease in the volume of transactions as a result of splits. According to a study on
the Polish stock market, conducted by Bejger [Bejger, 2001, p. 314], more than 70%
of managers that carried out a split, indicated that the optimum price range and li-
quidity were the most significant reasons for it. Only 14% of managers responded that
the split was a means of conveying positive information about the company.

Bejger’s is one of the first studies on the topic of splits on the Polish stock market.
The results obtained by the author indicate that companies share price policies do affect
investors decisions. The main reasons for carrying out splits in Poland are: the increase
in liquidity and the existence of an optimal tick size relative to the price of the share.

A study on abnormal returns as a result of splits was carried out by S. Buczek, it was
based on the prices of shares of five companies (Farmacol, Getin, Mieszko, Boryszew
and Sanwil) in the period 2003-2005. Because of a relatively small amount of splits
in the studied sample the author included in his analysis, the so cold quasi-splits.
Quasi-splits occur when a company issues a large amount of shares with a price
equall or very close to the current market price. Author did not conduct an aggre-
gated analysis, instead of that he carried out the study on case-per-case basis. Ac-
cording to the study, it is possible to obtain abnormal returns by investing in shates



Stock Market Reactions to the Announcements... 41

before the split day and in case of quasi-splits before the issue of rights. Buczek also
points out an increase in the volume of transactions on the day following the split
relative to the average price before the split. According to Buczek those findings are
contradictory of the efficient market hypothesis and violate the semi-strong form of
market efficiency [Buczek, 2005, pp. 128-138].

An extensive research on the topic of splits on Polish stock markets was done by
H. Gurgul, for the period of 1995-2005. The author based the research on 11 cases of
split announcement and on 17 cases of splits. The average abnormal return on the
day of announcement was equal to 2.409%. A market reaction can also be observed
2 days before the announcement of the split, the abnormal return on that day is equal
to 2.713% and is statistically significant at a 95% confidence level. The day of execution
of the split and its neighboring days do not exhibit any statistically significant abnormal
price patterns. In order to verify the results the author utilized a nonparametric test
based on ranks (Corrado test) and additionally bootstrapping techniques. The results of
those techniques correspond closely to the outcomes based on the analysis of stu-
dent-t statistics.

Previous research of Jamr6z [Jamrdz, 2011, pp. 153-161] indicate that the anno-
uncement of split do not influence the shares’ price significantly. Execution of splits on
average results in negative rates of return, what may indicate an irrational reaction of the
investors. The author noted the effect of split announcement noticeable two days be-
fore the split announcement (what corresponds to the findings of Gurgul) and an effect
of split execution noticeable three and one day before the actual day of the split. In the
analyzed period it was possible to obtain abnormal rates of return in the case of
small and medium companies. However, taking into account the transaction costs
of stock operations, obtaining extraordinary profits might not have been possible.
Hence splits may not pay an important role in investors decisions.

Results obtained by Fiszeder and Mstowska indicate positive and negative abnormal
return rates two days before and two days after the announcement of the stock-split
respectively. The effect on the day of announcement was positive but very minor.
In the case of the execution of the split, abnormal returns were not significantly dif-
ferent from zero but for the third day after the event when they were negative
[Fiszeder, Mstowska, 2011, p. 209].

5. Empirical results

Research in this paper was carried out based on the announcements and execu-
tions of stock-splits and reverse stock-splits from the period: 1-January-2004 — 30-
September-2012 by companies listed on Warsaw Stock Exchange. In the analyzed peri-
od there were 62 instances of stock splits (including reverse splits). The following 8 in-
stances of splits needed to be excluded from this study, due to insufficient data in the
estimation window before the announcement of the split: Krosno — July 2005, Estaroil
— November 2006, Kruk — June 2007, Famur — August 2007, Pemug — September 2007,
Herkules — February 2008, Zremb — October 2008, and Chemoservis — November 2009.
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Three additional cases were also excluded due to irregular patterns in prices in the stud-
ied period that could not have been the results of stock-splits, those were: Mewa — No-
vember 2011 and September 2009, and Wikana — October 2011. The study covers 45
instances of splits and 6 cases of reverse splits (see table 1.). The study utilizes the
methodology of event study. Data on splits was obtained from the BOSSA3 brokerage
of BOS S.A. Stock prices and other information were obtained from the following
websites: www.stooq.pl, www.gpwinfostrefa.pl, and www.money.pl. The estimation
window (Li) was set at 250 days preceding the event window and it was repeated for
different lengths of the event window ranging from two days to sixteen days. A relative-
ly long estimation window was chosen because of the properties of test statistics, which
are only asymptotically normal, hence a large window allows to utilize the central limit
theorem. There are some analytical methods of choosing the length of the event win-
dow see [Gurgul 2012 p. 39]. In this study a number of event window lengths were
chosen in order to capture possible differences in obtained results. In each case the
study includes the event of a split and the event of split announcement. Standard rates
of return were determined by the market model as described in (2). Returns on WIG
index were used as a proxy for market portfolio returns (R,,). All returns were daily log-
arithmic returns. The software used was MS Excel and Mathworks Matlab.

TABLE 1.
Splits and reverse splits carried out on the WSE in the years 2004-2012 (62)

. . Market cap. on
Split Split Split the day of the .
Company size announceme . . Business sector
) ot execution split (mln of
PLN)
Boryszew 10 20.08.2004 05.11.2004 23006.8 Metal industry
Sanwil 30 09.12.2004 17.01.2005 61.1 Textile industry
Duda 10 18.01.2005 31.03.2005 604.9 Food industry
Krosno 10 12.04.2005 01.07.2005 294.5 Glassware production
Enap 7 12.01.2005 15.07.2005 7.1 Construction industry
Stalprofil 10 29.03.2005 15.07.2005 159.3 Wholesale
Grajewo 8 24.05.2005 30.09.2005 1290.2 Wood industry
Cersanit 10 13.05.2005 17.11.2005 1848 Building materials
Lubawa 10 01.02.2006 10.03.2006 233.5 Light industry
Bioton 5 18.05.2006 | 26.06.2006 4686.7 Pharmaccutical
industry

Kopex 10 20.06.2006 01.08.2006 437.6 Industrial machinery
Echo 4 08.05.2006 02.08.2006 308.7 Housing developer
GTC 10 26.04.2006 09.08.2006 6628.2 Housing developer
Apator 11 28.02.2006 21.08.2006 734.1 Industrial machinery
Wikana 30 25.05.2006 25.08.2006 45.4 Light industry
LZPS 6 30.05.2006 07.09.2006 48.2 Light industry
Mediatel 5 22.08.2006 30.10.2006 60.4 Telecommunications
Elstaroil 10 31.05.2006 03.11.2006 721.7 Food industry
Efc‘frg"mom 10 20.062006 | 28.12.2006 176.2 Construction industry
TVN 5 06.11.2006 29.12.2006 8553.4 Mass media
PC Guard 100 15.12.2006 25.01.2007 181.1 IT
IDM 10 07.11.2006 08.02.2007 916 Financial services

3 http:/ /bossa.pl
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Bytom 10 12.03.2007 25.05.2007 35.7 Light industry

Fon 5 15.02.2007 | 04.06.2007 59.7 Other non-financial
services

Kruk 11 20.03.2007 25.06.2007 641.3 Retail

Famur 107 29.05.2007 02.08.2007 2696.4 Industrial machinery

Pepees 100 18.05.2007 27.08.2007 230.5 Food industry

Impexmetal 25 22.05.2007 06.09.2007 2305.9 Metal industry

Vistula 10 30.05.2007 07.09.2007 1259.5 Retail

Polimex- 25 04.06.2007 | 20.09.2007 4857.2 Construction industry

Mostostal

Pemug 10 29.05.2007 24.09.2007 74.1 Construction industry

Synthos 67 14.09.2007 15.11.2007 2117.2 Chemical industry

Mewa 20 23.10.2007 22.11.2007 64.6 Retail

Echo 10 26.09.2007 02.01.2008 3355.8 Housing developer

Fon 10 22.09.2008 | 09.01.2008 89.6 Other non-financial
services

ATM 8 18.10.2007 10.01.2008 248.4 IT

Elkop 29 12.12.2007 01.02.2008 57.9 Construction industry

Herkules 5 08.11.2007 21.02.2008 203.9 Construction industry

Stomil Sanok 10 28.12.2007 22.02.2008 441.6 Automotive industry

Inwestcon 2 15.11.2007 22.02.2008 68.7 Other services

ATM Grupa 20 03.12.2007 14.03.2008 596.8 Mass media

Elzab 10 21.11.2007 30.04.2008 80.5 IT

Asseco 10 11.01.2008 | 07.05.2008 697.6 IT

Slovakia

ZTSERG 5 08.04.2008 | 02.07.2008 23.2 Manufacture of
synthetic materials

Tell 5 16.05.2008 08.08.2008 63.5 Retail

Zremb 100 25.06.2008 01.10.2008 26.7 Industrial machinery

Coliana 20 25.06.2008 14.11.2008 226.4 Food industry

FON{t 01:50 27.03.2008 | 03.06.2009 223 Other non-financial
services

Izolacja 30 25.06.2009 28.09.2009 14.7 Construction industry

PC Guard} 1:100 07.07.2009 12.11.2009 25.4 1T

Chemoservis 5 24.09.2009 24.11.2009 123 Machine industry

Elkopt 01:50 28.12.2009 16.04.2010 233 Construction industry

Sanwilt 01:20 02.09.2009 14.05.2010 38.1 Textile industry

Mewat 1:106 15.02.2010 02.09.2010 19.1 Retail

Suwary 5 24032011 | 26.04.2011 774 Manufacture of
synthetic materials

Mennica 10 22.03.2011 30.05.2011 663.1 Metal industry

Wikanat 01:10 29.06.2011 31.10.2011 121 Housing developer

ING BSK 10 24.10.2011 18.11.2011 10121.8 Financial services

Lentex 5 25052011 | 22.11.2011 2515 Manufacture of
synthetic materials

Unicreditf 01:10 15.12.2011 30.12.2011 57895.5 Financial services

Plastbox 5 31032012 | 18.05.2012 1022 Manufacture of
synthetic materials

Herkulest 01:05 22.06.2012 19.09.2012 49.9 Construction industry

Cells in grey indicate splits that were excluded from the study as described above.
T indicates a reverse split.

Source: own elaboration based on: http://www.gpwinfostrefa.pl, http://www.money.pl,
http://bossa.pl, http://www.stooq.pl, tetrieved at: 04.05.2013.
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Initial results are presented in graphs 1 — 4. Graph 1 shows the average abnormal re-
turns and average cumulative abnormal returns for the event of split announcement for
the data excluding the reverse splits. Graph starts at 5 days before the event and ends 10
days after the event. Graphs 2 — 4 are analogous to graph 1 and present: the event of
execution of splits (without reverse splits), the event of reverse split announcement (only
reverse splits), and the event of the execution of reverse splits, respectively.

The average abnormal returns for the announcements and executions of standard
(non-reverse) splits presented on graphs 1 and 2 seem to be of negligible size. What
seems surprising is the fact that average abnormal returns exhibit a higher absolute val-
ue before the event of split announcement than immediately after (see graph 1). This
may indicate that a significant number of traders posses the knowledge of the upcom-
ing split announcement in advance other explanation might be that an increased num-
ber of transactions is taking place due to the upcoming SGM. Either way the alternating
pattern of positive and negative abnormal returns suggests that obtaining abnormal
profits before the stock-split announcement would be very hard if not impossible. After
the event of split announcement, abnormal returns stay very close to zero suggesting
that there was no impact on trading patterns of investors. The situation seems similar to
the event of split execution, although abnormal returns exhibit similar sizes prior and
after the event. There is, however, a no negligible average abnormal return, one day be-
fore the split of 2.46%. Because the date of split is publically known in advance it is not
unlikely that all trading strategies that are suppose to exploit the event would be ex-
ecuted before it. However, given the efficient market hypothesis, all information should
be incorporated into the stock prices without any delay, hence the 2.46% spike might
be attributed to some irrational behavior pattern of investors. However the size of the
apparent anomaly is small enough that it can be discounted as a random outcome in the
sample. The relatively big negative average abnormal return at day 5 after the event is
unlikely to be an outcome of the split.

The situation is significantly different with reverse splits. There seem to be a similar
pattern in abnormal returns before the event of announcement (alternating positive and
negative abnormal returns of modest size), but the reaction on day one after the an-
nouncement is very big with the average abnormal return of over 15%. It is important
to remember that stock splits are often carried for the so called penny stocks (stocks
which market value is very small, in this case below PLN 1), at which point the size of
the tick becomes an important factor. In fact only one of the instances of reverse splits
in the data was not a penny stock (Unicredit). Three companies Elkop, PCGuard and
FON had their share prices at a crucial point of PLN 0.01 prior to the reverse split.
Since stock prices cannot drop below the value of 0.01 one might expect a negative re-
turn after the reverse split is carried out.

Therefore, the positive reaction after the announcement of the split seems
counterintuitive but in this case it was influenced by just one big daily return of
100% on FON shares (a jump in price from PLN 0.01 to 0.02). Still this may be
considered irrational behavior by the investors to pay a premium price on a penny
stock that is due to be the subject of a reverse split. The overall long term average
CAR after the announcement event is negative.
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GRAPH 1.
Average ARs and CARs, announcement of a split (without reverse splits)

0,02 ]

0,015

x-axis — number of days before/after the event, y-axis — average CAR/AR.

Soutce: own elaboration.

GRAPH 2.
Average ARs and CARs, execution of a split (without reverse splits)
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Average AR~ emmpmmm Average CAR

x-axis — number of days before/after the event, y-axis — average CAR/AR.

Soutce: own elaboration.
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GRAPH 3.
Average ARs and CARs, announcement of a reverse split
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0,1

Average AR~ =t Average CAR
x-axis — number of days before/after the event, y-axis — average CAR/AR.

Soutce: own elaboration.

GRAPH 4.
Average ARs and CARs, execution of a reverse split

0,15 1

Average AR~ emmpmmm Average CAR

Graphs 1 — 4, x-axis — number of days before/after the event, y-axis — average CAR/AR.

Source: own elaboration.

Tables 2 — 4 summarize the outcomes of the statistical tests as specified in (5)
and (7). Tests were cartied out in each case (standard/reverse splits, announce-
ment/execution) for ten different time ranges. In the case of standard splits tests
show no statistically significant reaction to stock-splits or split announcements in
the prices of shares. This suggests that investors do not make investment decisions
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based on stock-splits what is consistent with the theory that a split is perceived as
a purely technical procedure. The event of reverse split execution also seem to have
no statistically significant impact on the prices of shares. The situation is different,
however, in the case of reverse split announcement. On several occasions, both in
short and long time ranges, the second test showed a significant reaction in the sha-
re prices as a result of reverse stock-split announcement. To a certain extent this
may be accredited to larger nominal returns as a result of a larger ticker relative to
the prices of shares, however, this cannot account for the entirety of the results, es-
pecially as there is no similar reaction to the split execution.

Hence it is safe to conclude that WSE investors do react to the event of a reverse
stock-split announcement. In 4 out of 5 time ranges in which the test indicated signifi-
cance. The reaction was negative. A reverse split event is different from a split event in
that it allows the prices of some securities (those whose value is close to the ticker size)
to drop below their current value, hence this negative reaction might be perceived as ra-
tional behavior. Because the date and size of the reverse split is known at announce-
ment. The reaction at execution is not big.

TABLE 2.
Test results (excluding reverse splits)
Announcement Execution
time
range sta{ilstic Ja statistic sta{ilstic Ja statistic
(T1,T)
0,1) 0.108 0.724 -0.146 -0.976
0,2) 0.054 0.360 -0.160 -1.066
0,3) -0.013 -0.087 -0.138 -0.924
(-1,1) 0.035 0.236 0.074 0.500
(-1,2) -0.023 -0.153 0.084 0.562
(-2,2) 0.078 0.526 0.061 0.414
(-3,3) -0.039 -0.261 0.067 0.453
(-4,4) 0.008 0.058 0.120 0.804
(-5,5) -0.105 -0.701 0.031 0.209
(-5,10) -0.126 -0.843 0.035 0.237

Soutce: own elaboration.
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Test results (reverse splits only)

Announcement Execution
time
range J.1 . J 2 J . J2 statistic
statistic statistic statistic
(1,79
©,1) 0.229 1.679%%* -0.198 -0.483
0,2) 0.086 0.635 -0.263 -0.641
(0,3) -0.635 -4.649%*%* -0.296 -0.723
-1,1) 0.140 1.027 0.256 0.626
(-1,2) 0.012 0.094 0.160 0.390
(-2,2) 0.108 0.794 -0.195 -0.475
(-3,3) -0.803 -5.876%*%* -0.214 -0.521
(-4,4) -0.763 -5.583%%* -0.152 -0.372
(-5,5) -0.875 -6.407%*%* -0.229 -0.560
(-5,10) -0.242 -1.770 -0.118 -0.289
statistically significant at level * 0.1; ** 0.05; *** 0.01.
Source: own elaboration.
Test results (all data)
Announccment Execution
time
range Ji statistic | Jo statistic | Jj statistic | J statistic
(11, ©2)
©,1) 0.135 0.964 -0.149 -1.058
0,2) 0.058 0.419 -0.171 -1.215
0,3) -0.101 -0.717 -0.168 -1.194
-1,1) 0.051 0.366 0.107 0.767
-1,2) -0.021 -0.148 0.098 0.703
(-2,2) 0.070 0.498 0.010 0.076
(-:3,3) -0.144 1.021 0.003 0.022
(-4,4) -0.108 -0.768 0.047 0.335
(-5,5) -0.195 -1.384% -0.033 -0.238
(-5,10) 0.009 0.069 0.009 0.069

statistically significant at level * 0.1; ** 0.05; *** 0.01.

Soutce: own elaboration.

TABLE 3.

TABLE 4.
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6. Conclusion

Event study statistical tests show a general picture of rational approach of investors
toward events related to stock-splits on WSE. On closer inspection of the data, one
might find some patterns that might suggest a certain level of irrational behavior, ho-
wever the scope and size of those anomalies is relatively small. In general, the study shows
no statistically significant reactions in stock prices to the events of: split announcement.
split execution and reverse split execution; and a statistically significant (mostly negative)
reaction to the event of reverse stock-split announcement. Those outcomes can be con-
sidered as evidence of rational behavior of investors and are consistent with semi-strong
form of market efficiency. It is important to consider the limitations of the approach.
The biggest drawback is the assumption of normally distributed market returns which is
not always true for the real-life market data. Because of that it might be reasonable to
complement the outcomes of this study with non parametric tests.

Due to changing regulations on penny stocks at financial markets one might
expect that there will be more events of reverse stock-splits in the future. This will mostly
affect companies of medium and small sizes. Because reverse stock-split have some
crucial differences from regular splits, this is a potentially interesting area for future re-
search Authors plan to expand this study in the future with a wider scope of econome-
tric and statistical tools.
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Summary

The article addresses the issue of the international technology transfer (ITT) process. For most of
the countries the ITT remains the main mechanism supporting the technological progress of the
economy. Along with the growing importance of knowledge in every economy, technology diffusion
taking place due to the ITT takes on a great and potentially even greater economic significance. How-
ever, there is no unified complex index of the process, which would indicate its scope and dimension
in particular economies. In order to investigate the size of the process, a row of the following single
measures are usually applied: the value of the FDI inflow into particular economy, the volume of im-
ports, the value of the acquired intellectual property, the number of the patent application forms sub-
mitted by the foreign entities. Of the great importance is to analyse all aforementioned channels and
estimate their value in different economies. To compare the process on the global scale, it is reasona-
ble to evaluate the particular variables in relation to the GDP value in different countries individually.
It would also allow to demonstrate the degree, to which the economy depends on the foreign tech-
nology.

Key words: international transfer of technology, international trade, foreign direct investment

1. Introduction

With the dynamic development of technology in the fields of telecommunications,
information and transport, which allows fast and constant knowledge spread, inter-
national technology transfer is to be considered an important economic process. It
plays a key role in technological progress of the developing countries as well as in
the economic growth of the developed countries. The significance of ITT is extremely
substantial in case of technologically advanced economic sectors [Xiaolan, Pietrobelli,
Soete, 2011, p. 1200]. It is related to much higher costs of developing technical ad-
vanced knowledge rather than its transfer. Foreign technologies are estimated to
generate 90% growth of productivity in most economies [Keller, 2004, p. 752]. The
influence of ITT on domestic productivity is therefore greater than the effect of
domestic technology on this variable. The ITT impact on the economy is also visi-
ble through its effect on domestic investment processes. It occurs due to actions
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undertaken according to economic policy pertaining development of the domestic
innovation system [Xiaolan, Pietrobelli, Soete, 2011, pp.1204-1212] e.g.: through in-
creasing expenditure on the R&D and investing in human capital development. Ac-
tions as such are indispensable in order to achieve proper ability of foreign tech-
nology absorption along with its functioning well in growing competition.

Available domestic and international literature analyses the ITT process considering
it mainly only through single technology transfer channels, especially direct foreign in-
vestments and trade values. There is little attention paid to creating complex index
which could be used in international comparisons. The following approach prevents
from evaluating the I'TT process as a whole and to define its real scale in economy. Due
to lack of universal and complex ITT rate, its comparison on international scale and
research concentrating on its determinants proves to be impossible. Taking it all into
consideration, indication the most important and possible to measure, the ITT chan-
nels, are to be considered as study cases demanding thorough analysis.

This paper has a theoretical character and pretends to be the initiation to further,
empirical research on the I'TT measurement?. The first goals of this article is to select
the ITT channels, which should be recognised as inevitable elements of the ITT process
and at the same time are measurable using commonly available statistical data. The
second goal is to propose a way to measure the scope of the process in a particular
economy. In order to complete the aforementioned goal it is inevitable to clarify
some issues related to defining the ITT process and technology diffusion. Furthermore,
extensive knowledge being the core issue of the analysed proposes is to be discussed.
As to achieve the set goal a hypothetic deductive method together with a descriptive
and comparative analysis are to be applied.

2. Knowledge as an object of the transfer process

Knowledge should be considered a far broader term than technology. It does not
only encompass a set of techniques available at a company, but also information related
to organisation and management as well as combining technical processes [Gomutka
1998 p. 13]. Technology consists of all information required to implement the produc-
tion. This information, however, may take vatious forms of knowledge. An effective
technology transfer should include a vast scope of knowledge, especially technic-related,
defined as technology. Stores of knowledge may be classified into: codified and uncon-
fined as well as embodied and disembodied [Maskus 2004, p.9]. Furthermore, it can
be distinguished between explicit knowledge and tacit knowledge. Explicit knowledge
can be recorded and codified — taking a form of studies, analysis and products. Hidden
knowledge pertains to a scope of skills of certain people gained through experience.
Tacit knowledge does not only relate to information, but also to personal beliefs,
judgements and intuition. This kind of knowledge is strictly connected with human

2 In the future author will continue undertaken research and apply proposed measure ideas to estimate
ITT in selected economies
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capital, which remains its only carrier at the same time [Grudzewski, Hejduk 2004,
p. 78]. Therefore, technology may refer to several aspects — material and embodied
like machines and equipment, codified such as technical documentation and uncodified,
which pertains mostly to human capital. A common denominator to all kinds of
knowledge is the cost of its production or purchase [Podrecznik. .., 2006, p. 218]. How-
ever, access to technology is also available via free of charge research publications
or patent application forms. Nonetheless, stores of knowledge accessible in such forms
are usually not sufficient to implement on a market scale.

Resulting from its level of codification, a diversified character of knowledge inclines
to draw some conclusions. The level of knowledge codification determines the way
it is spread on a global scale. Knowledge appeating to be less prone to be codified is
based to greater extent on transfer through human capital migration. Higher level
of codification allows to use sales channels, or licenses. Furthermore, effective transfer
of technology solutions between business entities, especially coming from different
countries, requires transferring of knowledge of vatious kinds and levels of codification
simultaneously. Apart from the embodied knowledge transfer such as investment goods
ot the codified in form of intellectual property goods, a transfer of uncodified knowledge
should occur concurrently — by providing technical support like training courses or
temporary migration of the qualified staff [Misala, 2001, p. 198]. However, it should
be noted that a chance to codify technology only partially equals the fact that its dif-
fusion will never be complete and particular countries will always remain separated
by technology gap.

3. Definition of ITT

Domestic literature treating about the analysis of technology transfer focuses mainly
on transfer between national entities with indigenous knowledge remaining its main
subject. The existing systematics distinguish between i.e.: vertical and horizontal trans-
fer, active and passive transfer, commercial and non-commercial transfer [Matusiak,
2011, p. 301]. The division criterion used less often is the technology’s source of origin,
which pinpoints internal and external transfer. From the macroeconomic point of
view, the internal transfer takes place inside the country between domestic entities
[Poznanska, 2001, pp.72-73]. External transfer, however, where the subject of the
process remains technology originating from a country different from the receiving
one or a particular manufacturing company may be referred to as international transfer
of technology. The ITT stands for a mechanism of information transfer beyond the
country’s borders and its effective diffusion in the receiving economy [Maskus, 2004,
p. 7]. International transfer of technology takes place every time technical knowledge
becomes available in a country by means different than domestic research or gathered
experience [Misala, 2001, p. 198]. According to that, every way of obtaining access to
foreign technology by indigenous entities, including commercial or not, should be con-
sidered a channel of its transfer. Equated with every single manner of its diffusion,
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the I'TT defined as above should be, due to its uncountable ways of knowledge transfer,
regarded as a phenomenon impossible to measure.

A slightly differentiating view on the ITT process hold the international organi-
sations creating instruments of legal protection and perceiving the transferred
knowledge as an object of market transaction. In accordance with that approach,
commercialisation becomes transfer’s inextricably connected element. Enabling the
technology recipient to put it into practice should be characteristic of the transfer
[Intellectual. .., 1996, p. 12.]. United Nations Conference on Trade and Development
(UNCTAD) or World Trade Organisation both represent such approach. Within
the authority of the WTO the international agreements are made, which further regulate
the issues of investments abroad and protection of the intellectual property (The
Agreement on Trade Related Investment Measures, The Agreement on Trade Related
Aspects of Intellectual Property Rights). UNCTAD defines the process of technology
transfer as a mechanism, which effects in spreading technology based on a proper
agreement of the parties [International. .., 2005, pp. 30-31]. Thus, transfer of technology
indicates a process, which would make the results of research and development studies
available by transferring intellectual property rights in different forms.

Having considered the above, ways of transfer onto the market need to be taken
into consideration among many of the ITT channels. It would simultaneously enable
to measure the process and distinguish it from a broader economic process, that is
the technology diffusion. Analysing the possible ways of the ITT process, regarded as
an element of the diffusion process, inclines to acknowledge the following notions as
the main ITT characteristics: market-related character of the process connected with
its contractual nature and a possibility to introduce the transferred knowledge to the
market. Therefore, the ITT can be defined as a process consisting in transmitting tech-
nology, which is essential to be implemented, by means of market channels of trans-
fer. The assumed definition allows to substantially narrow the channels of international
transfer of technology and to set the borders between technology transfer, access to
widely available sources and the external effects of the process. It also underlines
the significance of the institution, especially of the legal system, in the dynamics of
the ITT process. Such approach remains coherent with the contemporary research
conducted on the transfer of technology, which classifies agreements as legal instru-
ments of technology transfer and undetlines the significance of protection of intel-
lectual property rights during the process [Szewc, Zioto, Grzeszczak 2006; Negoga-
ge..., 2004].

Technology transfer’s vast and positive influence on the economy remains im-
possible without its diffusion, proceeding until all subjects interested in purchasing
technology come into its possession. Due to non-market and informal character,
diffusion appears to be of greater economic significance than the transfer itself, which is
to be understood as a process involving only the parties of the transfer agreement.
Following this way of deduction, actions taken on a global scale such as: trade in goods
or trade in intellectual property, FDI or production cooperation — all seem substantial
as they intensify the cooperation with rich in high-tech knowledge foreign entities and
therefore become factors stimulating technology diffusion [Keller, 2004, pp. 756-759)].
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Apart from purchase of technology and cooperation in the field of innovation, open
sources of information are regarded as main types of knowledge and technology trans-
fer, which, however are not bound to market transaction. The aforementioned
means of obtaining access to knowledge simultaneously reflect the elements of spread-
ing technology globally [Podrecznik Oslo. .., 2008, p. 82], which affects the economic
growth in host countries. Thus, I'TT constitutes only one of the elements of the process
influencing the host economies. On account of the fact that it is possible to measure it
and its high level of correlation with the diffusion process, the I'TT measurement is
of great economic importance.

4. International technology transfer and technology diffusion on a global scale

It is important to note that the terms: ITT and technology diffusion are often
used interchangeably in literature and the I'TT process is identified with the dissem-
ination of innovation [Cichowski, 1998, pp. 10-11]. However, the process of transfer
needs to be cleatly distinguished from the diffusion process, which is to be undet-
stood as a supplementary benefit resulting from the transfer of technology [lnternational. . .,
2005, p. 30-31]. The process of technology transfer itself should not be equated
with its diffusion, which is a broader term.

Diffusion refers to transmitting innovation through market and non-market chan-
nels, starting from its primary application to its implementation in other countries
and regions as well as other markets and companies. The process of diffusion often
denotes something more than assimilating knowledge and technology, since busi-
ness enterprises acquire new knowledge and technology and use it for further re-
search studies and development. Owing to the process of diffusion, innovation may
undergo changes and deliver feedback information to the primary innovators [Po-
drecznik wskagnikow. .., 20006, p. 82].

Since technology cannot be fully codified and information asymmetry prevails on
the market, diffusion of technology on a global scale does not mainly perform via mar-
ket transactions, but via so called external effects (spillovers.) [Keller, 2004, p. 758]. These
effects consist in knowledge’s leaking and penetrating into domestic companies, largely
by cooperating with enterprises possessing advanced technologies. Investments pet-
formed by foreign entities are generally based on direct foreign investment. Tech-
nology’s diffusion beyond subsidiary companies encompasses co-operators and na-
tional subcontractors particulatly. It is believed that developing cooperation with local
companies and establishing a network of subcontractors and suppliers result in the
most effective diffusion [Uminski, 2000, p. 50]. Owing to that, local suppliers acquire
a chance for training, counselling and sharing license. Knowledge spillovers occurring
between subsidiatries and national companies due to technology multipliers result in re-
ducing atrears in technology in the whole business, in which the FDI had taken place.
The influence of foreign entities on the level of technological advancement of domestic
companies arise mainly owing to two phenomena: the effect of competition and the ef-
fect of spillover, which occurs due to demonstration effect [Uminski, 2000, pp. 44-49].
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The demonstration effect occurs every time an economic entity introduces a new prod-
uct, which is based on innovative technological solutions and simultaneously makes cet-
tain significant information about it widely available. Possessing even some vague gen-
eral information about the newest technological solutions stimulates competitors to ob-
tain supplementary data inevitable to create an imitation. As a result, owing to learning
by watching and reverse engineering domestic entities gain new knowledge. Addi-
tionally, the process remains stimulated by the effect of competition. National entities
aiming at fighting the competition from the foreign companies are somewhat forced to
enhance their level of innovation. Resulting from the so called external effects, among
the channels of technology diffusion, different than the effect of demonstration or ver-
tical linkages, one may appoint the labour turnover [Saggi, 2002, pp. 209-214; Hoekman,
Maskus, Saggi, 2005]. Hence, the employees, who had acquired knowledge and ex-
petience by working for companies abroad, become vehicles of knowledge for domestic
companies by changing their jobs or setting up their own businesses. Only a certain part
of the technology transfer takes place as a result of market transactions occurting be-
tween the interested parties. Some knowledge remains commonly accessible, and its
agreement does not involve any cost, ot if so, the cost is rather minor. It transpires by
obtaining knowledge from widely available sources. In accordance with some classi-
fication, these easily available, also called informal, ways of receiving access to knowledge
to some extend coincide with the external effects and encompass such channels as: ex-
change of scientific and technological staff, research and technological conferences, show
and trade fairs, education and training of foreigners, trade missions and industtial history
[Nasierowicz, Nowakowski, 1994, p. 70]. The above may be classified as non-market
channels of transfer among which one can additionally distinguish: copying, reverse en-
gineering, staff turnover, widely available knowledge in form of scientific magazines or
patent applications. The division into market and non-market ways of transferring
technology, which has been adopted as the main criteria of distinguishing the process of
transfer and diffusion, however, causes some problems. International movement of
people is often enumerated among market-related channels of ITT [Maskus, 2004; Fo-
suri, Motta, Ronde, 2001]. Whenever the following movements come as the result of
agreements between particular employers and oblige to introduce certain knowledge in-
to the company, they may be characterised as market-related transfer. Migrations of sci-
entists, students or interns, however, do not share this quality. Moreovet, widely available
statistic data allows precise and comparable measurement of the process on the global
scale. Since human capital is not only the generator, but also the transmitter of knowledge,
it can be considered, in a broader sense of the process, a channel of technology diffusion.
It remains impossible to directly measure the effects of the external market-
related channels of the transfer. Occasionally, regression analysis is used in order com-
pare the level of correlation of expenditure on the R&D of one of the examined
companies with the growth of TFP of the other company cooperating with the first
one. High level of correlation should stand for the occurrence of the technology
diffusion [Keller, 2002, pp. 120-142]. Therefore, the changes in productivity of the
companies as a result of their cooperation with innovative entities or their presence
alone may be considered a measure of diffusion. However, the measure is far from
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being perfect as it omits the endogenous efforts of the company, research studies
among them, to increase the level of productivity. Owing to the fact that it is for
the market channels of technology transfer that constitute a premise whether the
external effects have taken place or not, their size and scale can be reflected in the
intensity of the diffusion process. A strong dependence between market-related man-
ners of technology diffusion and the external effects results in measuring the scope
of ITT — the only key and possible to measure element of the technology transfer
process — which simultaneously allows to partially evaluate the diffusion process as
a whole.

5. Channels of International Transfer of Technology

Most available scholars literature does not define the process of technology transfer
explicitly, but rather indicates the manners of its occurrence [Watson, Johnstone,
Hascic, 2009]. These manners are referred to as the channels of technology transfer.
Apart from the channels, the literature also mentions the phases of the technology
transfer process. The following phases correspond with particular mechanisms of
knowledge transfer, which take place according to its level of codification. The first
phase encompasses export of innovative materials or products between the countries.
The second following phase is referred to as design transfer, which covers various
types of intellectual property rights. Finally, capacity transfer takes place, which is
strictly related to the capacity to adapt new solutions to local conditions. The last
phase consist in learning how to learn and is connected with production coopera-
tion with more technologically advanced partners.

Traditionally, channels of technology transfer were interpreted in a very narrow
manner, which would distinguish: turnover of patents, design patterns, licence agree-
ments and know-how [Stoneman 1987; Malecki 1991]. The following division, howev-
er, does not reflect the business practice, in which transter of technology and knowledge
takes place through other transfer channels.

In order to group the ITT three manners of transfer are usually demonstrated
[Haug, 1992, p. 5]. imports of machines and equipment as a vehicle of embodied
technology, acquiring intellectual property rights such as technical know-how, pa-
tent and licence agreements, and classified in this article to diffusion channels, mi-
grations of human capital as vehicles of uncodified knowledge. Analysing mecha-
nisms of I'TT the Polish literature refers to a vaster array of transfer channels [Firszt,
2007, pp.106-107]: licence operations, sales of patents, provision of know-how and
other commercial agreements, which pertain to intellectual property rights; interna-
tional trade, import of investment goods influencing production processes, import
of consumption goods being objects of imitation, direct foreign investment, by
which movement of capital is strictly related to spreading new technical and man-
agement solutions to subsidiaries located in the receiving country; joint-venture consist-
ing in common business ventures of foreign and domestic entities, international in-
dustry cooperation in the field of research and development studies. It is often the
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case that literature narrows the channels of the ITT to strictly two groups [Keller
2004 pp.752-783] the first one being investment channels and the second — trade
channels (see Table no. 1).

TABLE 1.
The channels for transferring technology to enterprises
Trade Channel Investment Channel
Direct exporting Co-production
One-off transaction Sub-contracting
Licensing Contract joint venture
Equity joint venture
Wholly owned subsidiary

Source: own, based on: [Bennett, Vaidya, 2002].

Investment channels remain of great significance as they posses a strong ability
to generate external effects. It is worth noticing that the transfer taking place within in-
ternational joint-ventures also encompasses the transfer of disembodied knowledge
[Sazali, Haslinda, Jezak, Raduan, 2010]. The significance of international M&A is al-
so underlined in the process of technology transfer. The mergers are referred to as
fast ways of acquiring technology by companies backwarded in terms of technology and
using it further to enhance the level of endogenous innovation and competitiveness
[Xiuling, Li, Huiping 2012 pp.7-12]. Nonetheless, there is some research available,
which points at low correlation of FDI with an increase in domestic companies’
productivity. It has been proved that trade, similarly to FDI, remains an important
channel of international diffusion of knowledge with its influence on the productivity
increase remaining relatively low. Information technology has been therefore acknowl-
edged as diffusion channel, which played an important role in productivity growth
in the recent years [Lei, Bang Nam, 2007].

Analysing the literature in the field of transfer channels allows to formulate a con-
clusion that major number of various forms of technology transfer may be divided
into two main groups, so called market channels of transfer. According to that, it can
be assumed that the ITT is a process occurring through market channels including
the purchase of technology by importing high-tech goods and acquiring rights to intel-
lectual property as well as through investment channels encompassing the inflow of
DFI and production cooperation.

6. Measuring ITT

The assumed definition of ITT defining it as one of the components of tech-
nology diffusion on a global scale allows to eliminate the external effects as well as
non-market technology spillovers, also called informal channels of transfer, from
the measuring process. Both, Polish and world literature does not dedicate a lot of at-
tention to issues related to synthetic measurement of the I'TT. As three main man-
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ners of indirect technology measurement one may appoint: expenditures connected
with its production (R&D), the results of its codification (patents) and the effect of
its implementation in the production process (higher productivity.) International
payments concerning patents and the level of their correlation with trade in goods
between particular countries may be assumed as one of the ITT measurements ex-
amples in a certain trade [Watson, Johnstone, Hascic 2009 pp.1-4]. A different example
of the ITT measurement attempt in a certain trade was measuring the amount of pur-
chased investment goods, that is production equipment and the level of staff re-
cruitment among foreign specialists. Necessary data was obtained from the surveys
conducted among various companies. Annual payments and incomes from the li-
cence and copyright fees are also regarded as measures of technology transfer in the
United States.

Most research, both practical and theoretical, focuses on either one or two main
channels of the transfer with FDI and trade attracting the most attention [Saggi,
2002, p. 193]. In research dedicated to measuring the transfer, Maskus analysed the
following values: the value of incoming FDI, the value of technologically advanced
imported goods, payments concerning intellectual propetty tights (technological balance
of payments.) Among capital goods, which remain substantial technology vehicles,
the following goods according to SITC methodology are appointed: capital intensive,
skill-intensive, high-technology, which all originate from the OECD of high income.
Statistic data used to measure the aforementioned values come from the UN Comtrade
database, IMF balance of payments and UNCTAD World Investment Reports
[Maskus, 2004]. The manners of foreign knowledge acquisition were analysed by
Dahlman using two channels [Dahlman 2008, 2010]: the value of FDI and technology
licensing. In the conducted analysis the mentioned values were compared with the
value of GDP of chosen countries, which allowed to compare in a relatively objec-
tive way the scope and value of the knowledge acquired from abroad with the size
of the whole economy. Research dedicated to acquisition of foreign technology by
emerging economies such as: Brazil, China, India in terms of acquiring global knowledge
the following values were analysed: imported goods as a percent of GDP, manufactur-
ing imports as a percent of the whole import trade, average FDI value to GDP
from certain years; remuneration for copyright, licence copyright fees compared to
GDP; number of high school graduates taking education abroad compared to the
number of students in the home country.

Technology balance of payment is regarded to be an indicative measure in terms
of transfer measurement, which is considered as a partial measure of technology
diffusion on a global scale. In the field of engineering the balance of payment is used
in order do asses the position each country takes in the international arena concerning
trade in intangible technology. It mainly refers to commercial transactions between
the residents of different countries pertaining mainly to transfer of technology by
means of: patents (purchase, sales, licence agreements), non-patented innovation; dis-
closures know-how, design and industry patterns, trademarks (sales, licensing, fran-
chising), technical services, R&D works and services [Matusiak, 2001]. International
technology payments are regarded as important, but not the only components of
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ITT [Madeuf, 1984, pp. 125-140]. According to OECD Handbook on Economic
Globalization Indicators [Podrecznik wskagnikow. .., 2000], the reference indicators of
international technology diffusion are the following: trade in disembodied technol-
ogy in form of patents, licences, know-how, technical support, research in the field
of the R&D (all of the above comprise the elements of technology balance of pay-
ments) as well as trade in high tech products. In accordance with the recommendation
of the TBP Manual [TBM Manual. .., 1990] the technology balance of payments does
not comprise the operations such as: business, financial, management or legal assis-
tance, advertisement, insurance, transport, films and other copyright recordings,
software etc. However, one of the disadvantages of the technology balance of pay-
ments as a measure of diffusion is the fact that over 66,6% of such transactions
take place in the framework of KNT.

The literature indicates some attempts, which have been made to establish a special
measure, ot indicator, the so called Technology Transfer Index. Its aim would be to
rate the percentage of imported technological components in the overall production
costs of certain goods, each year in a given country. A proper adjustment of the set
of goods in the suitable sectors of industry, which according to some scholars should
not be more complex than the one applied by creating the consumer price index,
would result in measuring the level of the I'TT share in the economy of each coun-
try and thereby its independence on foreign technology. A quantitative measure
constructed as such would, according to the authors, be a valuable source of in-
formation in the process of determining economic development strategy.

7. Conclusion

Based on the conducted analysis of literature and the assumed definition of the I'TT,
a way to measure the scope of the process in a particular economy may be achieved by
adding the following values: the value of the imported investment goods, the value of
the technologically advanced goods (all qualified according to SICT, CN), the value of
the technology balance of payments (OECD, Technology balance of payments, IMF
balance of payment), FDI inflow (World Bank Statistics Database, or UNCTAD). Con-
sidering the enterprise’s sector responsible for the FDI and its significance for the in-
digenous economy, the most technologically advanced channels are to highlighted. Ac-
cording to that, an industrial structure of the undertaken FDI requires further analysis.
However, the available date is not sufficient and there is are no standards concerning
the FDI classification according to particular industries, which would lead to unteliable
comparisons among different countries. The choice of the aforementioned variables is
mostly based on the widely available access to the standardized databases. Moreover,
the proposed measures reflect the key re-occurting channels of transfer. At the same
time, it is worth noticing that the value of transfer, which is a total of the three assumed
values, does not fully exhaust the whole size of the process. It omits the value of sub-
contracts concerning the production cooperation, consulting agreements and setrvice.
Moreover, the isolated value of the chosen channels without its reference to the whole
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economy does not allow to evaluate the influence it has on the domestic economy.
Comparing the size of particular channels of transfer with some of its counter indicators
in the domestic economy enables to indicate the degree of the economy’s dependence
on the foreign technology. Thereby, it will be possible to determine the degree of the
domestic technology development’s dependence on foreign sources. In order to conduct
such analysis, the following dependencies in a given periods of time may be applied:

1. the value of FDI / the value of domestic investment,

2. high-tech imports / domestic high-tech production,

3. number of domestic patent applications or/and granted / number of for-

eign patent applications or/and granted.

Comparing the above values allows to draw some conclusions concerning the
influence of the process on the domestic technology advancement, however, it does
not allow to compare it on a global scale. Therebys, it is impossible to determine the
reference between the dimension of the ITT and the economic growth rate or de-
fining the factors influencing the size and the efficiency of the process. Therefore,
the comparative studies concerning the process are of great significance. In order to
compare the ITT in particular domestic economies the chosen vatiables indicating
the technology transfer should be juxtaposed with the corresponding values of a given
economy. The following equations may be applied:

1. the value of FDI/GDP,

2. high-tech imports/GDP,

3. TBP/GDP,

4. foreign patents granted in selected country/overall number of patents granted
in selected country in a given yeat.

Changes in the size of these measures in a given period of time would allow to de-
termine their economic significance in particular economies as well as to identify the
changes occurring in the structure of the conducted process. The comparative anal-
ysis would allow further research concerning the factors influencing the occurring
changes and thereby indicating the efficient determinants of the ITT process.

Finally, it is worth highlighting once again, that the above described methods of
measuring the size of the I'TT in a given economy include a significant margin of error.
First of all, they do not take in account other than indicated market transactions con-
cerning the technology overturn. Moreover, in accordance with the assumed definition
of transfer the role of the non-market ways of technology diffusion have been omitted.
The diffusion, however, has even a greater economic significance than the technology
transfer itself. Owing to the fact that diffusion largely takes place due to the market
transactions, the conclusions concerning the scale of the process may be drawn only in
reference to the ITT size. Therefore, the attempts to measure the process gain even
more importance as it has been shown and attempted in this paper.
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THE INFLUENCE OF CHANGES IN PERSONAL INCOME TAX
REGULATIONS ON DONATING NON-PROFIT
ORGANIZATION

Summary

Each entity paying taxes would like to have real influence on the way of their allocation. Since 2004 in
Poland payers of personal income tax were able to decide about donating 1 percent of personal income tax
to a chosen public benefit organization for the first time. Since the introduction of the possibility of donating
non-profit organization (NPO) tax regulations were repeatedly modified. Did tax-payers willingly use the
ability to decide who they should donate their 1 percent of personal income tax to? In what way did changes
of tax regulations influence taxpayers’ decision? In order to answer those questions soft modelling was used,
which allowed to examine the influence of changes in regulations relating to 1 percent of personal income
tax on taxpayers’ decision.

Key words: taxpayers’ behaviuor, changes in tax regulations, 1 percent tax

1. Introduction

The initiative, which has been in force in Poland since 20042, allowing the taxpayers
to decide on what purpose 1 percent of their personal income tax will be spent is not
a novum. As eatly as in postwar years Spain and Italy permitted their citizens to donate
a part of their taxes to Catholic Church. Since 1997 by virtue of the act on public bene-
fit from 1996 Hungarian citizens were given the possibility to donate 1 percent of their
personal income tax to chosen non-governmental organization, and since 1998 they can
additionally donate 1 percent of their personal income tax to chosen church [Makowski,
2007]. Somewhat later than in Hungary in year 2000 in Slovakia there was passed an act
on individual income tax, which predicted an ability to transfer 1 percent (currently
2 percent) of taxes in aid of non-governmental organizations.

Initially in Poland, in accordance with the act, only personal income taxpayers who
individually filled in the tax form and also taxpayers paying lump sums on registered
income could lower their income tax resulting from the tax return form by amount not

1 Elzbieta Izabela Misiewicz, Ph.D. — Faculty of Economics and Management, University of
Bialystok; e-mail: elzbieta-misiewicz@wp.pl.

2 Regulations concerning subsidizing the NPO in Poland are set out in the Act of 24 April 2003
on Public Benefit and Volunteer Work (Journal of Laws of 2003 No. 96, item. 873).
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exceeding 1 percent of personal income tax and donate it to a selected NPO. Since
2007 from a taxpayer's point of view, public benefit organization's support principles
were simplified in a significant way, because having calculated 1 percent of personal
income tax the taxpayer does not have to do a transfer on his own if he puts the
counted amount, NPO name and KRS number while filling in PIT form, since it is
the Tax Office that will take care of distribution of the tax..

The aim of the article is to examine taxpayers’ reactions to changes of the 1 percent
personal income tax regulations. In order to make such analysis there was used the
soft model [Wo/d, 1980; Rogowski. 1990; Mierzyniska, 1999], which is the generalized
econometric model allowing to examine relationships between unobservable varia-
bles. The model was estimated basing on the data from the period 2003-2011 com-
ing from the Ministry of Finance.

2. Specification of the soft model

Each soft model consists of two submodels: internal and external. The first one de-
termines the scheme of dependence between hidden variables, while the second one
comprises definitions of hidden variables [Rogowski, 1990, p. 33]. The external model
desctibes trelations between unobservable variables and their indicators. Hidden vatia-
bles can be defined in two ways: deductively and inductively. In the first case it is as-
sumed that latent variable as a theoretical concept is a starting point to empirical da-
ta research, thus it is a prior indicator in relation to a given indicator. Ratios of such
hidden variables are called reflective. They are supposed to be characterized by a high
correlation between each other, because they react to changes of the same value. In
the second inductive case, there occurs transfer from observable to hidden variables,
while indicators are said to be emergent indicators [Perto, 2004, p. 137-138]. While cre-
ating models with unobservable variables, one should define connections between
indicators and theoretical variable in the first place. Making the decision concerning
choosing the type of indicators, which are included in the model, should result
from previously accepted theoretical description [Rogowski, 1990, p. 25].

Internal relations in soft models have linear characteristics. An internal model
accepted in presented analysis has got the following form:

TPD, = a,+a,CHIR, +¢, 1
where:
TPD, — tax-payers’ decision,
TRC, — tax regulations changes,
a,, o, - model parameters,
&, - random factor.

Both, internal and external model was presented on the Diagram1.
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DIAGRAM 1.
Soft model
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Source: Authot’s own elaboration

There are two hidden variables described in the model: changes in tax regulations (TRC)
as well as zaxpayers’ decision (IPD) (indicator description is included in the Table 1).

TABLE 1.
Indicators of hidden variables
Hidden variable .Syn.lb()l Meaning
indicator
Tax regulations TVA time variable
changes (TRC) new principles of obligatory regulations of 1
NRE percent personal income tax
Tax-payers’ decision POTP | the percentage of taxpayers, who declare income
(TPD) by general rules and donate 1 percent of personal
income tax
AOIN | the amount of income on the accounts of public
benefit
organizations expressed as personal income tax
percentage

Soutrce: authot’s own elaboration.

Tax regulations changes (TRC) were defined by two indicators. The one determined as
new principles of obligatory regulations of 1 percent personal income tax donated to public benefit organi-
zations (NRE) reflects tax regulations changes included in the Public Benefit Activity
and Volunteer Work, which took place in 2007. In order to grasp and picture those
changes, NRE ratio was defined as dummy variable. During the period 2003-2000,
while less advantageous for taxpayers regulations were still obligatory, the variable #ew
principles of obligatory regulations of 1 percent personal income tax (NRE) takes value '0” and '1' in
the remaining period. Another indicator, the #we variable (TVA) was expressed in years.
As a result of including this indicator in the model, apart from tax regulation changes,
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there were also caught changes occurring in economy during the examined petiod, e.g.:
inflation. Because the model was based on the data from 2003-211, the #me variable
takes values: 2003, 2004, 2005, 2006, 2007, 2008, 2009, 2010 and 2011.

Similatly to changes in tax regulations, the second of unobservable variables, that is Zax-
payers’ decision (TPD), was as well defined by two indicators: #he percentage of taxpayers who
declare income by general rules and donate 1 percent of personal income tax NPO (POTP) as well as
the amount of income on the acconnts of public benefit organizations expressed as personal income tax
percentage (AOIN).

During the first year of existence of mandatory provisions of the public benefit ac-
tivity and service act only insignificant amount of taxpayers, just 0.34 percent of entitled
to do so, decided to donate 1 percent of personal income tax to a chosen public benefit
organization. Year by year the situation improved and taxpayers were more likely to
support NPO (Diagram 2).

DIAGRAM 2.
The share of tax-payers accounting according to general rules, who sup-
ported NPO with 1 percent of output (in %)
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Soutce: [Informacja dotyczaca kwot 1% nalesnego podatken..., 2011, s. 6].

In 2000, the last year when the old rules were still valid, only about 7 percent of
taxpayers, who could reduce their taxes to donate to NPO, did it. In the following
yeat, i. e. the first year after the change of tax regulations there were nearly three times
as many taxpayers who agreed to make a donation, that is approximately 20 percent, in
2008 almost 28 percent. Since 2008 the number of tax-payers donating 1 percent of
personal income tax to NPO increases to about 5 percentage points per year. Accord-
ing to data from 2011 nearly 43 percent of tax-payers accounting to general princi-
ples donated 1 percent of personal income tax to NPO.

Similarly to the number of tax-payers accounting according to general rules, who
supported NPO with 1 percent of personal income tax, in the initial period of the
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existence of public benefit organization and service act, the share of amounts from
1 percent of personal income tax was on a really low level. In 2003 NPO taxpayers do-
nated only 0.03 percent of personal income tax. The greatest increase of the amount
constituting 1 percent of personal income tax took place right after the introduction
of new regulations 1.e. 2007 (in 2006: 0.28 percent while in 2007: 0.64 percent ). In 2011
the amount which was donated to public benefit organizations by taxpayers made up
0.71 percent of personal income tax. Shaping the share level of amount donated to
NPO by taxpayers expressed as personal income tax percentage in years 2003-2011
is pictured in Diagram 3.

DIAGRAM 3.
The share of amount donated by NPO tax-payers expressed as personal
income tax percentage (in %)
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Source: [Informacga dotyezaca kwot 1% naleznego podatku. . ., 2011, s. 6].

3. Estimation and verification of the model

The soft model was estimated by the partial method of the smallest squares, which
allows concurrent obtaining of the parameters’ assessment of the internal and external
model. As a result of estimation the following assessment of parameters of internal rela-
tions was received (estimation errors were presented in the brackets).

TPD, =+ 0.9942TRC, -398.881 R* =0.9881
0.0229) (8.8244)

Estimations of model parameters meet the expectations. The number value at
the parameter TRC is 0.9942 which means significant influence of tax regulations
changes referring to one percent of personal income tax on taxpayers’ behavior.
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In the above model the parameters are considerably non-zero and the value of
the coefficient of determination R?is 0.9881, which means a very good adjustment to
estimated values of hidden variables.

As indicators occurring in the models are reflective indicators, the analysis of
variables is done on the basis of factor loadings. These loadings are correlation co-
efficients among unobservable variable and its indicators, which were compiled in
the Table 2, in Diagram 4. and in Diagram 5.

TABLE 2.
Estimating parameters of external relations in the soft model

. . . Factor loadings
Hidden variable Symbol indicator (standard etror)
Tax regulations changes (TRC) 0.9658
VA (0.0005)
0.9661
NRE (0.0005)
Taxpayers’ decision 0.9769
(TPD) POTP (0.0063)
0.9756
AOIN (0.0071)

Source: Author’s own elaboration based on the results of soft modeling.

DIAGRAM 4.
Value of factor loadings of latent variable indicators changes in tax regulations
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0,95 0,955 0,96 0,965 0,97 0,975 0,98
Source: Author’s own elaboration based on the results of soft modeling

All ratios describing both hidden variables of this model are stimulants, so the
increase of their values causes the growth of those variables. The variable of zax reg-
ulations changes is illustrated the best by new obligatory principles of 1 percent personal income
tax actsZ ratio (0.9661) and slightly less by #me variable ratio (0.9658). The variable
taxpayers decision is strongly presented by the perventage of taxpayers, who settle up ac-
cording to general rules and donate 1 percent of personal income tax to NPO (0.9769), a bit
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weaker by the amount of sum, which was transferred to public benefit organizations' accounts
expressed as personal income tax percentage (0.9750).

DIAGRAM 5.
Value of factor loadings of latent variable indicators tax-payers’ decision

KPOPP

PWOPP

0,95 0,955 0,96 0,965 0,97 0,975 0,98

Source: Author’s own elaboration based on the results of soft modeling.

Based on received soft model estimations referring to both external and internal
relations the model was verified positively. Evaluations of models quality can also be
done on the basis of Stone-Geisser’s test, which verifies the model in terms of its use-
fulness in prediction.

TABLE 3
The value of the test Stone-Geisser general and for indicators
Symbol indicator The value of the test S-G
POTP 0.7956
AOIN 0.7372
General value of S-G test 0.7955

Source: Authot’s own elaboration based on the results of soft modeling

General value of S-G test as well as S-G values for particular hidden variable in-

dicator are greater than zero, what gives evidence of good prognostic value of the
model (table 3.).

4. Analyzed of the results

Using PLS method allows not only to estimate the relations between hidden var-
iables, but also to estimate values of those variables. As a result we receive a synthetic
variable whose values do not have substantial interpretation, but can be used in com-
parison analysis. Ratios of synthetic meter defining taxpayers decision were presented in
Diagram 6.
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DIAGRAM 6.
Values of synthetic meter
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Source: Author’s own elaboration based on the results of soft modeling.

It is necessary to remember, that the variable Zaxpayers’ decision is mirrored by two
ratios and that not only external model but the internal as well has impact on esti-
mating its value.

In the first year of the existence of the act on public benefit activity and service there
occurred the smallest over nine analysed years taxpayers’ interest in such a form of do-
nating NPO. It happened due to complication of the rules. Initially, principles relating to
supporting NPO with 1 percent of personal income tax had a form of classic tax allow-
ance. The taxpayer only after making a payment in favor of a chosen public benefit or-
ganization was able to count out not more than one percent of personal income tax.
Such a construction surely did not have a beneficial effect on taxpayers’ interest in this
kind of donating NPO. It did not only require significantly higher activity, but also
bearing additional costs and time, which had to be sacrificed in order to transfer specific
amount to NPO in a proper way. One should also remember to archive a transfer con-
firmation, because such a document needs to be shown in case of inspection. What is
more, the number of institutions having the status of a public benefit organization was
really limited, because their registration started not until 1st January 2004.

Year by year the situation was improving. Not only did more and more people make
a decision to donate 1 percent of personal income tax but there was also growth in val-
ues of donations transferred to NPO accounts. The biggest change in synthetic meter
value took place in 2007, that is right after the modification of regulations. Those
changes were mainly a result of simplifying the process of donating 1 percent of pet-
sonal income tax to NPO, because since 2007 it has been The Revenue Office, not
a tax-payer, which is responsible to transfer money specified in tax return to accounts
of public benefit organizations. Apart from urgent reaction of taxpayers to changes of
regulations regarding donating public benefit organizations with 1 percent of personal
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income tax, which took place in 2007, the years 2004 and 2008 were petiods, when the
growth of synthetic meter value defining zaxpayers’ decision was the highest. It means that
tax-payers reacted rationally to changes in tax regulations, but with a certain lag. In 2009
the value of synthetic meter was lower than in 2008, due to modifications of tax scale.

5. Conclusion

Soft modelling is one of methods used to examine relations occurring between
unobservable vatiables. Received results show a very strong positive and statistically
important dependence occurring between hidden variables. According to carried
analysis, fax regulation changes variable was affected by modifications of tax regulations
in 2007, which related to the way of changing the mechanism of allocation not direct-
ly from taxpayers but managers of The Revenue Office and with the extension of
taxpayers’ circle, who could use this form of supporting socially useful activity.

It is necessary to remember that when estimating the soft model using PLS method
there are also received estimations of values of directly unobsetvable variables, which
even though lack substantial interpretation are used in comparison analysis. Estimations
of hidden variables allowed to capture those periods, when taxpayers reacted the hard-
est on modification of tax regulations and formulating a statement that tax-payers react
to all changes rationally, but with a delay.

Bibliography

Informagja dotyczaca kwot 1% nalegnego podatkn dochodowego od 0sob fizyeznych przekazanych
organizacjom pogytku publicznego 3 rozliczenia za 2011 rok, 2011, Ministerstwo Finan-
sow, Warszawa.

Makowski G., 2007, Wiele twarzy jednego procenta, Instytut Spraw Publicznych, Warszawa.

Mierzynska D., 1999, Modele mic¢kkie w analizie porswnawezey 3togonych jawisk spofeczno
ekonomicnych, rogprawa doktorska, Wydziat Ekonomii i Zarzadzania, Uniwersytet
w Biatymstoku, Biatystok.

Perto D., 2004, Zridla finansowania rozwejn regionalnego, Wydawnictwo Wyzszej Szkoly
Ekonomicznej w Bialymstoku, Biatystok.

Rogowski J., 1990, Modele mickkie. Teoria i zastosowanie w badaniach ekonomicznych, Wy-
dawnictwo Filii UW w Biatymstoku, Biatystok.

Wold H., 1980, Soft Modelling: Intermediate between Traditional Model Building and Data
Apnalysis, Banach Centre Publication, no. 6, Matematical Statistical.



OPTIMUM. STUDIA EKONOMICZNE NR 5 (65) 2013

Dorota KOBUS-OSTROWSKA!

ENTREPRENEURSHIP IN POLAND IN TIMES OF CRISIS
AND ECONOMIC SLOWDOWN

Summary

Entrepreneurship is widely regarded as the key to economic development. In spite of the crisis is here,
more and more companies are established. The aim of this article is the answer the question: does this diffi-
cult situation trigger an entrepreneurial spirit, effectively discourage us from taking on new challenges and
make us more creative? An important factor creating entreprencurship in Poland, in times of crisis and eco-
nomic slowdown is the availability of funds for economic activity. Currently, people who want to start
a business in Poland may apply for funds from many sources. The multitude of available resources and growing
competition for their acquisition encourage creative people to create their own place in economic reality.

Key words: crisis, entrepreneurship, development, support

1. Introduction

The crisis is here, it is proved by the information provided to the public. Companies
announce bankruptcy, others, even though they do not give up, report to labour offices
that they are planning redundancies, and others who do not see chances of further de-
velopment lay off employees. The falling Gross Domestic Product rate? (since 2009)
followed by the decreased demand for many products and services® and tising unem-
ployment* are the absolute measures demonstrating the scale of the risk. It is worth
noting that only in a first quarter of 2011 the courts declared as many as 158 bankrupt-
cies in Poland.> For comparison, a year earlier in the first quarter of 2010, 168 entities

I Dorota Kobus-Ostrowska, Ph.D. — Institute of Economics, University of £.6dz; e-mail: ostrowskad@
unilodz.pl

2 GDP growth in Poland in constant prices (previous year = 100), correspondingly, 2007 — 6.8 percent,
2008 — 5.1 percent, 2009 — 1.6 percent and in 2010 — 3.9 percent, 2011 — 4.5 and in 2012 — 1.9 percent
[See: gus.stat.gov.pl, access: 02.05.2013].

3 Domestic demand in Poland, in constant prices (previous year = 100) respectively in 2007 — an in-
crease of 8.7 percent, 2008 — an increase of 5.6 per cent, in 2009 — a decrease of 1.1 per cent. And in 2010 —
an increase of 4.6 per cent , in 2011 — an increase of 3.6 but in 2012 decrease of 0.2; while respective total
consumption in constant prices (previous year = 100) changed accordingly: in 2007 — an increase of 4.6 per-
cent, 2008 — an increase of 6.1 percent, in 2009 — an increase of 2 percent, and in 2010 — an increase of
3.4 percent but in 2011 an increase of 1.6 in 2012 — an increase of 0.6 only.

4 Total unemployment rate (as at end of year) was, respectively, in 2007 — 11.2 percent, 2008 — 9.5
petcent, in 2009 — 12.1 percent and in 2010 — 12.2 percent in 2011 — 12.5 percent, 2012 — 13.4 percent.

5 At the same time, new companies and new entrepreneurs register in KRS (National Business Registet).
For comparison, only in January 2011 and only in KRS, 1,653 new commetcial companies were registered
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declared bankruptcy, i.e., 33 per cent more than in the same period of 20096, What is
more, there is a noticeable lack of stability both in relation to share prices indices and
national currency indices. Paradoxically, more and more companies are established. Why?
Does this difficult situation trigger an entrepreneurial spirit and make us more creative?
Or does it effectively discourage us from taking on new challenges and pursuing new
investment? Or maybe the crisis affects only the unprepared? So how should we behave
in times of crisis to use it for further development?
These and other questions will be discussed in this papet.

2. Entrepreneurship in theory and practice

Entrepreneurship is a concept differently understood and defined. It may be con-
sidered as:

—  the set of characteristics/behaviours that enable the creation and imple-

mentation of projects designed to achieve the intended objective,

—  the process of creating something new, valuable,

—  the type of human activity consisting in using opportunities emerging in the

vicinity [Janasz, 2004, p. 18-24].

According to J. Schumpeter entrepreneurship is expressed in constant search of new
“combinations” of factors of production. ]. Wiklund defines entreprencurship as “taking
advantage of opportunities by novel combinations of resources in ways that have
impact on the market” [Wiklund, 1998, p. 13]". Entreprencurship is manifested in:

—  deciding on the resoutces used and methods of their involvement,

—  taking risks in business,

—  initiating and implementing new technologies.

Therefore, the entrepreneur is a person “sensitive” to new opportunities, who rec-
ognizes existing opportunities. It is a creative person and always willing to take risks,
operative, able to quickly adapt to changing conditions [Matecka, 2000, p. 15].

The concept of entrepreneur emerged relatively late in the economic literature. The
terms: merchant, craftsman, farmer (J. B. Say) were more frequently used. The lack of

(limited liability companies, joint stock, limited partnerships, limited by equity, partnerships, cooperatives,
and branches of foreign companies). Apart from companies, every day, a lot of individual business-
men start their business activity registering in the National Business Register.

¢ The next months will confirm that the slow downward trend will be replaced by a strong upward
trend. Industry that stands out negatively in comparison with other sectors is, unfortunately construction,
where upward trend in bankruptcy has persisted since 2008 — reports Coface in a report on the bankruptcy
of companies in Poland in the first quarter of 2011. The difficult situation in the construction industry has
been caused by a payment gridlock, which intensifies in this sector. Many companies have troubles with the
implementation of contracts concluded in unfavorable price conditions, some of these contracts are broken
off, and some bring losses to general contractors. Delays in the execution of contracts and lack of profitabil-
ity have a direct impact on paying obligations to subcontractors and distributors of building materials. For
more see: [www.egospodarka.pl, access: 30.04.2012].

7 “Entreprencurship is defined as taking advantage of opportunity by novel combination of
resources, in ways which have impact on the market”.
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uniformed definition of entrepreneur favoured assigning different functions to an
entrepreneur. An entrepreneur was identified with a person who intends to create
a product at their own risk and for their own profit. The activities of an entrepreneur
were identified with a transfer of economic resources from areas of lower productivity
and lower income to areas of higher productivity and higher income. Adam Smith on
the other hand compared an entrepreneur to the owner or capitalist. For P.F. Drucker
an entrepreneur is someone who “shifts economic resources out of lower and into
higher productivity and greater yield” [Drucker, 1992, p. 30]. D. Ricardo saw an entre-
preneur as an entity which gains competitive advantage by the introduction of tech-
nological progress [Blaug, 1994, p. 466].

And although in theory we find many times the statement that an entrepreneur
is an integral part of each entity, what are therefore characteristics of an entrepre-
neur?

A. Gibb indicated the following attributes of an entrepreneur: “initiative, strong
persuasive powers, (...) flexibility, creativity, problem solving ability, and need for
achievement, imagination and leadership” [Gibb, in: Piasecki, 1998, p. 24]. These
features may occur with varying intensity. To a large extent they depend on conditions
in which the entrepreneur operates, but also on the reliability of suppliers, customers,
and colleagues and on the aggressiveness of competition. An entrepreneur is also
a person who not only believes that what he’s doing is right, but is also able to affect
the environment, and is the organizer and coordinator of economic resources and the
arbitrator who chooses alternative applications [Blawat, 2001, p. 77]. As the economy
was developing new features were attributed and new functions were entrusted to
entrepreneurs including the ability to:

—  acquire and motivate people,

—  organize and run economic activity,

—  introduce new innovative solutions,

—  distrupt equilibrium and create market,

—  notice opportunities not perceived by others,

—  overcome difficulties which are insurmountable for others.

An entrepreneurial attitude is characterized by initiative, activity, independence and
innovation both in personal and social life, and at work. Entreprencurship is also inde-
pendence, individual motivation, and ability to take risks. In many cases, it is an innate
trait, but it can also be acquired or even learned. It turns out that self-employment is not
only a way to make money. It is also developing of one’s own interests and passions. If
we are predisposed to run our own business, this will bring us more satisfaction than
being a full-time employee. It is important to select an area which interests us. Then we
will have a feeling that our work translates into financial results and it is not working
full-time.

Entrepreneurship is widely regarded as “the key to economic development, but also
as an impetus for new jobs” [Collins, Hanges, Locke, 2004, pp. 38-45]. Why do so many
people decide to conduct business? They may be motivated by their personal character-
istics such as resourcefulness, independence or the need for recognition and self-
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realization. Following the Polish experience, we can distinguish the following rea-
sons for conducting business:

—  favourable situation in the market,

—  unemployment and the need to find a job

—  adesire for greater independence,

—  anurge to increase their income,

—  an urge to get rich,

—  an urge to invest their own funds,

—  adesire to continue family traditions,

—  an inherited company.

Favourable situation in the market is one extetior motive, independent of man, for
setting up a business. Unemployment is a counterweight, which in many cases is not
a motivating factor, but a determining factor for the start-ups. Unemployment emerging
in a local community has forced many young, creative and energetic people to find their
“own place in the world,” understood as the creation of independent work place. It is
followed by the desire for greater independence, but also by greater responsibility for
their decisions. Two objectives can be identified in this motivation: the first is the need
to test oneself in an unassisted action, and the second ability to free oneself from the
sometimes rigid organizational structures. This independence and the ability to decide
their fate translates into financial independence. For many entrepreneurs the driving
force is the desire to increase their income and the desire to get rich [Gibb, Davis, 1990,
pp. 15-31]. The continuation of family tradition or inhetitance of a company is rarely
mentioned as determinants of activity in business life.

“Being the first” in the industry is an important success factor followed by finding
a niche market in a local or regional market. The one, who first finds a chance for
himself and combines it with skills and predisposition to connect people, increases the
likelihood of success. Still, these are the innovative ideas, and not the copied patterns,
that are in great demand. Well, with the exception of new habits we have brought from
abroad. If only these comebacks were followed by the money earned there, and lan-
guage skills, they would become a great opportunity to start and conduct business in the
country. If in addition we could spot market niches, we would have a chance to lead the
company to success. Thus, the entrepreneurship is a way of thinking and the process of
designing and developing business thanks to the ability to take risks.

3. The crisis and entrepreneurship

Let us to look at the crisis through the prism of benefits. The time of crisis is a great
moment to attract highly skilled employees. What’s more, the growing unemployment
in many regions helps employers attract workers with limited financial expectations®.
This creates not only an opportunity to reduce costs, but gives the possibility of

8 Assuming that the job seckers are not in the high-tisk long-term unemployed group and are really,
with particular qualifications and abilities, willing to work for a certain pay rate.
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providing high quality service, assuming that the entrepreneur is a strategist and in the
given circumstances, seeks to gain advantage in the market.

Another very important argument is that suppliers more willingly negotiate the pric-
es of goods or services they offer themselves. For many, it is almost a struggle for exist-
ence which drives them to make concessions, deferred payments, etc. In this context it
is worth looking at the existing situation from the perspective of an entity that in order
to maintain a positive image in the market and continue to provide services, must use
preferential payment conditions, and even strives for these conditions in various ways.
Is there another reason why the entity “does this so fervently”? Yes, there is, the situa-
tion has been strengthened by the amendment to the act on shatring business infor-
mation®. The new regulations open up for any entity the possibility of informing the
Register of Debtors of the Economic Information Office. The access to the services
provided by the Economic Information Office has also been granted to debt collectors.
The new law makes it much easier to recover late payments. Entering the debtor’s
name to the Register increases the chances of an entrepreneur and even a consumer to
recover late payments, since only when the obligation has been paid the debtor’s data
are removed from the database. This is confirmed by the fact that for the economy, es-
pecially in conditions of crisis, but not only, it is important to improve the process of
recovering late payments. Unpaid on time debts and increased overdue receivables de-
teriorate liquidity of entities. In consequence, it may lead to bankruptcy of many small
and micro enterprises!C.

Let us see how the number of self-employed changed in Poland between 2006 and
2012. The table 1. shows significant changes in the number of self-employed. The analysis
of the data allows drawing the following conclusions: in 2010, the number of self-
employed, both women and men, increased for the first time. In the context of the
global crisis, the question arises: Why has this happened? The choice of the fourth quar-
ter for the analysis is not accidental. During the analysed period, due to seasonality, the
number of businesses commenced over the year is the lowest.

Among the entrepreneurs who decide to set up a company and run business on
their own account, we can note a significant proportion of women, who in addition
to the typical entrepreneurial traits have also excellent intuition. Perhaps thanks to
the intuition the number of women who have been more and more active in busi-
ness has been constantly increasing. The CSO data shows that most women
worked on their own account in areas such as: financial activities, insurance, tout-
ism, catering and trade, health, and education. Definitely less frequently they owned
the newly created transport, industrial or construction companies. Table 2. presents
the proportion of women among the employers and the self-employed in particular
quarters between 2008 and 2012.

? The amended Act of 9 April 2010, on Disclosure of Business Information and Exchange of Econom-
ic Data [Journal of Laws No. 81, pos. 530] entered into force on 14 June 2010.

10 The situation will improve with increased effectiveness of timely payments for the goods delivered
and services rendered.
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TABLE 1.
The number of self-employed according to the labour market status 4% quarter
between 2006 and 2012.

Description 2006 2007 2008 2009 2010 2011 2012
Self-employed 2911 2942 2914 2906 3036 2969 2898
Men 1893 1928 1923 1914 1989 1964 1937
Women 1018 1014 991 992 1047 1004 961

Dynamics of change (previous year = 100)
Self-employed X 101.1 99.1 99,7 104.5 97.8 97.6
Men X 101.8 99.7 99.5 103.9 98.7 98.6
Women X 99.6 99.7 100.0 105.5 95.9 95.7
As a share of self- employed persons (%) (current year = 100)
Men 65.0 65.5 66.0 65.8 65.5 66.2 66.8
Women 35.0 34.5 34.0 34.2 34.5 33.8 33.2
Source: [Economic activity of Poland’s population. .., 2006-2012].
TABLE 2.
The number of self-employed in particular quarters between 2008 and 2012
Employers and self-employed (ths.)
Quarters Total Including employers

Total (ths) Including | Women (%) | Total (ths.) Including | Women (%)

1Q 2008 2970 1042 35.08 639 200 31.30

2Q) 2008 3032 1062 35.03 657 196 29.83

3Q 2008 2965 1024 34.54 632 186 29.43

4Q 2008 2914 991 34.01 638 193 30.25

1Q 2009 2994 1014 33.87 660 195 29.54

2Q) 2009 3035 1056 34.79 680 191 28.08

3Q 2009 2982 1035 34.71 644 193 29.96

4Q 2009 2906 992 34.14 631 190 30.11

1Q 2010 2994 1017 33.94 683 194 28.40

2Q) 2010 3005 1019 33.91 679 193 28.42

3Q 2010 2969 1026 34.56 647 185 28.59

4Q 2010 2970 1011 34.04 642 194 30.21

1Q 2011 2977 1000 33.59 662 195 29.45

2Q) 2011 2996 1007 33.61 661 197 29.80

3Q 2011 2973 1019 34.27 651 200 30.72

4Q 2011 2969 1004 33.81 651 204 31.34

1Q 2012 2955 992 33.57 623 181 29.05

2Q) 2012 2965 1003 33.82 640 189 29.53

3Q 2012 2950 989 33.52 679 216 31.81

4Q 2012 2898 961 33.16 659 207 31.41

Source: [Aktywnosé ekonomiczna ludnossi Polski. . ., 20125 _Aktywnosé ekonomiczna ludnosei Polski. . ., 2009).

Based on the data in Table 2. the following changes can be demonstrated: firstly, the
highest share of women in the whole petriod was recorded in the first quarter of 2008,
35.08 per cent, and the lowest in the fourth quarter of 2012 and amounted to 33.16 per
cent. Secondly, the proportion of women among employers is usually high in the first
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and fourth quarters of each year due to the seasonality of work of men who are em-
ployers, who in winter either suspend or close down their businesses.

Although the years 2010-2011 were characterized by a significant economic re-
covery which to a large extent translated into improvement of the conditions in which
SMEs operated, but this “momentary relief” did not last long [Raporr. .., 2013, p. 8]. In
2012, and even in the second half of 2011, there was a significant slowdown, which in
the context of assessing the profitability of conducting or even starting a business re-
sulted in a significant reduction in self-employment. The weakening of economic activi-
ty in Poland aggravated macroeconomic determinants of business. This state of affairs
was directly affected by: weak domestic demand, slowdown in exports, decline in in-
vestment and deterioration of liquidity of many companies. And thus, the weakening
consumption growth was a result of a significantly worse situation in the labour market
and the fear of losing jobs. What is more, at this time, the average employment in the
economy fell and many households were in a much worse situation with a decrease in
real income [Raport. .., 2013, p. 9]. Strong restrictions on lending, also on mortgage loans
and consumer loans made the situation even worse. Noticeable was also a decrease in the
rate of investment loans for businesses, the growth was observed only in working capital
loans. This situation indicates, however, that companies while desiring to overcome fi-
nancial problems in terms of current liquidity raised working capital loans. The situation
was exacerbated by the fact that in 2012 there was a significant decline in business in-
vestment by 1.7 per cent, which compared with 8.5 percent growth in 2011 [Raporr...,
2012, pp. 41-42] meant that the investment decreased by as much as 10.2 percentage
points. On the one hand, it was how businesses responded to the worsening outlook
for sales in foreign markets; on the other hand it was the effect strong reduction of in-
vestment by local governments. Not without significance was the decline in the number
of guarantees granted by funds which contributed to the slowdown in lending activity
undertaken by banks and entrepreneurs themselves increasingly more carefully made
decisions about taking out loans [Osrdki innowagi. . ., 2012, p. 140].

4. Availability of funds for economic activity

An important factor creating entrepreneurship in times of crisis is the availability
of funds for economic activity. Currently, people who want to start a business may
apply for funds from one of the following sources:

—  the Labour Fund

—  the European Social Fund under the Human Capital Operational Pro-

gramme!!

11 EU assistance for starting your own business can be obtained for almost any kind of economic
activity. However, following business activities are not eligible for EU funding for formation of new
business: fisheries and aquaculture, mining, agriculture, and also road transport of goods in the event
of purchasing vehicles for this transport.
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—  the European Agricultural Fund for Rural Development under Operational
Programme Rural Development,
—  the BEuropean Regional Development Fund under the Operational Pro-
gramme Innovative Economy (Measure 8.1)
—  loan funds.
For example, a grant from the Labour Fund in the amount of PLN 19.000 is grant-
ed for:
— unemployed people who lost their jobs due to redundancies,
— unemployed people with disabilities,
—  unemployed registered in Local Job Centres at least 3 months before the ap-
plication,
and those who:
—  have not conducted business in the past 12 months,
—  have not refused, without a justified reason, to accept a proposal for training,
apprenticeship, and vocational training in the workplace or to perform socially
useful work, exercise intervention works and public works during the 12
months preceding the application!2.

TABLE 3
The number of self-employed and amount of grants from the Labour Fund
in Poland between 2008 and 2012.

Desctiption 2008 2009 2010 2011 2012
Amount of grants 698961 | 1093888| 1389123 419 864 686 037
Self — employed 52 155 63 964 77017 21108 39 410
Dynamics of change (previous year = 100)
In amount of grants X 156.5 127.0 30.2 163.4
Self — employed X 122.6 120.4 274 186.7
As a share of self-employed in amount of grants from
the Labour Fund (%) (current year = 100)
Self — employed 75 | 58 | 55 [ 50 | 57

Soutce: [Annunal Labour Funds Surveys. . .].

The Human Capital Operational Programme (HC OP) 2007-2013 — Measure 6.2 —
Support and promotion of employment provided the financial resources to start a busi-
ness, assuming that the maximum value of the acquired funds is PLN 20, 000. Funding
is available for people who want to start a business and who did not have a registered
business over the 12 months prior to the project (does not apply to business outside
Polish borders). In order to obtain funding for starting a business a participant in the
project must pass a seties of free trainings and make use advisory services. This is an
excellent opportunity to gain knowledge and skills needed to set up and run a business,

12 What’s more people who want to start a social co-operative may also apply for funds from
Labour Fund in the amount of PLN 14,960. It’s much lower but very helpful especially when two or
more people want to run their own business together.
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covering such topics as bookkeeping, marketing, and law and consulting in the diagno-
sis of training needs, development of an individual program for each participant in the
project.

Particularly advantageous is bridge support paid within 6 months from the date of
commencement of a business, amounting to the equivalent of the gross minimum wage
in force at the date of disbursement of the grant and the fact that the grants are non-
returnable!>.

TABLE 4
The number of self-employed The Human Capital Operational Programme
(HC OP) 2007-2013 — Measure 6.2 in Poland between 2008 and 2012.

Description 2008 2009 2010 2011 2012
Measure 6.2 21 660 54 882 96 892 124 503 148 603
Measure 6.2 people 15-24 years 3223 8058 13 674 21 314 26 455
Dynamics of change (previous year = 100)
Measure 6.2 X 253.4 176.5 128.5 119.4
Measure 6.2 people 15-24 years X 250.0 170.0 155.9 124.1
As a share of self-employed 15-24 years in amount of
grants from Measure 6.2 (%) (cutrent year = 100)
Measure 6.2 people 15-24 years 149 | 147 | 141 [ 174 [ 178

Source: Developed by the author based on: [Sprawozgdanie roczne 3 wdragania PO KL...; The
Human Capital Operational Programmee. ...

It is worth noting that the grant should be earmarked for capital expenditure,
not for the costs of current activity, and therefore the funds may be used only for:
—  purchase of fixed assets (including means of transport apart from entities
operating in the transport of goods),
—  purchase and acquisition of intangible assets,
—  purchase of current assets,
—  cost of repair and construction works.
In conclusion, the target groups, which can count on the supportt, include natu-
ral persons who:
—  work (excluding people who had a registered business in the period of 12
months prior to the application),
—  have remained unemployed for at least 12 months in the past two years,
—  are entering the labour market for the first time or coming back after an
absence caused by giving birth to or raising a child,
—  are disabled with a determined degree of disability,

13 Financial resources for development of entrepreneurship and monies as a bridge support are granted
non-returnable, unless the conditions of the contract under which the funding was granted are violated. It
should be noted, however, that the project patticipant who has received a grant for the development of en-
treprencurship is required to repay received funds plus interest, if the business was conducted for less than
12 months.
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—  are residing in rural and rural/urban gminas (communes) and residents of cit-

ies with up to 25,000 residents.

Other interesting solutions include the funds that can be obtained for investment in
agriculture and processing under the Operational Programme for Rural Areas Devel-
opment — Measure 3.1.214. The aim is to increase the economic competitiveness of rural
areas, development of entrepreneurship and the labour market and, consequently, in-
crease employment in rural areas. There are various forms of assistance which allow ac-
quiting:

—  PLN 100 000 — when the business plan provides 1 to 2 jobs (calculated as

annual average full-time jobs),

—  PLN 200 000 — if the business plan provides for more than 2 and less than

5 jobs (calculated as annual average full-time jobs),

—  PLN 300 000 — if the business plan provides for at least 5 jobs (calculated

as annual average full-time jobs).

The program assumes that the investment implemented by newly established or
already operating companies will involve, e.g.: providing services for the population,
craftsmanship, handicraft, utilities, energy production from biomass, etc. [See: 2007-
-2013 Raural Development Programme. . ., 2010].

Measure 8.1 IE OP is an important support for people who are interested in es-
tablishing and development of business in electronics (digital services). However,
the entrepreneur must!®:

—  run their business and have seat on the tertitory of Poland,

—  apply for support before the end of the first year of running their business,

—  apply for support before starting the project,

—  maintain the sustainability of the project for at least 3 years following project

completion.

It is also worth noting that the amount of support may represent up to 85 per cent
of the project's expenditure eligible for the support and may not be less than PLN
20,000 and not more than PLN 1 million. The loan funds are an attractive form of sup-
port for entities that are in the eatly stages of development. The funds may be used for
such projects as:

—  creation of new jobs,

—  purchase of machinery and equipment,

—  expansion or modernization of commercial, service or manufacturing facil-

ities.

14 Assistance is granted to entities for investments in the creation and development of micro-enterprises
operating in such areas as: services for agticulture and forestry, craftsmanship and handicraft, production of
biomass energy products, tourist and sports services, recreation and leisure, processing of agticultural and
edible forest products.

15 The following entrepreneurs are not eligible for funding:

- those engaged in road transport of goods, who would like to raise funds for the purchase or

transport equipment,

- those who wish to provide electronic mail services or register and maintain internet domains or

trade products.
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In this context it should be remembered, however, that the actions taken by loan
funds contribute to the increase in competitiveness and innovativeness of the economy
on the local and regional level. The funds offer the possibility to finance current and in-
vestment operations | including in particular in the initial stage of their development.
The loan can be granted to entrepreneurs who cannot use traditional bank financing or
have limited access to it [Osrdk: innowagi. . ., 2012, p.126]. During the economic down-
turn, under the impact of the global financial crisis and with reduced other forms of
borrowing, including bank loans the loan funds are often the only soutce of financial
support for companies seeking external funding.

Certainly, these actions helped by EU funds are an important element of “forward
retreat” against the crisis.!® The multitude of available resources, variety of investments,
and growing competition for their acquisition encourage creative people to create their
own place in economic reality. I am of the opinion that economic growth in Poland, in
2009 and in the following years, was in part a result of the effectively used funds. It has
certainly generated more demand in many industries, especially in construction!”. It is
expected that in subsequent years, the impact of European funds on the Polish econo-
my will be even greater, assuming that the funds are efficiently used.

5. Conclusion

To recapitulate, the crisis is a threat to unprepared entrepreneurs, driven in their de-
cisions only by the current situation. For those who act in a thoughtful way and plan,
the crisis may actually stimulate growth, giving impetus to seek new market opportuni-
ties and reduce costs. One issue remains to be considered. Namely, whether self-
employment is an expression of entrepreneurship or the effect of coercion? While the
stakeholders themselves often point to the need to become independent and find their
place in economic reality, many however treat this form of action as a necessity because
increasingly, entrepreneurs are forcing their employees to register a business and work
as principals. The entrepreneurship is extremely important from an economic perspec-
tive. It is the safe- employment that is becoming an alternative from the viewpoint of
a job-seeker and is the driving force of the economy in the macro-economic scale. Thus,
economic activity brings economic and social benefits. Economic benefits due to new
jobs, higher incomes and spending, and social benefits because economic activity allows
finding a place in economic reality and encourages others to take creative initiatives.
The question comes back: “Is the economic crisis, therefore, a good time to set up
one’s own business?” It is always worth considering starting one’s own business. Espe-
cially in times of crisis, when companies announce layoffs and no one can guarantee
permanent employment. In such situation setting up one’s own business might be a better
option than waiting for vacancies. Many treat this form of action as a necessity because

16 In this context it is worth noting that the crisis and changes in the economy and require thus new ini-
tiatives, which should be favoured by a friendly legal, otganizational, structural and political environment.
17 Despite bankruptcies of some construction companies.
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increasingly, entrepreneurs are forcing their employees to register a business and work
as principals. Certainly, owning your own business involves greater risk and threat of
failure. And although one has to be careful, above all, one should be an optimist. One
cannot, at the outset, assume the failure of business. It is also worth remembering that
running your own business, especially at the beginning, means above all, a major personal
contribution. The success in business depends on the degree of determination, hard
work and support of loved ones, meaning not only the financial support. The aid funds
are certainly helpful; many people have started or expanded their businesses thanks to
these funds. Finally, the success in business is not just a matter of idea and capital; it’s
also the continuous development.
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MISCELLANEA

Agata KILON!

GOOGLE-MARKETING OF SELECTED ONLINE SERVICES
OF POLISH BANKS

Summary

In this paper the results of the survey on the Google search engine marketing of selected phrases (key-
words) for basic banking products for retail customers and small and medium-sized enterprises in Poland
were discussed. The research was done in November 2012, concerning seven phrases covering deposit, sav-
ings and loan services. The recent statistics (from the 15t quarter of 2010 up to 204 quarter of 2012) for online
banking in Poland, as well as for Internet marketing market were also presented. In conclusion, the recom-
mendations for the application of Google-marketing in retail banking were formulated.

Key words: modern marketing, Internet banking, Search Engine Optimization, Search Engine Marketing

1. Introduction

In the middle of 2012, 43 commercial banks and 573 cooperative banks operat-
ed in Poland. They were operating in more than 7.3 thousand branches and nearly
6.3 thousand customer service points [PFSA data, 09/2012]. Polish banks' assets
exceeded the value of 1.3 bn zlotys, with more than 91.7% of this amount was ac-
counted for commercial banks. The importance of traditional marketing and cus-
tomer support for some specified groups of banks’ customers, however, gradually
decreases. The recently published results of Gemins survey indicate that online bank-
ing is used by the vast majority of people aged 18-34 [czasnafinanse.pl, access:
20.02.2013]. This is the so-called Generation Y, for which the use of the Internet
and its advantages are quite natural. In the era of widespread use of the Internet in
everyday activities, the primary communication channel between bank and such
group of customers is to communicate electronically. In parallel, the role of proper
presentation of the offer gradually increases — not only in order to allow complete
and understandable presentation, but most of all — easy findable on the network.
This raises the question of how do the Polish deal with that task? The main aim of
this study is to show how search engine optimization and search engine marketing
are used by Polish banks for promotion of the selected on-line services. The sec-
ondary aim of the paper is to confirm the hypothesis that the smaller banks, that

I Agata Kilon, MA — Faculty of Economics and Management, University of Bialystok, e-mail:
awrzosek@o2.pl.
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started the so-called ‘technological race’ with some delay, are often at the forefront
of market innovators today.

2. Online banking sector in Poland — the size and growth prospects

Individual customers increasingly appreciate the benefits of online banking services.
Online banking primarily saves time and money and allows customers to access the set-
vices without having to visit a bank branch. Number of bank accounts with Internet
access conducted by Polish commercial banks continues to increase (see Figures 1.,
2.), and in the 2nd quarter of 2012 exceeded 21 million accounts. More than 90% of
them (19.2 million) were owned by individual customers. Statistics show that new
customers are active, and banks offering electronic transaction support agreements
not only trying to improve their performance, but actually propetly identify customers'
needs and are able to encourage them to use services via Internet.

FIGURE 1.
Number of individuals active and having a signed contract for online bank-
ing services in Poland (1Q2010-2Q2012) (mln customers)
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FIGURE 2.
Number of small and medium-sized enterprises active and having a signed
contract for online banking services Poland (1Q2010-2Q2012, in mln)
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Soutce: own calculations based on: [Raporr NETB@NK. .., 2012a, p. 8; Raport NETB@NK. ..,
2011b, p. 8; Raport NETB@NK. .., 2010, p. 8].

However, customers are still relatively not too active? when it comes to making
transactions over the Internet. The activity of individual customers, which remains at
about 55% during the analysed period remained relatively stable, despite the dynamic
growth of the number of customers. The number of small and medium-sized enterpris-
es (SME) that have access to online banking and the level of activity of these customers
increase proportionally in a similar rate. The ratio of active SME’s accounts remains
constant at about 62% of the total number of accounts with online access.

The increase in the number of customers who have access to online banking
and continuous increase of their activity results in growth of the average transfer’s
value made by single customer, and the average value of settlements (Figure 3., 4.).
In the case of SMEs, these values are — when compared to generated by individual
customers — many times higher. There are some seasonal effects clearly visible in
the data. The steady increase in the number of customers also naturally impacts the
volatility of these values. New users are less confident, at least initially. They need
more time to get used to the constant use of Internet banking. In addition, apart
from young people entering the market for retail banking services, there is a group of
new users who for various reasons have not yet felt the need or had no knowledge
how to access their account on-line. Therefore, the activity of these people is ex-
pressed naturally in lower amounts than the others.

2 Active customer logs in to the service at least once a month. A measure of its activity is the
number of transfers carried out in the analysed period.
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FIGURE 3.

The average value of transfers made by individuals and SMEs with Internet
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FIGURE 4.

The average value of settlements made by the individual and SME custom-
ers using online banking systems in Poland (1Q2010-2Q2012) (in thousands
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Despite the crisis in the international financial markets, confidence in both the SME
sector and individual customers to the banks and banking sector still remains high. It is
worth mentioning that the activity in the SME sector is often associated with a full, per-
sonal responsibility property. So naturally, there is the willingness to maintain control
over finances by the SME’s owner. An increasing number of SME customers recog-
nize, however, that they have such a control thanks to the use of on-line banking set-
vices. Therefore, access to online banking a is natural component of the business, espe-
cially for small and medium-sized enterprises, where the owner is also often an active
customer of these services.

Most experts assessing the prospects for banking sector shares the opinion that the
importance of Internet banking, mobile and self-service banking will continue to grow
in the next 5 years (Figure 5.). On the other hand, the role of traditional bank branches
and single-function ATMs will, according to the experts, rather decrease. These state-
ments seem to be fully justified, taking into account the broadening Internet access. Ac-
cording to the forecasts of the Ministry of Administration and Digitization, in 2012
there was about 2/3 of the population with Internet access in Poland, and more than
90% of the companies [Spoteczeristwo informacyne. .., pp. 13-29]. The development of
mobile devices and the development of infrastructure providing access to broadband
Internet services can have a significant impact to the on-line banking sector. Undoubt-
edly, the work carried out by banks to improve IT systems and to build customet-
friendly applications, easily understandable by individuals and SME’s are also an im-
portant aspect.

FIGURE 5.
Possible changes in the use of different banking services distribution chan-
nels in the 5-year perspective
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Source: own calculations based on: [Monitor Bankdw Polskich. .., 2012, p. 6].
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According to a comprehensive study on small and medium-sized companies habits
connected with banking services, carried out by CBM INDICATOR and The Warsaw
Banking Institute in eatly 2012 [Mafe firmy. .., 2012; Srednie firmy, 2012], the Internet was
the basic channel of contact with the bank to nearly 90% of micro and small enterprises
and 95% of medium-sized companies. What's more, entrepreneurs agree that, ahead of
factors such as the amount of commissions and fees or range and speed of offered set-
tlements, the possibility of on-line access to the services is the primary determining fac-
tor when choosing a bank.

What is more important, the Internet is a leading source of information on banking
products and setvices for more than 40% of small business owners and for 44.4% of
medium-sized companies. They are not only looking for information, when needed, but
also regularly visit a banking websites in the network. According to that study, until the
last year, a visit to a branch of the bank was the primary source of information about
the offer. Today, this form of benefit is still important for medium-sized companies.
However, in the case of small businesses, the owners of small enterprises prefer to visit
a website, rather than going to bank branch or count on friend’s opinions.

For the vast majority of Internet users, the Google search engine is a natural “gate-
way” to the world wide web resources [Fox, 2012, pp. 1-24]3. Therefore, the efficient
search engine optimization of Internet banks’ offer should become an integral compo-
nent of their marketing strategy.

3. Search Engine Marketing and Search Engine Optimization as tools
of a modern marketing

The on-line advertising market in Poland is growing rapidly. The latest AdEx data
(estimates of the Interactive Agency Burean and PwC' Poland), published in the second half
of 2012, show that the first three months of 2012 years have brought the sector growth
of just over 9 per cent on an annual basis (Figure 6). This gives the Polish advertising
market 11% place among European economies (taking into account the value of adver-
tising), while 6% in terms of growth of this market.

3 According to the recent studies [Fox, 2012, pp. 1], about 92 percent of Americans use search engines
and nearly 60 percent do it every day. In Poland, according to NetTrack survey, made continuously by
MillwardBrown SMG/KRC, 61.2% of Internet users recognize Google as the most popular website, and
about 90.4% of them regulatly used Google [http://www.wirtualnemedia.pl/artykul/450-tys-polskich-
internautow-wiecej-niz-przed-rokiem-58-proc-z-5-letnim-stazem, access: 2012.12.22].
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FIGURE 6.
Online advertising expenses in Poland (2007-1Q2012)
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Source: own calculations based on: [Reglama w Internecie. . ., 2012, p. 7].

Among the companies that spend most on on-line marketing of their businesses
there are companies from the automotive sector (over 16% of total spending) and fi-
nance and banking (almost 1/8 of the market share, Table 1.).

TABLE 1.
The structure of spending on oniline advertising in Poland (2012) by sectors
of the economy

Sektor Market share
Automotive 16.4%
Finance and banking 12.4%
Telecommunication 9.7%
Trade 9.3%
Real estate 9.3%
Media, books, CD, DVD 6.8%
Free time 6.1%
Health and care 5.2%
Food 4.9%
Tourism 3.5%
Other 16.4%

Source: own calculations based on: [Reklanmza w Internedte. . ., 2012, p. 7.

At the same time, some significant changes in the structure of expenditures should
be noticed, when various forms (types) of on-line marketing are concerned. The previ-
ously unquestionable leader, which for several years was a display advertising (banners,
billboards, etc..) begins to give way to Search Engine Marketing, ie. advertisements as-
sociated with the search results. This is in line with forecasts of advertising industry ex-
perts, who were predicting that more and more marketing budgets will be spent on SEM.
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FIGURE 7.
The structure of Internet marketing expenses in Poland (2010-2012) by the
type of advertising

2012 36% 6%

2011 33% 7%

2010 30% 7%

0% 20% 40% 60% 80% 100%

Bdisplay OSEM Badvertisement Be-mail O other
Source: own calculations based on: [Reglanmza w Internecie. . ., 2012, p. 7].

The term SEM (Search Engine Marketing) is generally understood as promotional
activities (sponsored links campaigns, and web optimization) that aim to achieve the
best position in the search results for the selected word / keyword phrases typed by the
user in the query to the search engine (eg. Google) [Lantz, 2009, pp. 146-148]. Search
Engine Marketing is the wider discipline that incorporates Search Engine Optimization.
SEM includes both paid search results (generated by tools like Google AdWords) and
organic search results (SEO) [Ledford, 2009, pp. 18-23).

SEO is an important part of wider internet marketing. Search Engine Optimiza-
tion (also known as positioning) are all the activities leading to the achievement the
top position in the organic search engine results for specific key-words or phrases by
the website (resulting from the construction of the website and its content payload).
Search Engine Optimization is based on the well-known elements of the search al-
gorithm, constantly exploring new algorithms and verifying the existing ones.

Search Engine Optimization is a long-term process, and sometimes the first results
of SEO are visible after a few weeks or months. The largest disadvantage of SEO is the
lack of clear standards on the Google search and indexing algorithm, which causes
a number of ambiguities in the subject of permitted and effective practices.

The leading search engine, that is Google, use crawler (Googlebot) to find websites
for its algorithmic search results. Googlebot processes each of the pages it crawls in or-
der to compile a massive index of all the words it sees and their location on each page.
In addition, Google process information included in key content tags and attributes, eg.
title tags and ALT* attributes. When a user enters a query, Google searches the index
for matching web-pages and returns the results that are the most relevant to the user.

4 The alt attribute provides alternative information for an image if a user for some reason
cannot view it (because of slow connection, an error in the source (src) attribute, etc.)
[http:/ /www.w3schools.com/tags/att_img_alt.asp, access: 21.03.2013].
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Relevancy is determined by over 200 factors, one of which is the the measure of the
importance of a page based on the incoming links from other pages (PageRank)
[support.google.com; Access: 2012.11.10].

The Search Engine Optimization of the web-site can be divided into activities
related to the modification of the content on the site (in terms of phrases, which in-
tends to lead the campaign), and the code changes, which do not have direct impact
on the appearance of the service [Bailyn, Bailyn, 2012, s. 31-52].

The optimization of content includes, among other things:

—  matching the title-tag to the of the page,

—  placement, arrangement or creation of the keywords in the existing text

content (SEO copywriting),

—  selection of adequate headlines,

—  appropriate arrangement of menu content and the other elements compris-

ing the internal linking of the service,

—  setting alternative texts for graphics and other objects that can’t be proper-

ly recognized by crawlers (eg. Flash).

There are also some actions that are largely invisible to the average website user,
but are equally important. These are mainly efforts to clean up the code and structure of
the website that have an impact on its classification and indexing in search engines.
Among other things there should be mentioned:

—  adaptation to the standards of the W3C5,

—  separation of the document logical structure layer from the presentation layer

(eg. through the use of CSS¢),

—  improvement of page load time,

—  use clean and search engine friendly URLs,

—  provide an alternative version of the webpage for browsers not supporting for

Flash technology (including the internet search engine crawlers).

Regardless of all the above methods, it is also possible to purchase paid search en-
gine advertising campaigns, resulting in an indication of a hypetlink to the advertiset's
web-site in the group of sponsored links located above the organic search results. Most
Internet users aware of these indications, ignores them and goes to one of the web-sites
appearing on the first or — less often — the following pages of the search. What's more,
blocking annoying advertisements by the web browser (including sponsored links) is
relatively easy using software such as AdBlock. However, this software does not affect
the structure of the organic search results. That is why, website owners should pay pat-
ticular attention to the quality of Search Engine Optimization of their websites. This
statement particularly applies to bank websites, that, according to many researches, are
one of the most important sources of information about banks’ offer for more and
more customers [Matuszewski, 2008, p. 15; Finanse i plany finansowe. . ., 2013].

5 The World Wide Web Consortium (W3C) is an international community responsible for the
development of WWW standards, [http://www.w3.org/standards/, access: 21.03.2013].

6 CSS — Cascading Style Sheets Defie define how to display Web-site’s HTML elements
[http:/ /www.w3schools.com/css/css_intro.asp, access: 21.03.2013].
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4. Google-positioning of selected Polish banking products

In this paper we present the results of the survey on the Google search engine mar-
keting of selected phrases (keywords) for basic banking products for retail customers
and small and medium-sized enterprises in Poland. There were seven keywords (key
phrases) selected to the comparison, ie.: transfer, bank deposit, bank account, savings
account, bank loan, mortgage, cash loan. Such a keywords selection was made on the
assumption that the positioning of these terms in the search results of Google search
engine should naturally be in the interest of the specialists on the marketing of banks.

The Google Trends tool was used to assess the populatity of searches of the se-
lected phrases in Google. The queries were territotially limited to Poland only. The
analysis covered period from the beginning of 2010 to the end of June 2012.

According to the research mentioned above, in the first group, covering deposit and
savings phrases, the biggest (and steadily increasing) popularity among the specified que-
ties attracted keyword sransfer. Google users were also frequently searching for in-
formation on deposits (although from the beginning of 2012 there can be seen a slow
decline in interest in that phrase). Information about bank accounts and savings accounts
was searched much less frequently. The most popular phrase among the loan products
was bank loan. Mortgage and the cash loan were queried several times rarely. This is nat-
urally due to the narrowing of the query. However, the decreasing number of queries
can be observed for all terms from the second group of key phrases. The main reasons
of such state are probably the general market conditions. There is an overall quality of
positioning of the selected phrases in Google at the beginning of November 2012
shown in Table 2.

In accordance with the results of the study, it can be concluded that marketing strate-
gies based on modern communication channels are much more often used by rather
small banks, or banking sector start-ups. On the first page of organic search results,
among all the banks with Internet offer, usually appear BZ WBK (5 phrases), Bank
Pocztowy (3 phrases) and Santander Consumer Bank (2 phrases). What is interesting, the of-
fer of a significantly lower institution, that is Kasa Stefigyka, is relatively well-positioned
when compared to the others. Taking into account the first and the second page of
search results (20 items), the most visible is the offer of BZ WBK (7 results), Bank
Pocztowy (6 results), and Bank Millennium (4 results). In this ranking surprisingly weak po-
sitions are occuppied by banks that take the longest experience in the Internet: mBank
(3 indications, including one on the first page of the search) and Inzelgo (3 indications,
including one on the first page of the search). Similar results are achieved by banks op-
erating in the market much shorter, but at the same time much mor focused on the use
of on-line services like Alior Bank or Credit Agricole.

When the number of personal accounts held in commercial banks in Poland is
concerned, among the top 5 market players (running about 60% of all accounts
[Boczon, 2012]) the offer of BZ WBK was the most present in the organic search
engine results by far. PKO BP, mBank and ING were much worse in that ranking. In
addition, the offer of PEKAO S A — the second largest bank serving retail custom-
ers, was not present on the first either on the second page of search results.
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FIGURE 8.
Popularity of the Google search of selected phrases in Poland (1Q2010-
2Q2012)
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A — przelew (transfer)

B —lokata (bank deposit)

C — konto bankowe (bank account)

D — konto oszczednosciowe (savings account)
E — kredyt (bank loan)

F — kredyt hipoteczny (mortgage)

G — kredyt gotéwkowy (cash loan)

Source: own calculation based on: [http:/ /www.google.com/trends/explore, access: 2012.11.01-
-2012.11.10].

The analysis of paid search results leads to a little different conclusions. The first
position in this ranking is held by the unquestionable leader in the number of indi-
vidual bank accounts in Poland — PKO BP. The offer is assigned to 4 out of 7 ana-
lysed phrases. All but two banks (Polbank and Ideabank) that belong to the group
of advertisers were also present in the organic search results, but often on distant
positions (such as the Internet only BGZ Optima).
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TABLE 2.
Google-positioning of the banks in Poland by the selected phrases
Key word Organic results Paid results
(phrase) 1st page 2nd page
Bank Position Bank Position Bank Position
prelew BPH 9 | Alior Bank 13 - -
(transfer) mBank 15
Inteligo 18
CitiBank 19
lokata BZ WBK 3 | Deutsche Bank 11 Ideabank 2
(bank Kasa Stefczyka 4 | Getin Bank 12,13 Noble 3
deposit) Noble Bank 6 | Meritum Bank 14 Bank
PKO BP 7 | Bank Pocztowy 16
Santander 8 | Reiffeisen Bank 18
Consumer BGZ Optima 20
konto Inteligo 3 | Bank 17 Credit 1
bankowe mBank 4 | Millennium 19 Agricole 2
(bank Nordea 5 | Credit Agricole 20 PKO BP 3
account) BZ WBK 9 | Bank Pocztowy BZ WBK
konto Bank Millennium 4 | Reiffeisen Bank 13 PKO BP 1
oszezed- BZ WBK 5 | Toyota Bank 14 BGZ 2
nosciowe Alior Bank 6 | Kredyt Bank 15 Optima 3
(savings Deutsche Bank 7 | PKO BP 16 Ideabank
account) Bank Pocztowy 9 | ING 17
Meritum Bank 10 | Inteligo 18
mBank 20
Fkredyt Kredyt Bank 2 | Millennium 11 PKO BP 2
(bank loan) | BZ WBK 4 | Bank 13 Alior 3
Kasa Stefczyka 5 | Bank 14 Bank
Getin Bank 7 | Pocztowy 17
Eurobank 8 | Credit Agricole 20
Bank Pocztowy 10 | BZ WBK
Alior Bank
Fkredyt - - | Notdea 13 Getin 3
hipoteczny Bank 14 Bank
(mortgage) Millennium 15, 16
BZ WBK
kredyt BZ WBK 5 | Bank 12 PKO BP 1
gotowkowy Credit Agricole 8 | Millennium 17 Polbank 2
(cash loan) | Bank Pocztowy 9 | Deutsche Bank Deutsche 3
Santander 10 Bank
Consumer

Source: own calculation, research period: 1-10.11.2012.

5. Conclusions

The results of desk research presented in that paper, concerning development trends
of the online banking sector in Poland lead to the conclusion that the Internet is be-
coming one of the most important communication channel with customers. This ap-
plies both to issues related to the actual delivering of services (such as access to a bank
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account, making transfers, etc..), but also — and above all — issues concerning the presen-
tation of the bank's offer. The Internet, for the vast part of the customers, is a funda-
mental and natural source of information about banking products. Therefore, banks
should take the utmost care of marketing communication in the network. Therefore, it
seems that Search Engine Optimization of websites should be an integral part of the
banks’ marketing strategy. For the most of Internet users Google is an essential tool
used for searching for information. Thus, the presence of the bank in the organic search
results based on the selected keywords may decide to offer customers an effective
presentation. As it was shown by the results of the study, the best in that task are rela-
tively small banks, operating in the market for rather a short period of time. Much
worse position is shared by the biggest, traditional banks, that are focused primarily on
paid campaigns.

Bibliography

Bailyn E., Bailyn B., 2012, Przechytrzyé Google. Odkryj skutecing strategie SEO i gdobad?
szexyty wysznkivarek, Wyd. Helion, Gliwice.

Boczon W., Liczba ROR po 11 kw. 2012., http:/ /prnews.pl/wojciech-boczon/liczba-
ror-po-ii-kw-2012-najszybszy-przyrost-w-aliorze-i-pocztowym-72522.html  [access:
2012.11.07].

Finanse i plany finansowe Internantéw. Raport 3 Badari, 2013, Gemius / Interaktywny In-
stytut Badan Rynkowych, Warszawa.

Fox V., 2012, Marketing in the Age of Google, John Wiley & Sons, Hoboken, New Jersey.

http://support.google.com/webmasters/bin/answet.py?hl=en&answer=70897
[access: 2012.11.10].

http://www.google.com/trends/explore [access: 2012.11.08].

Jakie sq najlepsze Zrodia informagi o produktach bankowych wsrid przedsiebiorcdw? Raport z ba-
dan, http://prnews.pl/analizy/jakie-sa-najlepsze-zroda-informacji-o-produktach-
bankowych-wsrod-przedsiebiorcow-67513.html [access: 2012.12.22].

Lantz J. W., 2009, The Essential Attorney Handbook for Internet Marketing, Search Engine
Optimization, and Website Development Management, Esquire Interactive LLC, Oro
Valley.

Ledford J. L., 2009, Search Engine Optimization, Wiley Publishing Inc., Indianapolis,
Indiana.

Mate firmy o ustugach bankowych. Raport 3 badan, 2012, CBM INDICATOR, Warszaw-
ski Instytut Bankowosci, Warszawa.

Marketing w wyszukiwarkach. Raport interaktywnie.com, 12/2011, http://interaktywnie.
com/index/index/?file=raport-marketing_w_wyszukiwarkach.pdf [access: 2012.11.10].

Matuszewski 1.., 2008, Po /inkn do bankn. Raport o SEO i SEM w polskiej bankowosci,
,,Bluerank Bluepaper”, 06.

Mtodzi nie bojaq si¢ e-bankowoss, http:/ /www.czasnafinanse.pl/produkty-finansowe/
konta/artykuly/mlodzi-nie-boja-sie-e-bankowosci [access: 2013.02.20].



100 Agata Kilon

Monitor Bankdw Polskich, No. 6, 2012, Zwiazek Bankéw Polskich i TNS Polska, War-
szawa.

Polish Financial Supervision Authority Data Bank: Banking Sector — Ordinary Data 9/2012,
http://www.knf.gov.pl/en/Images/data_09-2012_tcm81-26207.xls [access:
2012.11.07].

Raport NETB@NK, Bankowos¢ internetowa i platnosci bezgotowkowe. 11 kwartal 2011 ro-
£, 2012, Zwigzek Bankéw Polskich, Warszawa.

Raport NETB@NK, Bankowos¢ internetowa i platnosci bezgotowkowe. 117 kwartal 2010 ro-
ku, 2011, Zwigzek Bankéw Polskich, Warszawa.

Raport NETB@NK, Bankowos¢ internetowa i platnosei begotowskowe. Podsumowanie 11 fkwar-
tatu 2012 rokun, 2012, Zwiazek Bankow Polskich, Warszawa.

Reklama w Internecie. Raport interaktywnie.com, 09/2012, http://interaktywnie.com/
download/57 [access: 2012.11.10].

Spoteczeristwo informacyne w liczbach, 2012, Ministerstwo Administracji i Cyfryzacji, De-
partament Spoteczenistwa Informacyjnego, Warszawa.

Srednie firmy o ustugach bankowych. Raport 3 badari, 2012, CBM INDICATOR, Warszaw-
ski Instytut Bankowosci, Warszawa.



OPTIMUM. STUDIA EKONOMICZNE NR 5 (65) 2013

Marta KUSTERKA-JEFMANSKA, Barttomiej JEFMANSKI!

MEASUREMENT SCALE OF SUBJECTIVE QUALITY OF LIFE
IN CROSS-BORDER REGIONS

Summary

The article presents the proposal of the measurement scale of subjective quality of life of the inhabitants
living in cross-border regions. In the design of the measurement tool the exploratory and confirmatory fac-
tor analyses were used. The exploratory analysis was based on principal components analysis with
VARIMAX rotation. In the evaluation of the model fitting the method that was used is the estimation one
which combines the generalized least squares method with the maximum likelihood method. Three poten-
tial factor models differing in the number of subscales were analysed. The article includes the results of the
survey conducted in 2012 within the Polish-German project: “The guality of life in the border area — strengthening of
cross-border flows for the common sustainable development and regional planning”.

Key words: subjective quality of life, measurement scale, cross-border regions

1. Introduction

Border ateas, considering their location, are a specific domain of the study of quality
of life, especially in the context of cross-border flows, which have their origin, among
others, in the observed and perceived by residents living on both sides of the border the
differences in the level and quality of life. In this type of research the category of quality
of life, which is difficult to define, seems to be even more difficult to measure. Measut-
ing the quality of life should in fact be made on the basis of objective indices (objective
quality of life or living conditions), as well as of subjective ones, derived from popula-
tion surveys. The first measurement, which is an objective dimension of quality of life,
describes the factual circumstances, while the second one, as it is a subjective approach,
gives the information on the perceived quality of life. As far as the choice of objective
indices is often dictated by the quality, reliability and, above all, the availability of statis-
tical and non-statistical data, in the case of the subjective quality of life studies the sub-
stantial content of this category remains an open and depending on the purpose and the
scope of analyses question, as the studies being carried out in this field show.

I Marta Kusterka-Jefmarniska, Ph.D. — Department of Environmental and Quality Management,
Wroctaw University of Economics; e-mail: marta.kusterka@ue.wroc.pl. Bartlomiej Jefmarski, Ph.D. —
Department of Econometrics and Computer Science, Wroctaw University of Economics; e-mail:
bartlomiej.jefmanski@ue.wroc.pl.
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The article presents a tool for measuring the subjective quality of life used in the
studies being carried out in the Saxon-Polish border area. The main objective of the
paper was to characterize the development of an alternative proposal of subjective
quality of life measuring scale in cross-border areas — in other words, to term “the
capacity” of this concept in practical tests.

2. Measurement of subjective quality of life

The quality of life is a complex and multi-faceted category, and as such can cause
problems concerning the adoption of an unequivocal and accepted “without reser-
vation” definition. Initially, the considerations on the quality of life were the domain of
philosophy, sociology and psychology. Over time, this category has become a subject of
interest and studies also among representatives of other domains and scientific disci-
plines, including economists as well as management theorists and practitioners. The
very concept of quality of life and attempts to quantify it are different depending on the
research methods and measurement tools relevant to the discipline. The review of the
definition of quality of life in the social sciences and medicine was performed by
Baumann [2006], Trzebiatowski [2011], Wnuk et al. [2013].

The quality of life category appears in the theoretical debates, but is also an object of
the interest in the individual scale — of every human, as well as in the collective one —
local, regional, etc. A man formulates aims, strives for meeting their needs, fulfils dreams
in the hope of a better life, a sense of happiness and satisfaction. High quality of life is,
therefore, not only the superior purpose for the concept of sustainable development but
also the essence of any activities taken by a human, both by individuals and population
as well as social groups.

The quality of life, as a supetior purpose of the sustainable development concept,
according to T. Borys, is understood as the balanced appreciation and perception of the
whole abundance of global quality and co-existence of, within human life, prosperity
(quality characteristics of “to have’), well-being (quality characteristics of “to be”) as well
as bliss (quality characteristics of “to love’). In other words, the quality of human life
means the balance of their physical, mental and spiritual (emotional) development [Borys,
2008].

There are some evaluating derivative concepts that are related to the category of
quality of life, i.e. objective and subjective quality of life or, as T. Borys emphasises,
objectification and subjectivisation of quality of life assessments [Borys, 2002]. In
fact, this division expresses the degree of objectivity of measuring various aspects
of quality of life. The quality of life in objective terms is a feature of the social envi-
ronment, autonomous from its perceiving and evaluating by the humans [Rutkowski,
1988]. The objective quality of life is interchangeably defined as living conditions,
which, apart from material realm, consist of social and natural environment, health
or safety. Improving these conditions does not have to be directly translated to in-
creasing the level of satisfaction. The level of satisfaction (gratification) with life is
defined as the subjective quality of life and the relations of this category to the objective
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quality are not cleatly defined. The subjective sense of satisfaction with the objective
conditions of life also depends on the complexity of the quality of life, the so-called
relative sense of victimisation and value system [see more: Borys, 2002]. The quality
of life in subjective terms is, therefore, determined by the satisfaction that people
derive from their own life and its conditions [Rutkowski, 1988]. The subjective form of
quality of life is, therefore, an individual matter, depending on the needs, aspirations
and perception, that are unique to each person [Rutkowski, 1987; Skrzypek, 2001].

A subjective measurement of quality of life is done according to different systems.
They can reflect a simplified approach including two spheres of the quality of life, it is
well-being and welfare (also called the spheres of “having” and “being”) or three
spheres, where next to well-being and welfare, features of “loving” type are also as-
sessed. An analytical approach assumed in this Project including a division into quality
of life areas is also quite common.

There is a relatively big group of studies of expert character as well as the ones,
which describe expetiences of particular territorial government units, within research
methodology of the quality of life, on a local level. This literature review was done
among others in works edited by Borys and Rogala [2008], and also in a report from re-
search, the so called “desk research” prepared within the Project under the title The gual-
ity of life in the border area - strengthening of cross-border flows for the common sustainable development
and regional planning [Report, 2013]. This wide review of initiatives of the quality of life
research, included in these works, constituted a starting point for working out a re-
search questionnaire of the subjective quality of life in Polish-Saxon transborder area.
Moreover, a choice of areas and aspects given to subjective assessments of respondents,
in accordance with an assumption made by Project’s performers, was supposed to be in
a possibly highest rank compatible with distinguished areas, for the needs of objective
measurement of the quality of life dimension. Objective quality, in a discussed Project,
was assessed on the basis of objective indicators, for which data was taken from the
sources of public statistics, and the accepted set of indicators included main areas of lo-
cal governments activities. Because the main aim of conducted survey research was to
get answer for a research question concerning subjective assessment of the quality of life
and dependency between transborderness of researched area and the subjective quality
of life. Questions included into a questionnaire were limited to the ones concerning the
most important fields and aspects of the quality of life, which can be directly or indirect-
ly influenced by local authorities through development policy run on a local level. The
results of carried out research in accordance with Project’s assumptions, would allow to
define key problems for territorial government unit and constitute a significant source
of information, which could be applied in a process of defining local and regional de-
velopment priorities, on a level of shaping a general development strategy as well as on
a level of policies and sector programs.
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3. Stages of constructing the measurement scale of subjective quality of life
in cross-border regions

3.1. Characteristics of the data set

In the construction of the scale, there are the data that were collected in the study
on cross-border area consisting of two districts: on the Polish side — the district of
Zgorzelec, and on the German (Saxon) one — Goetlitz. The study was a part of the
Polish-German project: The guality of life in the border area - strengthening of cross-border flows for
the commion sustainable development and regional planning. The research was conducted by
PAPI (Paper and Pencil Interview) in the period from November 2012 to February 2013.
873 interviews were carried out. The selection of respondents was purposeful, taking in-
to account the structure of the population by gender, age and place of residence.

Proposed measurement scale, developed by the experts from the Department of
Quality and Environmental Management in Wroclaw and Spatial Order Depart-
ment of the Technical University of Dresden contained 43 items (criteria) relating
to the six components of the construct of the subjective quality of life in border ar-
eas: healthcare, education, public and social safety, cultural and sporting offers, fi-
nancial and employment status, place of residence, environment and transport ac-
cessibility. The respondents evaluated the individual criteria of the subjective quality
of life using a 5-degree rating scale of measurement of the following scale points:
“very dissatisfied”, “dissatistied”, “rather dissatisfied”, “rather satisfied”, “satisfied”.
The components and criteria for the subjective quality of life offered by the team of
experts are summarized in table 1.

To get the answer to the question whether the set of 43 criteria can be considered
as homogeneous index of a latent variable, it was decided to use an exploratory factor
analysis. In order to confirm the validity of the application of the factor model in this
case, they assessed the correlation of variables and the significance of these compounds.
They applied Bartlett's correlation matrix sphericity test as well as calculated the KMO
(Kaiser-Meyer-Olkin) statistics value for the whole set of data and the MSA (Measure
of Sampling Adequacy) statistics for each variable [Bartlett 1950; Kaiser 1970]. The re-
sults are presented in table 2.

Bartlett's sphericity test relates to vetifying the hypothesis of no significant cot-
relations among the variables (the null hypothesis assumes that the matrix of corre-
lation coefficients among the variables is the unit one). The rejection of the null hy-
pothesis proves the validity of the analysis. The value of Bertlett's statistics was
A2 =12682,951 and is statistically significant at least at the level of @ = 0.000. Therefore,
the null hypothesis of no significant correlations among the variables was rejected,
which confirms the validity of the assumed analytical approach.
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TABLE 1.
Components of subjective quality of life
Components | No. Items (criteria)
o Access to general Practitioners (number of outposts, office hours, waiting time,
the quality of services).
1L . Access to specialized doctors (number of outposts, office hours, waiting time, the
Healthcare x quality of services).
X3 Functioning of the medical emergency service.
X4 Access to pharmacies (number of outposts, opening hours and prices).
X5 Access to and the quality of the nurseries and kindergartens.
X6 Access to and the quality of primary schools.
X7 Access to and the quality of lower secondary schools
1L X8 Access to and the quality of secondary vocational schools
Education X9 Access to and the quality of general secondary schools.
X10 Access to and the quality of tertiary schools.
Xi1 Adapting schools for the disabled.
X12 Opportunities and the conditions of education improving or retraining for adults.
X13 Personal safety (at night and during the day).
X14 Traffic safety.
Xi5 Preparing the community for emergencies (floods, droughts, etc.).
I Xi6 Security of property (flat, car).
Public and X17 Care for those with special needs (elderly, chronically sick people).
social safety X18 Help for individuals and dysfunctional families.
‘o The degree of solidarity with the people being in difficult situations (e.g. long-term
unemployed, the homeless).
1V. Cultural X20 Opportunities to participate in sporting events.
and sports X21 Opportunities to participate in cultural events.
offer X22 Access to free sporting and cultural infrastructure.
X23 Personal financial situation (income, savings).
V. Financial X24 Current work activity (its attractiveness, work conditions and atmosphere).
and work X25 Job security (temporality, the so-called “zero hours™ or junk contracts).
status X26 Chances of finding a new attractive job.
x27 Maintaining the proper balance between work time and leisure time.
X28 Housing conditions (size, location, condition and housing equipment).
X29 Access to the technical infrastructure (water supply and sewerage systems, gas).
a0 Access to commercial services such as restaurants, repairing services, postal
services. etc. (number of outposts. openine hours. prices).
i Access to essential products such as food, clothing, etc. (number of outposts,
VL openine hours. prices).
Place of X32 Access to the Internet and mobile telephony.
residence, X33 Access to and the state of green areas (e.g. parks, squares and forests).
including Image of the place of residence (cleanness and aesthetics of public places).
access to o Image of the domicile (the and the beauty of public places).
services, X35 Drinking water quality.
assessment of Waste management (rubbish collection from households, access to waste
) the e containers in public places, possibilities of waste segregation).
environment, . Air quality.
az’i‘:icl)liv X38 Climate state level (low noise pollution).
: X39 Possibility of travelling by bicycle, including cycling routes.
. Possibility of t.ravelling by own car or motorcycle (traffic jams, road conditions,
access to parking spaces).
X41 Possibility of travelling around by public transport (bus, train, etc.).
X42 Transport links to the nearest urban centre.
X43 Cross-border transport links.

Soutce: own elaboration.
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TABLE 2.
The values of MSA statistics
Variable MSA statistics Variable MSA statistics
X1 0.802 X23 0.925
X2 0.731 X24 0.867
X3 0.760 X25 0.855
X4 0.809 X26 0.892
X5 0.851 X27 0.905
X6 0.807 X28 0.853
X7 0.850 X29 0.812
X8 0.893 X30 0.789
X9 0.872 X31 0.811
X10 0.856 X32 0.856
Xi11 0.892 X33 0.852
X12 0.901 X34 0.875
X13 0.830 X35 0.816
X14 0.791 X36 0.850
X5 0.817 X37 0.796
X16 0.796 X38 0.803
X17 0.764 X39 0.794
X18 0.786 X40 0.792
X19 0.823 X41 0.762
X20 0.816 X42 0.723
X21 0.817 X43 0.831
X22 0.844 - -
KMO statistics: 0.835

Source: own calculations using IBM SPSS Statistics 21.

The KMO and MSA indices allow to perform an initial elimination of variables,
among which the correlations are small, and which may cause the extracted factors to
be difficult to interpret. The limit values for the KMO and MSA indices were adequate-
ly set at the levels of 0.7 and 0.5. The KMO index value was high and amounted to
0.835 at the significance level a = 0.000. The result does not imply the reduction of the
assumed set of variables. The MSA statistics provided similar recommendations for
individual variables. Any case of variable, for which the MSA statistics value was lower
than the limit value of 0.5, has not been identified. In the further stages of the meas-
urement scale construction all the variables have been therefore included.

3.2. Results of the dimensionality of the scale

To extract the subscales the exploratory factor analysis was used, that had been
conducted using principal components analysis with the VARIMAX rotation. It is the
most popular approach in determining the dimensionality of composite measurement
scales. Factor analysis results are presented below.
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Factor analysis results

TABLE 3.

Component Eigenvalue % of variance Cumulative %
1 7.077 16.457 16.457
2 3.806 8.851 25.308
3 2.245 5.221 30.529
4 2.164 5.033 35.562
5 1.934 4.498 40.060
6 1.678 3.903 43.962
7 1.578 3.669 47.631
8 1.449 3.370 51.001
9 1.382 3.215 54.216
10 1.173 2727 56.943
1 1.078 2.507 59.450
12 1.029 2.392 61.843
13 0.917 2132 63.975
14 0.866 2.013 65.988
15 0.836 1.944 67.932
16 0.796 1.851 69.783
17 0.789 1.835 71.618
18 0.732 1.701 73.319
19 0.702 1.632 74.951
20 0.679 1.580 76.531
21 0.650 1.511 78.042
22 0.014 1.428 79.470
23 0.608 1.413 80.883
24 0.596 1.387 82.270
25 0.545 1.268 83.538
26 0.540 1.257 84.795
27 0.523 1.216 86.011
28 0.506 1.176 87.187
29 0.498 1.158 88.345
30 0.485 1.129 89.474
31 0.467 1.087 90.561
32 0.462 1.073 91.634
33 0.419 0.975 92.609
34 0.396 0.920 93.529
35 0.386 0.898 94.428
36 0.378 0.880 95.308
37 0.359 0.835 96.142
38 0.340 0.791 96.934
39 0.315 0.732 97.665
40 0.301 0.700 98.365
41 0.283 0.657 99.023
42 0.247 0.574 99.596
43 0.174 0.404 100.000

Source: own calculations using IBM SPSS Statistics 21.
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FIGURE 1.
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Source: own calculations using IBM SPSS Statistics 21.

In choosing the number of components the percentage of variance criterion and the
scree test [Kim, Mueler 1978] were applied. The scree plot might suggest leaving the 3,
6 and possibly 10 factors (subscales). The 10-factor model was not considered further
in the analysis because the analysis of the 10 subscales greatly complicates the meas-
urement model and hinders its substantive interpretation. Furthermore, despite the
large number of factors, the model would not meet the percentage of variance criterion,
which is often set at a minimum of 60%. The fulfillment of this criterion would require
the adoption of 11 factors which would complicate the model increasingly. Therefore,
the models that were considered were the 3 and 6-factor ones bearing in mind that they
do not meet the percentage of variance criterion. The alternative for them was the third
model proposed by the experts (Table 1.). The values of factor loadings for the first two
models are presented in tables 4. and 5.
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TABLE 4.
Factor loadings before and after rotation for the first model
Variable Component Component
1 2 3 1 2 3
X1 0.385 0.209 -0.144 0.384 0.044 0.252
x2 0.285 0.189 -0.032 0.233 0.056 0.246
x3 0.252 0.115 -0.180 0311 -0.008 0.111
x4 0.328 0.080 -0.218 0.389 0.036 0.093
x5 0481 | -0.190 0.456 0.001 0.660 0.200
X6 0592 | -0.371 0370 0.130 0.778 0.052
x7 0589 | -0.413 0371 0.125 0.799 0.017
X8 0583 | -0.404 0.287 0.181 0.743 -0.013
%0 0585 | -0.404 0.302 0.172 0.753 -0.006
x10 0464 | -0.220 0373 0.046 0.618 0.135
xi1 0459 | -0.339 0.180 0.173 0.571 -0.047
x12 0460 | -0.245 0.093 0.242 0.471 -0.003
x13 0.285 0.295 -0.035 0.241 -0.003 0.334
X1 0.289 0319 0.108 0.143 0.067 0.414
x15 0.304 0.115 0.134 0.123 0.202 0.260
X6 0.349 0.221 -0.052 0.293 0.068 0.288
x17 0.247 0.212 0.148 0.080 0.122 0327
X1 0443 | -0.154 -0.156 0.413 0270 -0.036
x19 0476 | -0.060 -0.061 0373 0.293 0.093
xa0 0.459 0.075 -0.149 0.432 0.160 0.164
x21 0416 0.213 0.119 0.388 0.075 0277
x22 0.386 0.010 -0.214 0.423 0.113 0.057
X 0.505 0.051 -0.217 0.511 0.162 0.132
X2 0517 | -0.219 -0.286 0.554 0278 -0.118
x25 0571 | -0.201 -0.258 0.572 0317 -0.073
x2 0526 | -0.085 -0.203 0.508 0.258 0.032
x2 0526 | -0.262 -0.278 0.552 0311 -0.148
x5 0374 0.193 -0.214 0.425 0.006 0.206
x2 0323 0.299 -0.245 0417 -0.101 0.264
x30 0.435 0.152 -0.382 0.585 -0.028 0.124
x31 0.461 0.072 -0.360 0.583 0.043 0.075
x5 0435 | -0.004 -0.270 0.497 0.119 0.039
X3 0.270 0.508 0.080 0.160 -0.063 0.555
X34 0.292 0.529 0.164 0.117 -0.013 0.615
X35 0.075 0.540 0.281 -0.118 -0.088 0.595
X36 0.173 0.602 0279 -0.044 -0.061 0.682
X3 0.151 0.579 0.220 -0.019 -0.095 0.630
X3 0.177 0.597 0.176 0.032 0.115 0.636
X3 0321 0.221 0.248 0.061 0.220 0.402
x40 0.304 0.284 0.187 0.096 0.140 0.424
a1 0323 0.180 0.057 0.195 0.135 0.289
X2 0318 0.259 0.059 0.195 0.090 0.354
x4 0.381 0.072 -0.024 0.287 0.184 0.185

Source: own calculations using IBM SPSS Statistics 21.
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TABLE 5.
Factor loadings before and after rotation for the second model
Variable Component Component
1 2 3 4 5 6 1 2 3 4 5 6

X1 0.385 | 0.209 | -0.144 | 0.287 | 0.351 | -0.175 | 0.074 | 0.104 | 0.098 | -0.060 | 0.595 | 0.256
X2 0.285 | 0.189 | -0.032 | 0.318 | 0.364 | -0.042 | 0.056 | 0.098 | 0.063 | -0.064 | 0.574 | 0.057
X3 0.252 | 0.115 | -0.180 | 0.116 | 0.476 | -0.119 | 0.010 | -0.087 | -0.058 | 0.030 | 0.549 | 0.223
X4 0.328 | 0.080 | -0.218 | 0.271 | 0.208 | -0.331 | 0.101 | 0.032 | 0.134 | -0.184 | 0.419 | 0.386
X5 0.481 | -0.190 | 0.456 | 0.168 | -0.031 | -0.069 | 0.659 | 0.174 | 0.128 | -0.020 | 0.130 | -0.109
X6 0.592 | -0.371 | 0.370 | -0.039 | -0.009 | -0.181 | 0.795 | -0.003 | 0.094 | 0.091 | 0.051 | 0.088
X7 0.589 | -0.413 | 0.371 | -0.093 | 0.032 | -0.210 | 0.822 | -0.055 | 0.043 | 0.108 | 0.044 | 0.116
X8 0.583 | -0.404 | 0.287 | -0.088 | 0.051 | -0.159 | 0.752 | -0.097 | 0.084 | 0.138 | 0.072 | 0.121
X9 0.585 | -0.404 | 0.302 | -0.110 | -0.010 | -0.205 | 0.774 | -0.064 | 0.084 | 0.124 | 0.013 | 0.155
X10 0.464 | -0.220 | 0.373 | 0.037 | -0.127 | -0.086 | 0.622 | 0.134 | 0.140 | 0.050 | -0.009 | -0.020
Xi11 0.459 | -0.339 | 0.180 | 0.073 | 0.133 | -0.023 | 0.546 | -0.142 | 0.143 | 0.068 | 0.195 | 0.001
X12 0.460 | -0.245| 0.093 | 0.003 | -0.041 | 0.002 | 0.445 | -0.051 | 0.230 | 0.141 | 0.067 | 0.068
X13 0.285 | 0.295 | -0.035 | 0.124 | 0.297 | 0.091 |-0.027 | 0.164 | 0.036 | 0.157 | 0.477 | 0.031
X14 0.289 | 0.319 | 0.108 | 0.183 | 0.121 | 0.199 | 0.020 | 0.302 | 0.129 | 0.154 | 0.368 | -0.127
Xi5 0.304 | 0.115 | 0.134 | 0.223 | 0.293 | 0.159 | 0.154 | 0.102 | 0.073 | 0.088 | 0.463 | -0.150
Xi6 0.349 | 0.221 | -0.052 | 0.091 | 0.400 | 0.142 | 0.025 | 0.061 | 0.032 | 0.231 | 0.550 | 0.020
X17 0.247 | 0.212 | 0.148 | 0.243 | 0.287 | 0.175 | 0.076 | 0.176 | 0.045 | 0.074 | 0.472 | -0.181
et 0.443 | -0.154 | -0.156 | -0.070 | 0.306 | 0.123 | 0.212 | -0.241 | 0.141 | 0.310 | 0.351 | 0.125
X19 0.476 | -0.060 | -0.061 | -0.041 | 0.248 | 0.205 | 0.220 | -0.107 | 0.173 | 0.351 | 0.353 | 0.030
X20 0.459 | 0.075 | -0.149 | -0.298 | 0.065 | 0.224 | 0.092 | -0.007 | 0.161 | 0.552 | 0.142 | 0.153
X21 0.416 | 0.213 | -0.119 | -0.332 | -0.018 | 0.152 | 0.036 | 0.142 | 0.108 | 0.534 | 0.077 | 0.204
X22 0.386 | 0.010 | -0.214 | -0.283 | -0.022 | 0.217 | 0.046 | -0.063 | 0.213 | 0.492 | 0.043 | 0.162
X23 0.505 | 0.051 | -0.217 | 0.135 | -0.002 | -0.010 | 0.141 | 0.065 | 0.371 | 0.136 | 0.279 | 0.256
X24 0.517 | -0.219 | -0.286 | 0.331 | -0.372 | 0.192 | 0.188 | -0.035 | 0.798 | 0.038 | 0.031 | 0.084
X25 0.571 | -0.201 | -0.258 | 0.349 | -0.359 | 0.209 | 0.222 | -0.004 | 0.815 | 0.060 | 0.072 | 0.070
X26 0.526 | -0.085 | -0.203 | 0.268 | -0.272 | 0.278 | 0.155 | 0.050 | 0.695 | 0.158 | 0.118 | 0.008
X27 0.526 | -0.262 | -0.278 | 0.268 | -0.329 | 0.165 | 0.227 | -0.084 | 0.744 | 0.068 | 0.026 | 0.112
X28 0.374 | 0.193 | -0.214 | 0.269 | -0.174 | -0.031 | 0.000 | 0.237 | 0.433 | -0.015| 0.192 | 0.215
X29 0.323 | 0.299 | -0.245 | -0.018 | -0.098 | -0.396 | -0.002 | 0.278 | 0.107 | -0.001 | 0.115 | 0.564
X30 0.435 | 0.152 | -0.382 | -0.304 | -0.097 | -0.356 | 0.052 | 0.085 | 0.116 | 0.255 | 0.009 | 0.706
X31 0.461 | 0.072 | -0.360 | -0.304 | -0.051 | -0.395 | 0.128 | 0.025 | 0.094 | 0.233 | 0.029 | 0.719
X32 0.435 | -0.004 | -0.270 | -0.289 | -0.052 | -0.250 | 0.166 | -0.018 | 0.114 | 0.269 | 0.005 | 0.545
X33 0.270 | 0.508 | 0.080 | -0.005 | -0.194 | -0.204 | 0.006 | 0.581 | 0.037 | 0.076 | 0.065 | 0.259
X34 0.292 | 0.529 | 0.164 | -0.045 | -0.185 | -0.128 | 0.040 | 0.619 | 0.011 | 0.152 | 0.065 | 0.179
X35 0.075 | 0.540 | 0.281 | 0.184 | -0.187 | -0.021 | -0.055 | 0.651 | 0.008 | -0.051 | 0.081 | -0.092
X36 0.173 | 0.602 | 0.279 | 0.079 | -0.166 | -0.104 | -0.006 | 0.707 | -0.045 | 0.034 | 0.100 | 0.036
X37 0.151 | 0.579 | 0.220 | 0.068 | -0.122 | -0.056 | -0.054 | 0.636 | -0.038 | 0.061 | 0.123 | 0.024
X38 0.177 | 0.597 | 0.176 | 0.079 | -0.166 | -0.094 | -0.065 | 0.660 | 0.004 | 0.046 | 0.110 | 0.085
X39 0.321 | 0.221 | 0.248 | -0.161 | -0.101 | 0.291 | 0.155 | 0.319 | 0.083 | 0.417 | 0.028 | -0.166
X40 0.304 | 0.284 | 0.187 | -0.122 | -0.243 | 0.240 | 0.090 | 0.404 | 0.164 | 0.359 | -0.051 | -0.098
X41 0.323 | 0.180 | 0.057 | -0.416 | 0.150 | 0.151 | 0.103 | 0.097 | -0.127 | 0.549 | 0.109 | 0.091
X42 0.318 | 0.259 | 0.059 |-0.434 | 0.049 | 0.230 | 0.043 | 0.185 | -0.072 | 0.607 | 0.049 | 0.050
X43 0.381 | 0.072 | -0.024 | -0.434 | 0.049 | 0.277 | 0.111 | 0.010 | 0.036 | 0.633 | 0.032 | 0.059

Source: own calculations using IBM SPSS Statistics 21.

Analyzing the matrix of rotated components for the 3-factor model it can be no-
ticed that for nearly half of the criteria (21 of 43) factor loadings are not statistically sig-
nificant (they are below the acceptable level of 0.5). This means that 21 criteria are not
specific to any of the separated subscales and pootly correlate with them. Therefore,
these variables ought to be removed from the measurement scale. It should also be
noted that the interpretation of the first subscale is not clear. This is because it com-
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bines the assessment of the financial and employment situation with the one of the ac-
cess to commercial services, indispensable products as well as to the Internet and mo-
bile networks. The second and third subscale can be defined respectively as “education”
and “the environment”.

In the 6-factor model for the eight criteria statistically significant factor loadings
were not observed. The first three subscales are unequivocal to interpret and can be de-
fined as: “education”, “environment” and “employment status”. The interpretation of
the other subscales is less unequivocal. The fourth subscale integrates the assessment of
the aspects of culture and sporting offer and the one of the access to public transport.
The fifth subscale includes the critetia for health care and public and social safety. The
last one contains the evaluation criteria for access to services. The interpretation of the
subscales is therefore similar to the third model adopted by experts.

The next step of the analysis was to assess the reliability of the separate subscales
within the three factor models. The coefficient that was used is Cronbach's alpha, which
is based on the coefficients of the correlation of all scale items with the overall result of
the scale. The results are summarized in table 6.

TABLE 6.
Reliability of measurement
Reliability

Model 1 Model 2 Model 3

(«=0.835) («=0.845) («=0.874)
Subscale 1 0.787 0.857 0.656
Subscale 2 0.856 0.784 0.856
Subscale 3 0.784 0.838 0.667
Subscale 4 - 0.698 0.724
Subscale 5 - 0.639 0.804
Subscale 6 - 0.714 0.762

Source: own calculations using IBM SPSS Statistics 21.

In the assessment of scale reliability using Cronbach’s alpha it is essential that the
number of the survey samples and the number of the items scale affect its value. The
larger the number of the scale items is, the higher the value of coefficient position may
be. In the present case the accuracy of full scale for the three models is high (the highest
for model 3, but recall that it contained the largest number of items which could have
an impact on the high value of the coefficient). In addition, in the case of the first two
models there are the subscales for which the value of the coefficient is higher than for
the whole scale despite a much smaller number of items comprising these subscales
(subscale 2 for model 1 and subscale 1 for model 2). In the other cases, the reliability of
the subscales can be considered as satisfactory, bearing in mind that they are composed
of a much smaller number of items than the complex ones.
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3.3. Results of the assessment of measurement models fit

In the final stage the degree of fit of three models to empirical data were compared.
Theoretical accuracy of the models was tested by means of confirmatory factor analysis.
The method that was applied is the estimation one, which combines generalized least
squares method with the method of maximum likelihood. In order to choose the model
that most closely matches the data, values of several common goodness of fit indices
were calculated. The results of confirmatory factor analysis for the three models are
listed in table 7.

TABLE 7.
Goodness of fit indexes

Indexes* Model 1 Model 2 Model 3
2° statistics 1808.84 2877.36 5344.35
Lz, ratio 8.655 5.460 6214
df
GFI (Goodness-of-Fit Index) 0.831 0.823 0.731
AGFTI (Adjusted Goodness-of-Fit Index) 0.796 0.800 0.704
RMSEA (Root Mean Square Error of Approximation) 0.098 0.076 0.09
Akaike information critetion 2131 3.386 6.198
Gamma Index 0.846 0.847 0.756
Bayes information criterion 2.368 3.752 6.661
NFI (Normed Fit Index) 0.754 0.716 0.586
NNFI (Non-Normed Fit Index) 0.751 0.738 0.608
CFI (Comparative Fit Index) 0.775 0.754 0.626

* The most advantageous values of each index are shown in bold.

Source: own calculations using IBM SPSS Statistics 21.

The recommendations that were used in the analysis of fit indices are included in
the following studies: Akaike [1974], Bentler and Bonnet [1980], Jéreskog and Sérbom
[1981], McDonald [1988], Steiger [1990], Rigdon [1996], Hu and Bentler [1999], Sztem-
berg-Lewandowska [2008]. Fit indices did not give a clear indication as to the choice of
model. Only one of the indices ( y statistics) pointed to the choice of the model pro-
posed by the experts. However, considering the sensitivity of this index to the size of
the sample, the alternative indices, listed in table 7, were also analysed.

The values of these indices suggested the choice of the first or second model. For
both models the values of AGFI and Gamma indices were basically identical. In the
case of GFI, NFI, NNFI and CFI indices the differences were also small. Considering
the above results, it was decided that the scale of quality of life measuring in cross-
border areas should be composed of six subscales represented by the second model.
Such a choice was a compromise between the stock of information being explained by
the model and its complexity. It should be noticeable that the first model is responsible
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for explaining only 31% of the total variance. The second one explains 44% of the vati-
ance while the number of sub-scales is acceptable. The interpretation of the sub-scales
also appears to be coherent and substantively justified. The subscales along with the cri-
teria are listed in table 8.

TABLE 8.
Measurement scale of subjective quality of life in cross-border regions

Sub-scales Items (criteria)
Access to and the quality of the nurseries and kindergartens.

Access to and the quality of primary schools.

Access to and the quality of lower secondary schools

Education Access to and the quality of secondary vocational schools

Access to and the quality of general secondary schools.

Access to and the quality of tertiary schools.

Adapting schools for the disabled.

Access to and the state of green areas (e.g. parks, squares and forests).

Image of the place of residence (cleanness and aesthetics of public places).

Drinking water quality.

Environment Waste management (rubbish collection from households, access to waste containers in
public places, possibilities of waste segregation).

Air quality.

Climate state level (low noise pollution).

Current work activity (its attractiveness, work conditions and atmosphere).

Work status Job security (temporality, the so-called “zero hours or junk contracts).
OrkK status . . .

Chances of finding a new attractive job.

Maintaining the proper balance between work time and leisure time.

Opportunities to participate in sporting events.
Opportunities to participate in cultural events.
Cultural and sports

offer and transport

accessibility

Access to free sporting and cultural infrastructure.

Possibility of travelling around by public transport (bus, train, etc.).

Transport links to the nearest urban centre.

Cross-border transport links.

Access to general practitioners (number of outposts, office hours, waiting time, the
quality of services).

Access to specialized doctors (number of outposts, office hours, waiting time, the
quality of services).

Healthcare, public

: Functioning of the medical emergency service.
and social safety

Personal safety (at night and during the day).

Preparing the community for emergencies (floods, droughts, etc.).
Security of property (flat, car).

Care for those with special needs (elderly, chronically sick people).

Access to the technical infrastructure (water supply and sewerage systems, gas).

Access to commercial services such as restaurants, repairing services, postal services,
. etc. (number of outposts, opening hours, prices).

Access to setvices (¢ ; POSts, op 2 > P ) .

Access to essential products such as food, clothing, etc. (number of outposts, opening

hours, prices).

Access to the Internet and mobile telephony.

Soutce: own elaboration.
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4. Conclusion

The article presents a proposal for measurement scale which enables to measure the
subjective quality of life of the inhabitants of cross-border regions. The results of the
researches using factor analysis show that within the category of subjective quality of
life six components (subscales) can be extracted: “education”, “environment”, “work
status”, “cultural and sports offer and transport accessibility”, “healthcare, public and
social safety”, “access to setvices”. The subscales are characterized by satisfactory relia-
bility of measurement. The initial set of items was possible to reduce by 9 items which
allowed to simplify the measurement model. It is very significant in terms of cost reduc-
tion of the research being conducted through direct interviews. It also allows to reduce
the risk of the respondent's resignation from the participation in the study.

The authors are aware that the proposed measurement model is not a universal tool.
Diversified social and economic structure of other cross-border regions can cause that
the application of the scale will require its modification. Therefore, the authors of the
article are hoping that the proposed solution will be an inspiration for further studies on
the impact of the cross-border regions on the quality of life of their inhabitants and the
measure of this quality. The researches that will be taken in this area may still further

enhance the fit of the measurement model to empirical data.
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MARKETING BARRIERS TO E-HEALTH IN THE PODLASKIE
PROVINCE

Summary

The article undertakes the problem of a marketing scope of e-health, combined with the use of ICT in
the health care system. The study focuses on the needs of patients - the main consumers of medical services.
The purpose of the article is to identify marketing barriers to e-health services from the perspective of pa-
tients and the medical community. To analyze the problem an example of the Podlaskie Province was used.

Key words: e-health, marketing, Podlaskie Province

1. Introduction

E-health is a relatively recent phenomenon. It is more often analyzed in terms of
implementing broadly defined innovation of ICT into the health care system and the
various medical facilities. In a broader sense, e-health means activities aimed at improv-
ing the quality of health services, improving the quality of patient services and improv-
ing access to health services. Taking into account the wider context of e-health, building
the right relationships between health care facilities and patients, recipients of medical
services, seems to be a particulatly important aspect. The aim of the study is to identify
marketing barriers to e-health from the perspective of the patient and the medical
community based on the example of the Podlaskie Province. To achieve the objective,
the example of Podlaskie Province was used. The conclusions were supported by the
research results included in the final report on the area of e-health in the Podlasie Prov-
ince within the project “E-Poland - development trends of the information society”
[Widelska at al., 2011]?, which was co-created by the author of this paper.

1 Urszula Widelska, Ph.D. — Faculty of Management, Bialystok University of Technology; e-mail:
widelskau@wp.pl.

2 The object of the research was the area of application of Information and Communication
Technology in healthcare — e-health. The following research areas were distinguished: the analysis of
e-health in the Podlaskie Province, in comparison with other regions of the country and Europe; iden-
tification of development factors of e-health in the Podlaskie Province including barriers and determi-
nants influencing this development; assessment of the prospects for the development of e-health in
the Podlaskie Province. The main objective of the study was to determine the current state of infor-
mation society development in the area of health care in the Podlaskie Province, with particular em-
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2. The essence of e-health — european and national context

E-health is the use of ICT in the health care system. By assumption, it is based on
the cooperation of two fields — broadly defined health care and modern information
systems. The modern health care system requires continuous improvement of process-
es affecting the availability, efficiency and quality of health services. It is particularly im-
portant to increase access to preventive tests, make changes in traditional systems of pa-
tient service and support all activities and processes, whose aim is to take into account
often unfavorable demographic trends and the trends towards an overall improvement
in the living standard of citizens.

E-health has become a subject of interest to the European Commission. In the dis-
cussion of the analyzed issues in May 2003, the definition of e-health was presented as
the use of modern information and communication technologies to satisfy the needs of
citizens, patients, professionals in the field of health care, health care providers and pol-
icy makers [Widelska at al., 2011]. As the most important arrangements of the diagnosis
of the development of e-health in Europe, influencing the need for urgent action, the
EC acknowledged: [Widelska at al., 2011]:

—  the increase in demands to health care and social welfare services resulting

from the “aging” of society;

—  the increase in income and level of education;

—  increasing expectations of citizens who in the current EU social model
demand the best health care and reducing disparities in access to high qua-
lity medical care;

—  increasing mobility of patients and physicians within better functioning in-
ternal market in the EU;

—  the need to reduce a burden of diseases and the prevention of risks of emerg-
ing diseases (e.g. SARS);

—  eatly detection of diseases and quicker response and minimization of the tisk
of these diseases;

—  difficulties of public authorities to connect investments in technologies with
investments in complex organizational changes needed to use the potential
of the implemented technologies;

—  the need to reduce accidents at work and the risk of occupational diseases;

—  the management of all the resources of health data that must be available in
a safe, friendly, and fast way and in a place where they are needed, and pro-
cessed in an efficient manner for administrative purposes;

—  the need to provide the best possible health care under limited budgetary re-
sources.

In April 2004, the European Commission published “The EU Action Plan” (Euro-

pean Union Action Plan) for a European e-Health Area. The document specifically
refers to the following activities [Communication From . ..., 2004]:

phasis on IT technologies, which are the subject of research of the EU institutions and to identify the
main development barriers.
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1. Gaining independence of health care consumers (patients and healthy citi-
zens) to enable them to manage their well-being through access to qualified
sources of health information, as well as through active participation in the
prevention of diseases, allowing patients to participate (with better knowledge
and responsibility) in the process of care and rehabilitation through intelligent
monitoring systems, as well as by the appropriate and personalized medical
information.

2. Supporting professionals by providing them with access to relevant and
current information at the time of such need, to new tools for better
risk management and systems to acquire current biomedical knowledge.

3. Supporting departments and managers of health care by assisting in the
appropriate management of the ongoing reorganization of health care sys-
tems.

The process of development of e-health in Poland has been slow. Using published
in June 2006 results of the sixth edition of measurements of the development of health
care services on-line conducted by Capgemini, Poland was the last on the list out of
eighteen countries covered by the survey [Widelska at al., 2011].

The development of e-health in Poland is suppoted by a large, compared to other
countries of the European Union, proportion of Internet users looking for information
on health services (63.2%). However, many other disparities in the development of this
sphere of heatlh care in comparison with other European are noticed. Using the results
of the research carried out at the request of the European Commission in 2008, the fol-
lowing conclusions can be drawn (see Figure 1) [Benchmarking ICT. ..., 2007; Eurgpe’s
Digital Competitiveness Report, 2010]:

1. Poland was considered a “straggler” within the implementation of e-health,
due to the results below the EU-27 average for most indicators included in
the study. It concerned both the availability of ICT infrastructure (comput-
er, the Internet) and the use of ICT in various areas related to e-health.

2. Approximately 50% of the Polish GP practices were using administrative
data of a patient in an electronic form, whereas the patient's medical rec-
ords (in whatever form) in an electronic form were in about 40% of prac-
tices.

3. In Poland, the computers were used during medical consultations only to
a very limited extent (11% of practices). This percentage has remained far
behind the EU-27 average at 66%. The use of decision support systems
was the exception rather than the rule. 19% of Polish physicians used deci-
sion support systems, applied both in the diagnosis and to issue recom-
mendations, which was one of the lowest rates in the EU-27.
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FIGURE 1.
The use of ICT infrastructure in a group of family doctors in Poland and in
the EU countries
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Source: [Benchmarking ICT. .., 2007].

It should be noted that Poland is one of the few countries that does not have a Na-
tional Strategy for the Development of e-health, although some of its elements (except
for telemedicine) began to be implemented. Also the lack of regulation on a cross-
border exchange of medical data of patients, the lack of a system of certification for
websites of online pharmacies, the lack of training system for mid level medical person-
nel can be seen. The development of Polish telemedicine is also limited by the lack of
appropriate legal regulations and the high cost of implementation, but also the lack of
demand from service providers. Regarding the use of e-learning in the field of health
sciences, the lack of an offer concerning nursing, public health and dentistry is particu-
latly noticeable [Widelska at al., 2011].

3. Marketing context of e-health

It should be emphasized that modern medical services market is subject to many
changes. In the market, more and more non-public medical facilities are established,
thereby competition is increasing. The process can be described as progressive and in-
creasingly important. Providing health services on market basis results in the fight for
the customer - the recipient of medical services. Health care is a system whose main
goal is to meet the health care needs of the population, which, due to social and demo-
graphic transformations, are subject to constant changes [Stanisz-Bush, 2010, p. 2].
Speaking of the needs of citizens within e-health, it should be emphasized that in spite
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of the fact that people are healthier and live longer, the demand for health care services
continues to increase. Also the circumstances of these transformations change, which is
associated with [Good Practice Guide E-Health. . ., 2007):

—  the development of medical technologies (increased possibilities),

—  the aging of the population (a growth of the needs),

—  increased mobility of people (which changes the needs for the provision of

health care services).

The idea of e-health is conducive to building proper relationships with customers —
recipients of medical services. E-health, due to the strong involvement of new infor-
mation and communication technologies into a process of patient care services, can in
particular contribute to a stronger exposure and strengthening the role of information,
which often determines the quality of the relationships between the patient and the
medical facility. Informational context of e-health can directly translate into:

—  the image of the medical facility in the patient’s awareness,

—  more effective promotion of the medical facility,

—  building the knowledge potential of medical personnel (e-health implemen-

tation requires the development of specific competencies).

In addition to the informational aspect, the aspect of quality is particulatly im-
portant. Concerning the quality, it is referred to the quality of medical services, but
also the quality of patient care. Research on e-health strongly emphasize the marke-
ting context of the analyzed project. In the period between December 2008 and
May 2009, Gartner on behalf of the Minister of Health and Social Affairs of Swe-
den conducted in six European countries (the Czech Republic, France, the Nether-
lands, Sweden, Spain and the United Kingdom) a detailed study on the potential
benefits from the use of e -health. The research results were published in the do-
cument entitled “eHealth for a Healthier Europe!”. The authors of the report sin-
gled out thirty-seven potential benefits of the use of innovative solutions in health
care. The most important include [E-bealth for Eurgpe!. .., 2009]:

—  significant reduction of duplicate laboratory tests;

—  reduction in the number of visits to primary care physicians;

—  reduction of misadministration of medication;

—  shorter stay in hospital;

—  reduction of cases of wrong prescriptions or dosage of medications;

—  reduction of the risk of adverse effects during treatment;

—  reducing the cost of each prescription;

—  shortening the time for administration to fill forms;

—  reduction of the waiting time for an appointment or treatment.

It should be noted that e-health should be considered on two levels. The first
level is building relationships with patients in the context of the needs of the socie-
ty. The second level is the use of e-health in a medical facility. Referring to the first
of the levels, it should be emphasized that the benefits to the society are connected
with high costs borne by the system. In 2009, at the request of the European
Commission, a report on the socio — economic benefits from the use of a electronic
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health record (EHR) and electronic transfer of prescriptions was prepated. The au-
thors of the document, entitled “The socio-economic impact of interoperable elec-
tronic health record (EHR) and ePrescribing systems in Europe and beyond — Final
study report” [The socio-economic impact. .., 2009], calculated that the use of these solu-
tions has begun to bring measurable benefits that exceed the costs of implementing
the changes from the sixth year, and benefits grow rapidly in subsequent years of
the use of the systems. Referring to the social aspect of the needs, the following
facts should be considered [Widelska at al., 2011]:

—  arapid growth of broadband access;

—  there is availability for training projects funded from the EU's resources on
learning how to use computers and the Internet for groups who do not
have knowledge of IT technologies;

—  an increasing interest of the Polish society associated with using the Inter-
net to search for information on health;

—  agrowing number of computer hardware, which is in the possession of private
users and companies in Poland;

— an increase in the role of information societies;

—  avisible increase in public awareness of the benefits of modern technologies
in the field of health care.

Referring to the e-health as a factor in strengthening the process of marketing man-
agement of a medical facility, it is important to take into account the following aspects
of development:

—  there is an increase in the awareness of managers of health care facilities of

long-term benefits resulting from the implementation of new solutions;

—  an increase in awareness of the benefits associated with the use of IT sys-
tems in health care;

—  visible readiness of medical personnel to improve qualifications within the
use of I'T technologies.

E-health is not only a response to the changing social needs. The marketing aspect
of e-health is very broad. First of all, it enables to build a new quality of relationships
with patients. It is an undertaking that can support the creation of a positive image of
medical facilities in the minds of health care service recipients. In addition, e-health is
a tool that improves the system of marketing management in a medical facility.

4. Barriers to e-health in the opinion of medical communities3

Referring to marketing barriers to e-health in the Podlasie Province, those aspects of
e-health have been analyzed which have a direct impact on building the relationships
between the medical facility and the patient. As the study showed, representatives of se-

3 On the basis of in-depth interviews of managers of health care facilities, particularly hospitals,
and the results of focus group interviews (FGI) among managers of health care, representatives of the
medical services, representatives of the private health care institutions in the Podlasie region [Widelska
atal,, 2011].
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lected medical communities in the Podlasie Region clearly indicate the need for imple-
mentation of e-health to the health system. In their opinion, e-health is the main condi-
tion for the development of the health system as well as individual medical facilities. As
batriers to the quality of the relationships between health care facilities and patients
were indicated:

—  financial barriers,

—  mental barriers,

—  infrastructural bartiers,

—  the lack of knowledge about e-health,

—  the generation gap.

It was emphasized that the changes in the health care system are combined with
high costs. Owners of private medical practices are concerned that most of the costs as-
sociated with the implementation of e-health will have to be paid from their own re-
sources. In the opinion of the respondents, investments in e-health require big expens-
es, and return on investment is not always followed in the short term. In addition, in the
opinion of health care managers, computerization and the use of IT is reflected in sav-
ings as a rule.

Mental battiers were recognized as essential limitations of e-health development.
Health care employees, but often also managers of medical facilities are not fully able to
identify specific and long-term benefits connected with the use of e-health. Knowledge
potential of the medical communities about e-health has been assessed at an even lower
level, because it is often limited to the internal processes involving advanced infor-
mation technology in individual health care facilities.

An opinion was expressed that e-health directly affects the quality of patient care,
but it is limited by the need to implement the security system. It is an important premise
in the respondents’ opinion to have specific systemic solutions when implementing e-
health.

The generation gap was recognized as particularly important. According to re-
presentatives of health care, this type of limitation concerns both patients and medical
personnel, including doctors. Successful implementation of e-health is connected not
only with the awareness of changes, but also with specific skills. It was emphasized that
in an aging society it can be a major challenge.

Among the barriers limiting the benefits for patients resulting from e-health also or-
ganizational bartiers were identified, since the implementation of e-health requires:

—  anincrease in the level of competence of medical personnel within e-health,

—  clear division of duties,

—  modernization of the infrastructure,

—  creation of a uniform system of administrative supervision within e-health,

—  the need to improve the information system about e-health.

Representatives of medical communities recognize the need for changes in the
health care system based on the implementation of the e-health process. It should be
emphasized that mental and awareness factors have been identified as the main bartiers
to the implementation process in the first place, rather than financial determinants.
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5. Barriers to e-health in the opinion of personnel and patients*

Patients as customers of the health care system have clear expectations as to the set-
vice level, but also to the organization of the service system in the health care facility.
Civilization conditions make the information storage devices become more common.
Secondly, people manage their time consciously. A characteristic feature of the quality
of patient care is not only a competent service, but quick access to medical services.

Studies of patients in the Podlasie Province indicate very strong interest in the In-
ternet — us much as 82% with Internet access use it every day. This high rate is generat-
ed mainly by young people. Most patients search information online about diseases and
their symptoms (74%). Almost half of them check surgery hours of the doctors using
the Internet (48%). Studies show that the Internet or e-mail is almost not used to com-
municate (to consult) with a doctor or other specialists in health matters (only 2% of re-
spondents admit to it) (see Figure 2.).

FIGURE 2.

The use of the Internet by patients and e-mail in order to arrange a medical
appointment

Do you use the Internet or e-mail in order to arrange a medical appointment:

with a therapist

in hospital

L

with a family doctor/Primary Health Care |

with a provider of medical services

with a specialist

Source: [Widelska at al., p. 74].

Also the doctor (in a clinic or hospital) rarely uses a computer to transfer health in-
formation to the patient, for example relating to the description of the treatment or ex-
planation of symptoms of the disease. Only 5% of respondents reported that such a fact
occurred.

4 Based on the survey (PAPI) conducted among 200 patients of the Podlasie Province [Widelska at al.,
2011].
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The vast majority of respondents believe that universal access to computers and the
Internet helps in maintaining health (74.5% of respondents think that), helps to im-
prove the health care system (78.5% of respondents) and facilitates contact with health
service and other providers of health care services. In this area, it is clear that patients
with higher education are much more enthusiastic about e-health than those with pri-
mary education (see Figure 3.).

FIGURE 3.
The areas where the use of a computer and the Internet by a patient causes
changes

Where does the use of a computer and the Internet cause changes?

time spent on issues related to health

L

maintenance of relationships with a doctor

attiudes to fears and own health problems |

the quality of health care obtained in a clinic and |
hospital

0 10 20 30 40 50 60

Source: [Widelska at al., p. 76].

Patients in connection with the intensive use of a computer and the Internet see
many benefits of e-health to the quality of health care, including the impact on the atti-
tudes to their own health problems and even relationships with their doctor.

The presented results of the research show that marketing barriers to e-health have
a twofold source. The first one are the gaps in the healthcare system. Patients express
their opinion on the current state of e-health and its possible impact on the extent of
their needs from the perspective of the current situation in the whole system. The sec-
ond source is the level of their knowledge of e-health. Patients do not have an orga-
nized system of information on this sphere of the health care system. The knowledge of
e-health seems to be superficial and general.

6. Conclusions

As the example of the Podlaskie Province shows, solutions in e-health are con-
sequently to serve patients. It is a basic premise for analyzing examined field of health
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care in terms of a marketing undertaking. This results from taking into account the so-
cial needs in health care and the factors that cause major changes in their area. The im-
plemented scope of innovation is also significant. Also the need for changes in the
health care system with the use of broadly defined processes of e-health is declared.

E-health is not only high costs and the expectation of long-term benefits. It is pri-
marily an undertaking, the development of which is dependent on overcoming mental
and information barriers. This concerns both the representatives of the medical com-
munities, as well as patients. The second group of these stakeholder declare their readi-
ness to changes, however, a limited information system about e-health does not allow
a full assessment.
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Summary

The Research and Development sector is created by the institutions involved in activities of increasing
the knowledge and exploring new applications. Products created in the sector are innovations which are
a factor of rapid economic development. The problem of R&D sector is still a low level of funding, especially
in the private sector. The number of patents and commercialization of solutions is small compared to other
European countries. Enterprises do not use opportunities to cooperate with universities and other research
institutions, and opportunities for the development of R&D sector, taking into account the potential of the
existing academic and research institutes, are still huge. This is why the aim of this study is the analyze of the
R&D sector structure and a short description of research and development activities in the Podlaskie Prov-
ince. The level and method of financing the R&D sector in Poland is characterized by a relatively low share
of expenditure on R&D activities, the domination of the public sector financed and a low spending on ap-
plied research and development work. Poland is among the group of countries with the highest share of
basic research in the overall structure of research.

Key words: research and development, innovation, academic institutions, knowledge, sustainable development

1. Introduction

The aim of this study is the analyze of the R&D sector structure, the types of ot-
ganizations which cooperate in this area, the comparing of the organizations structure
operating in Poland and the European Union, indicators definition which determinate
the level of R&D sector development, an indication of the role of research and devel-
opment organizations in the process of economic innovation and a short description
of research and development activities in the Podlaskie Province. The presented statis-
tics generally relate to the period 2005-2010, in some cases the data for this period were
not available and therefore was present the most current information which was possible.

The system of innovations is created by the structure and quality of educational sys-
tem, forms of financing, as well as the type of R&D institutions and their ability to adapt
technologies. An analysis of the business entities in the area of R&D and innovation
activity against the background of the European Union countries, points to the weakness

! Elwira Skibicka-Sokotowska, Ph.D. — Faculty of Economics and Management, University of
Bialystok, e-mail: e.skibicka@uwb.edu.pl.
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of our country in this regard. In today’s wotld the sphere of research and development
should be one of the main sources of knowledge and innovation, and awareness of
this condition should lead to the concentration of activities in the area of R&D.

2. Analysis of the R&D potential structure

The changing the development paradigm adopted the Europe 2020 Strategy provides
Europe on the path of smart and sustainable development. At the basis of the Europe
2020 Strategy are to achieve three priotities [Komunikat Komisji Enropa 2020. .., s. 11]:

1. smart development (economy development based on the knowledge and
innovation);

2. sustainable development (support the effective economy which using the
resources, environment friendly and more competitive economy);

3. development foster to social inclusion (economy supporting which is a high-
employment economy and which provides social, economic and territorial
cohesion).

Actions which should to be taken by EU countries are: increase the investment spend-
ing on R&D sector. Currently, the expenses on the research and development sector in
Europe are below 2%, while in the US. it is 2.6% and in Japan 3.4%. The difference
formed from the lower level of private sector investment. It is important the amounts
spent on R&D, but also the impact and structure of expenditures on research and im-
proving the conditions for private R&D activity in the EU [Komunikat Komisji Europa
2020...,s.13]:

According to the Lisbon Strategy, which main aim, in the area of regional policy was
creating in Burope, up to 2010 the most competitive and dynamic economy in the
wotld, based on knowledge, capable of sustainable development; Member States were
obliged to perform the actions within the four major areas: innovativeness (economy
based on knowledge), markets’ liberalisation (of telecommunication, energy, transport
and financial markets), entreprencurship and social cohesion. The records of strategy
document pointed out better use of the existing potential of the EC regions namely:
work, knowledge, fund, as well as creating new forms of regional competitive advantage
through the increase of investment in pro-growth activity, that is research and devel-
opment, education, infrastructure of information society |Strategia wigkszania nakladow. . .,
2004, p. 3].

In 2008 the Cabinet accepted the document prepared by Ministry of Economy: zbe
National Reform Programme for the period 2008-2011 for the implementation of the Lisbon Strategy.
One of the key actions highlighted in this document is Action 3: Implementation of solutions
supporting pro innovating as well as research and development (R&D) activity, including improving the
knowledge transfer and innovation diffusion |Krajowy Program Reform. .., 2008]. It follows that
development activities are the basis for socioeconomic development based on knowledge.

Pro innovative activities include creative work undertaken systematically to increase
the stock of knowledge (about human, culture and society) and finding new possibilities
of using this knowledge. A vital feature that distinguishes the activity in the research and
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development area from other activities is the newness and technical or scientific uncet-
tainty, as well as some economic risk. Research and development are the basis of
knowledge, which is the source of innovative processes, continuous pursuit of improv-
ing the products, organizational structures, production and business processes, and
human resources. Innovativeness considered, among the others, as improvement and
development of existing production or developing technologies, the introduction of
new solutions in organization and management, involves the continuous exploration
and exploitation in practice, the results of research and development, new concepts,
ideas and inventions [Golifiski, 2002, p. 145]

In Poland, research and development activities ate carried out by the following enti-
ties [Sektor badmwvezo-rozwejony. . ., 2010 p. 2]:

1. research institutions of Polish Academy of Sciences (institutions carrying
out basic research financed mainly from the state budget);

2. research and development units (units with the task of conducting research
and development, the results of which should be applied in specific areas of
the national economy and social life, which are subject to various minis-
tries, including research institutes, central laboratories and research and de-
velopment centres);

3. development units (economic entities, mainly industrial companies, pos-
sessing own R&D backup; laboratories, research and development facilities
and centres, research and technological departments, design and design-
technological offices , technology development facilities, offices of studies
and projects, as well as agricultural and zoo technical farms and experi-
mental stations);

4. institutions of higher education (public and private institutions operating in
the field of R&D)2.

R&D unit is a business entity running a business, that, at the same time, represents
a type of academic institution, specializing in the implementation of new technologies
and their improvement. Units have been established by the Act of 25 July 1985 on Re-
search and Development [Ustawa o jednostkach. .., 1985; Ustawa o zpiante ustawy o jednos-
tach. .., 2007). Since 1 October 2010 the R& D units acting on the basis of the Act of
25 July 1985 on Research and Development units which received a category 1, 2, 3, 4 or
5 under the provisions of the Act of 8 October 2004 on the principles of science fund-
ing, have become the research institutes within the meaning of the Act of 30 April 2010
on the research institutes [Ustawa o instytutach badawezych. . ., 2010]. R&D units within the
meaning of the Act, are state entities distinguished in terms of legal, organizational,
economic and financial sense, created in order to conduct the research and develop-
ment work [Ustawa Prepisy wprowadzajace ustawy reformujace. . ., 2010).

Institutional division of the R&D sector in the European Union is slightly different.
The structure of employment consists of following sectors: government, higher ed-

2 The data published by the GUS in the universities research and development works include only
the expenditures and employment information associated with this activity, just after the turning off
university teaching function.
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ucation and the business one. The government sector cortesponds to academic entities
of Polish Academy of Sciences and includes a part of the R&D units. The quantity of
research within the university colleges and the number of employment can be com-
pared with the Polish data. Unfortunately, the biggest differences are in the group of
Research and Development units in the sector of enterprises [Szatistics on Science. . ., 2004,
p- 40].

Three types of research are distinguished in the structure of the R&D activity
[Gaczek, 2004, p. 11]:

1. Basic research as theoretical and experimental works, implemented in order to

gain or enrich the knowledge concerning certain causes of phenomena and facts.
The works are not aimed at direct use in practical activities, however. The basic
research can be divided into the so-called pure and targeted (otiented) basic re-
search.

Pure research is conducted with a view of knowledge advancement, without
directing to achieve long-term economic or social benefits, without making ef-
forts to apply the results of the research to solve the problems of a practical
nature, ot to give the results to the entities that may be concerned with their
application.

Targeted research is conducted in order to create a vast knowledge base as the
basis for solving of known or anticipated future problems [Baruk, 20006, p. 56-
57).

2. Applied research concerns the research work undertaken to acquire new
knowledge, to subsequently enter specific practical applications. They rely on
searching for new possible practical applications for the basic research’s results
or searching for new solutions allowing to gain preconceived practical goals. The
results of applied research are test models of products, processes or methods.

3. Development work is the work of a structural, technological and design character
as well as the experimental one, involving the implementation of existing
knowledge gained through the research work or as a result of practical experi-
ence, to work out new, or improve the existing materials, devices, products,
processes, systems, methods or services®. It is not related to deployment de-
velopment works, going beyond the scope of the R&D activity, connected
with the implementation of technical documentation, instrumentation, trial in-
stallations, trial series of new product, carrying out amendments after testing,
etc. The development works use the existing knowledge.

In Poland the basic research is mainly conducted in the academic institutions of
Polish Academy of Sciences, applied research and development activities dominate in
the R&D and development units. Scientific research and development activities are
conducted by universities, the academic institutions of Polish Academy of Sciences,
R&D units and enterprises. The biggest differences, as far as the forms of performance
are concerned, can be seen in the institutions of Polish Academy of Sciences, dominat-
ed by basic research and deployment activities. It is difficult to point out a uniform type

3 Including preparation of the experimental prototypes and pilot fittings.
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of activities conducted at higher colleges, because the basic research, as well as particu-
lar applied activities, surveys used in practice are conducted there Development activi-
ties of university employees also includes deployment works. The participation of non-
public university colleges conducting R&D activities is still minor. From year to year the
number of units operating on the basis of the act on research and development is de-
creasing. On the other hand, the number of enterprises conducting R&D activities is
increasing. However, the scope of enterprises’ activity in the area of R&D is a minor
one, both in terms of the amount of expenditure on R&D, as well as staff employed
[Strategia Rozwojn Krajn. .., 2007 p. 7).

The activity of the R&D and development units plays a major role in improving the
innovativeness of economy. The R&D units are a part of institutional innovation sys-
tem next to the manufacturing and service companies, university colleges, independent
R&D units cooperating with enterprises, institutions of supporting and transferring the
knowledge and innovativeness. Entities conducting R&D activities have a major influ-
ence on the type of research conducted in a region. Diversified soutces of financing may
be the state budget, business entities, international organizations and foreign institutions
as well as the budget of the European Union. From the point of view of funding for re-
search and development by the minister responsible for science. Three types of entities
involved in this activity and financed by the state budget can be distinguished, namely:
colleges, institutes of Polish Academy of Sciences and the R&D units. In the case of col-
leges own research and associated statutory activity are financed. The institutes of Polish
Academy of Sciences receive resources within statutory activity connected with the con-
ducted research. The R&D units have the possibility of receiving grants from the repre-
sentatives of ministries, which they are directly subjected to [Czerniejewski, 2002, p. 1].

An analysis of characteristics and evaluation of the R&D sector structure is de-
termined by examination of the employment structure within the units conducting
R&D activities. The Evaluation of the structure of employment by individuals, from the
point of view of implementation the results into economy, should be compared with
the assessment of expenditure direction in R&D sector, with the division of expenses
into basic activities, applied and developmental ones.

Generic structure of financing development activities conducted at colleges is a var-
ied one. Academic institutions of Polish Academy of Sciences concentrate on basic re-
search, in the regions with the average R&D potential. As far as the transfer of scientific
solutions and implementation of innovations into economy are concerned, it is vital
that the expenditures were incurred within the units of development. In Poland partici-
pation of these units in the usage of expenditures in R&D sector is slightly higher than
that of academic institutions of Polish Academy of Sciences.

3. Formation of research and development potential

The connections between R&D potential and innovativeness of economy require
diagnosing of sources financing the R&D activity and analysis of their regional diversi-
ty. Sources of financing expenditures on the R&D activity may be [Mafy Rocznik
Statystyezny. . ., 2009, p. 34]:
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1. funds from the state budget;

. own funds of business entities;

3. funds of academic institutions of Polish Academy of Sciences and the R&D

units;

4. funds of international organizations and foreign institutions.

Development of education sector in Poland lays within the competence of gov-
ernment administration, where the division into departments is visible. Funds for the
bailout of statutory activity are granted to three types of entities: colleges (only within
the statutory activity connected with the conducted research and own research, didactic
activity is financed by the Minister of Education), institutes of Polish Academy of Sci-
ences (within the statutory activity connected with the conducted research), and the
R&D units (subsidised by other representatives of resorts they are subjected to). Re-
search units of private schools may apply for grants by way of competition. Research at
the position of lower-level schools is financed by local authorities.

Significance of expenditures in the field of research and development economically
depends on the structure of their financing and spending. It is vital, in what range crea-
tion of technological and scientific progress is financed by enterprises, especially the
private ones, and the state budget on the other hand [Ptaszyniska, 2009 p. 182].

In addition to the budgetary and non-budgetary expenditures, supporting the inno-
vative activity may be catried out through the use of systemic and organizational so-
lutions, aimed at strengthening links between the R&D and economy [S#ategia zwieksza-
nia naktadow. .., 2004, p. 13-26]. In connection to this, investments in the development
of institutional and academic environment of business are made and more regulations
to allow the development or creation of direct financing and operation of the units of
the environment are created. Examples of this type of entities are technological centres
or centres of excellence. Among systemic and organizational, supporting innovativeness
solutions, it should be remembered that there is a possibility of systemic and ownership
transformations of the R&D units, often relevant to the development needs of the
knowledge based economy.

Features characterizing the level and method of financing the R&D activity in Po-
land are [Kozlak, 2009, p. 1]:

1. rather low level of the R&D expenditures to GDP;

2. domination of budgetary financing and minor patticipation of business entities

in total expenditure on the R&D;

3. relatively low expenditure on applied research and development activities,

compared to expenditure on basic research.

The situation of science in Poland is illustrated by ineffective structure of budgetary
expenses, because majority of resources is assigned ,within statutory activity, for pro-
tecting the basic needs of scientific units, other expenses on research and intentional
projects, as well as on investments and scientific and technical cooperation with foreign
countries. This kind of structure indicates that budgetary financing is in a small extend
related to the usefulness of economic research, carried out by the subsidized research
units. With this kind of structure Poland is among the countries with the highest partic-
ipation in basic research (it is characteristic for underdeveloped countties ). The main
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petformers of basic research are academic institutions of Polish Academy of Sciences
and colleges [Lobesko, 2008, p. 23]. Units of particular sections rarely cooperate with
one another, which is often the cause of ineffective use of staff potential, financial
means and research equipment. Apart from development units, alternatively private col-
leges claim subsidies within the statutory activity.

Poland should restructure the economic strategy within the R&D. Stimulating this
kind of activity may be the base of strengthening the position of Polish enterprises. It is
connected with the need of substantial financing of this sphere, especially by enterpris-
es. It is necessary to introduce new legal and financial solutions, which will urge on pri-
vate entrepreneurs to invest in R&D [Barej, 2009, p. 10].

Implementation of the R&D activities is connected with involving the staff poten-
tial, which is characterised in Polish conditions by lower than average in the EU partici-
pation of researchers in the working population. Moreover, there is minor participation
of the R&D workers employed in the sector of enterprises in the total number of re-
searchers working in the country. Features characterising the staff potential of science
and technology include [Program Operacyiny Innowagyina. . ., 2011, p. 36]:

1. lower than average in the EU participation of researchers in the working
population,

2. minor participation of R&D workers employed in the sector of enterprises
in the total number of researchers working in the country,

3. relatively advanced age of gaining the degree of assistant professor and the
title of professor,

4. increasing number of doctorates gained (still lower than the average in EU),

5. multi employment of science workers caused by low payments and boost
of educational duties (almost fivefold increase of the number of students
since 1990).

4. Measures describing research and development sector *

Selection of indicators being an important source of the R&D sector description is
limited to indicators, for which comparative statistic information is regulatly gathered in
cross-section of countries and regions of the Community. The same kind of data is al-
so helpful in the analysis of the situation in the EU regions within the realization of
Lisbon Strategy’s aims. List of indicators chosen by the European Commission to re-
search the level of expenditures on the R&D includes both cost and performance indi-
ces, which are grouped in the following categories: financial, human resources, innova-
tive potential, innovativeness of enterprises and competiveness |Investing in Research: an
Action Plan. .., 2003] and two synthetic indices.

The group of indicators in the financial category include [Gaczek, 2004, p. 6]:

1. participation of gross domestic expenditure on the R&D (GERD) in GDP,

4 Pointed the indicators which are relevant to the implementation of the Lisbon Strategy.
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2. gross domestic expenditure on the R&D (GERD) as % of GDP according to
sources of financing (governmental ones, business entities, other domestic
sources, foreign sources),

3. business entities’ share in expenditure on the R&D (GERD) in total ex-
penditures on the R&D (GERD),

4. participation of the R&D activities executed in favour of enterprises financed
by the government,

5. participation of small and medium enterprises (SMEs) in the R&D activities in
favour of enterprises’ sector and financed by the government.

6. intensity of expenditures on the R&D in particular branches of industry,
counted as % of expenditures made to value added.

Indicators in the category of human resoutces include [Ibid, p. 6-11]:

1. participation of expenditures on higher education in GDP,

2. participation of the R&D and engineering-technical employees to the number
of population,

3. working in the R&D sector according to institutional sectors (of enterprises,
governmental, higher education) in relation to economically active population,

4. expenditures on the R&D in terms of the R&D employee taking into account
institutional sectors,

5. the number of newly promoted Ph.Ds. in relation to the population aged 25-
-34 per year,

6.  the structure of employed in the R&D sector by country of origin (the analysis
of the domestic system only).

The group of indicators in the category of innovative potential include [Ibid, p. 12]:

1. patents granted by the European Patent Office (EPO) and the United States
Patent and Trademark Office ( USPTO),

2. patents granted in the field of high-tech by EPO and USPTO,

Indicators of the enterprises’ innovativeness category include:

1. participation in GDP of venture capital funds intended for so called seed and
initial capitals necessary for starting new companies,

2. whole economy’s participation in seed and initial capitals, those that are dedi-
cated to the development of high-tech sectors,

3. expenditures on innovations in relation to sales in industtial sector,

4. participation of SMEs introducing innovations at home (in % of the total pro-
cessing industry),

5. participation of SMEs cooperating in the implementation of innovation (in
others),

6.  balance of payments in the field of technology per person,

7. import and export of hi-tech products per person.

The synthetic indicators include [Gaczek, 2004, p. 7]:

1. synthetic indicator of investing into economy based on knowledge (stand-
ardized weighted index based on the following partial indicators: GERD/per
capita, the number of researchers per 1,000 economically active, newly pro-
moted Ph.Ds. per 1000 inhabitants, expenditures on education per inhabitant,
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patticipation of population in non-school age taking part in lifelong learning,
on line public services’ participation, investments in durable property except
the construction);

2. synthetic indicator showing the effects of the transition to a knowledge-based
economy (standardized weighted index based on the following partial indica-
tors: GDP per working hour, the number of gained patents in EPO and
USPTO per 1000 inhabitants, the percentage of companies using the internet
to promote their products and services.

According to A.H. Jasifiski measures describing the level of innovativeness of the
R&D sector may be divided into two basic groups: signs of innovation and innovation
basics. The former include: participation of new and modernized as well as technologi-
cally advanced products in the industrial production, participation of high-tech products
in export, the number of particular country’s inventions patented abroad, the number
of licences sold abroad. The group of innovation basics include: the number of patent
applications in a particular country, the number of granted patents, the number of for-
eign inventions patented in a particular country, participation of high-tech products in
import, the number of licences bought abroad [Jasifiski, 2006, pp. 180-183].

5. Human resources in the R&D sector

Human resources is the basic indicator of development, together with the level of
education and qualifications, in every field of economy. Within the R&D activity the
significance of this factor seems to be superior to other fields of economy. To empha-
size the role of the R&D innovation in improving the economy may be, in addition to
the educational level of employees, the structure of employment within the sector in
the system of work and the types of organizational units.

Intensity of work resources in the R&D sector reflects the indicator of the em-
ployed in that sector (with specification of the number of researchers) in relation to the
number of economically active. The most important element of human resources de-
ciding about the R&D potential of a region is the level of education of people em-
ployed in the R&D sector, as well as the level of education of inhabitants. >Employed
in the R&D sector work within the three main categories of positions: R&D employ-
ees, technicians, equivalent and support staff [Gaczek, 2004, p. 23].

The major significance for the work effects is that of: R&D employees, technicians
and equivalent staff. The rate of growth of the number of employees in the whole sec-
tor should be bigger due to assumed in the country’s development policy transition to
a knowledge-based economy. Changes of inner structure in employees category in the
R&D sector may be estimated positively, when they show a constant, gradual increase
of researchers with the decrease of technicians, equivalent staff and other staff. How-

5 A higher level of education of the population is a factor of the adaptation new solutions, ideas and in-
novation. It promotes not only the creation of new solutions, but also the transfer, adoption and implemen-
tation of the solutions by new customers, facilitates the learning process companies and institutions, it be-
comes a condition to the transfer of hidden knowledge.
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evet, the decrease in the number of support staff may have disadvantageous effects on
work’s results [Ibid, p. 24].

Technical equipment of the R&D work, more specifically the level and quality of
technical background, of units conducting the R&D activities depend on investment
expenditures. It probably has a minor significance for the R&D effectiveness than the
quality of work resources, but at the present stage of science development, especially in
some fields of technical and natural science, the quality of equipment in machines and
devices may have a major significance to scientific development and implementations.
The R&D equipment is classified as fixed assets and their value is shown in current
prices. While conducting the analysis at the regional level we should take a look at the
concentration of research equipment in each region as a percentage of the amount at-
tributable to the country. It often happens that the extent of employment concentration
in the R&D activity is lower than the expenditures on this activity.

It should not be concluded that the higher R&D potential of a region, the lower de-
gree of research equipment’s attrition in the R&D sector. There is no simple relation
between technological equipment of work and a region’s R&D potential. Advantage
can be gained only by metropolitan regions over regions with very slight R&D poten-
tial. Regional differentiation of research equipment’s value per worker in connection to
the level of its usage allows to conclude about technical equipment of work in the
R&D sector [Ibid, p. 29].

6. Description of the R&D sector in the Podlaskie Province

The Podlaskie Province is not characterised by significant research potential, the re-
gion does not possess highly developed cooperation with other R&D units in the country
or abroad. The R&D potential of the region is characterised by the following structure:

1. number of units conducting R&D activity in the province;

2. number of researchers;

3. amount of expenditure on R&D;

4. number of submitted inventions and obtained patents.

Despite the fact that the region of Podlasie does not belong to the leading ones in
terms of innovative potential, statistical data show that the situation has improved in the
recent years. Location of the region in the middle position in the country, in terms of
the number of expenditures on R&D and the functioning of the R&D units may fa-
vour to development of the basis for the system of innovations in the future.

Total expenditure on the R&D activities expressed in current prices in 2010 for the
Podlaskie Region reached the level of 103.9 million of PLN. Two regions in the country
made lower expenses on that purpose: Opole and Lubuskie. The highest level of ex-
penditures was noted in Mazowiecki Region-4248.7 million of PLN being over 40% of
the value on the country level. Analysing the data of the years 2005-2010 these values in
the country show an increasing tendency. The Podlasie Province, in spite of 70% increase
of expenditure on R&D in the analysed period took the fifth in 2006, to the second in
2009 positions from the end, in the ranking [Benchmarking regionalny cynnikow. .., 2012,

p. 408] (Fig. 1.).
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TABLE 1.

Expenditures on R&D activities per 1 inhabitant in PLN (current prices) during
the period 2005-2010

Province 2005 2006 2007 2008 2009 2010
Polska 178 155 175 202 238 273
Dolnoslaskie 145 103 137 159 202 219
Kujawsko-pomorskie 69 85 53 63 168 99
Lubelskie 96 83 114 111 137 168
Lubuskie 40 24 26 28 29 45
Y.6dzkie 131 138 146 166 194 218
Matopolskie 279 222 244 273 280 330
Mazowieckie 561 476 529 639 670 812
Opolskie 36 35 35 39 66 37
Podkarpackie 67 75 75 85 90 242
Podlaskie 69 51 46 63 56 87
Pomorskie 181 139 154 180 178 219
Slaskie 111 106 126 131 206 183
Swigtokrzyskie 17 17 28 72 115 132
Warminsko-mazurskie 57 39 68 56 81 122
Wielkopolskie 161 135 166 180 248 228
Zachodniopomorskie 53 48 66 74 70 103

Source: own study based on: [Roeznik Statystyezny..., 2011, p. 56; Rocznik Statystyezny. .., 2010,
p- 52; Rocgnik Statystyezny. . ., 2009, p. 51; Rocgnik Statystyezny. . ., 2008, p. 51; Rocznik Statystyezny. . .,

2007, p. 107; Roezgnik Statystyezny. . ., 2006, p. 105].

TABLE 2
Expenditures on R&D activities to GDP in % (current prices) during the period
2005-2009

Province 2005 2006 2007 2008 2009
Poland 0.57 0.56 0.57 0.60 0.68
Dolnoslaskie 0.45 0.35 0.41 0.44 0.53
Kujawsko-pomorskie 0.25 0.35 0.20 0.22 0.56
Lubelskie 0.48 0.44 0.54 0.48 0.58
Lubuskie 0.15 0.10 0.09 0.10 0.10
F.6dzkie 0.52 0.54 0.51 0.54 0.60
Malopolskie 1.02 0.92 0.92 0.95 0.93
Mazowieckie 1.10 1.07 1.07 1.21 1.19
Opolskie 0.12 0.16 0.14 0.14 0.23
Podkarpackie 0.30 0.39 0.36 0.37 0.37
Podlaskie 0.27 0.25 0.20 0.26 0.21
Pomorskie 0.52 0.51 0.51 0.57 0.52
Slaskie 0.34 0.36 0.38 0.36 0.55
Swigtokrzyskie 0.08 0.08 0.12 0.27 0.42
Warmirisko-mazurskie 0.24 0.18 0.29 0.23 0.31
Wielkopolskie 0.47 0.46 0.52 0.52 0.66
Zachodniopomorskie 0.17 0.19 0.24 0.24 0.22

Source: own study based on: [Rocznik Statystyezny..., 2011, p. 56; Rocznik Statystyezny. .., 2010,
p- 52; Rocgnik Statystyezny. . ., 2009, p. 51; Rocgnik Statystyezny. . ., 2008, p. 51; Rocznik Statystyezny. . .,

2007, p. 107).
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R&D potential characterised, among the others by the amount of expenditures on
R&D per an inhabitant (69 PLN in 2005) classifies the region in the last positions in the
country. The leading position was taken by Mazowieckie Province and Matopolskie
Province. It should be emphasised that expenditures on the R&D per an inhabitant
during the period 2005-2010 increased by over 26% in 2010, compared to 2005. Pod-
laskie Province in 2010 was placed in the third position from the end before Lubuskie
Province and Opolskie Province. The biggest increase in the value of expenditure on
the R&D activity per an inhabitant in the years 2005-2010 in Podlasie Region was noted
between 2009 and 2010 [Benchmarking regionalny czynnikow. .., 2012, p. 409] (Table 1).

In 2005, the relation between expenditures on the R&D activities in Podlaskie Prov-
ince to GDP amounted to 0.27 %, in Poland it was 0.57%. Taking into consideration
this indicator Podlasie was placed on the tenth place, the leading position was taken by
Mazowieckie Province and Malopolskie Province. In the following periods the indica-
tor showed a decreasing tendency. However, in 2008 compared to the previous year the
indicator increased by 0.06 of percentage point. In the same petiod, the indicator of ex-
penditures on the R&D to GDP in the country amounted to 0.60%. Podlaskie Prov-
ince took the eleventh place in the country proceeded by the following provinces: Po-
morze Zachodnie, Warmia-Mazury, Kujawy-Pomorze, Opolskie and Lubuskie. In the
following year the region took the second place from the end, being ahead of Lubuskie
Province (Table 2).

While analysing the structure of expenditures on the R&D, it should be noted that
in the country, most of them are dedicated to current expenses in comparison to the
investments. In 2009, the relation was 80% to 20 % for the country. The biggest partic-
ipation of investment expenditures in the analysed year took place in the Opole Region,
where they exceeded the values of current expenditures. The lowest percentage was
noted in the Kujawsko-Pomorski Region [Benchmarking regionalny czynnikdw. .., 2012
p. 410] (Figure 2.).

Current expenditures on the R&D activity are dedicated for basic and applied re-
search as well as for developmental works. In this respect, the biggest participation in
the country’s scale is that on developmental works. Applied research is done half as
much and basic research participation is lower than developmental works by about
2 percentage points. In territorial division, the biggest percentage of developmental
works and applied research (with the lowest of basic research) characterises the follow-
ing regions: Lower Silesia, Lubuskie and Pomorskie. The reverse situation applies to
Podlaskie, Swietokrzyskie and Podkarpackie Provinces. It should be noted that the
domination of basic research is characteristic of underdeveloped economies, while in
developed countries development and applied research play a leading role. That is this
kind of works and research which have the biggest influence on increasing innovative-
ness of economy. Moreover, the participation of expenditures directed at development
works funding, accounts for the proximity of the R&D activity and the market. The de-
sired relationship of three types of studies is the ratio of 1:2:3, starting from basic re-
search, and ending with the development work. In Poland, there is still far too high
proportion of basic research and too little development and applied research |[Bench-
marking regionalny cxynnikow. . ., 2012 p. 411] (Fig. 3.).
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FIGURE 2.
The structure of expenditures on the R&D according to main categories in
provinces in 2009 (in %o)
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Source: own study based on: [Nawuka i technika. . ., 2011, p. 192].

The indicator of researchers per 1000 economically active people, in 2005 amounted
to 2.6, in connection to that the region took the eleventh place in the country (about
4.5% of employed in Poland). In the following year the number of the employed in this
activity increased, then a slight decrease in the next year was noted and in 2009 the re-
glon was on the eighth position in the country with the indicator of 2.9 (Poland had the
indicator of 4.3) of the employed researchers. In 2010 there was a slight drop of the in-
dicator to the level of 2.8, with the increase for the country to 4.6 |Benchmarking regionalny
exynnikow. .., 2012, p. 412-413] (Table 3.).

Development of the R&D activity, apart from the level of funding and human re-
sources also depends on the level of equipment. The rate of equipment classified as
fixed assets expressed in current prices as at the last day of the year, and the meter indi-
cating the level of consumption given in % is used to determinate this factor. The value
of equipment in Poland during the period 2007-2009 was systematically growing from
the level of 5 878 million PLN to 6 956 million PLN (18% increase). The degree of its
usage was at the level of 74-78%. The highest value of R&D units equipment was not-
ed in Mazowieckie and Malopolskie Provinces (from PLN 2 496 m in 2007 to PLN
2 807 m in 2009 in Mazowieckie Province and from PLN 745 m in 2007 to PLN 758 m
in 2009 in the Malopolskie Province. The lowest value of equipment was characteristic
for Lubuskie and Swigtokrzyskie Provinces (PLN 6.6-13 m for the Lubuskie Province
and PLN 9.2 — 239 m for the Swigtokrzyskie Province). In 2009 the most tattered
equipment was in the Podlaskie Province (in 95.5%), and the least tattered in Lubelskie
Province (53.5%). During the period 2008-2009 the Region of Podlasie was placed in
the third position from the end, and in 2008 together with Kujawsko-Pomorskie, being
ahead of Lubuskie and Opolskie (Fig. 4 and 5).
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TABLE 3.
The employment in the R&D per 1000 economically active people during the
period 2005-2010

Province 2005 2006 2007 2008 2009 2010
Poland 4.5 43 44 4.3 4.3 4.6
Dolnoslaskie 4.0 3.8 4.6 4.7 4.7 4.2
Kujawsko-pomorskie 3.1 34 3.7 3.6 29 3.0
Lubelskie 3.2 33 3.1 3.1 2.8 3.0
Lubuskie 1.9 1.6 1.7 1.8 15 —
F.odzkie 3.2 34 32 29 3.2 32
Matopolskie 6.9 54 5.8 53 5.1 6.2
Mazowieckie 10.7 9.8 9.6 9.2 9.3 10.4
Opolskie 2.3 2.4 2.4 2.1 22 2.3
Podkarpackie 1.6 1.7 1.6 1.6 1.6 4.2
Podlaskie 2.6 2.8 2.4 2.8 29 2.8
Pomorskie 5.5 54 5.0 42 5.0 4.8
Slaskie 34 35 33 3.7 35 35
Swigtokrzyskie 13 12 12 13 1.7 1.7
Warminsko-mazurskie 2.0 2.0 2.0 2.1 2.0 2.2
Wielkopolskie 3.6 35 4.6 4.7 4.1 4.3
Zachodniopomorskie 2.8 34 32 31 2.5 —

Source: Own study based on: [Rocgnik Statystyezny..., 2010, p. 53; Rocznik Statystyezny. ..,
2009, p. 52; Rocgnik Statystyezny. .., 2008, p. 52; Rocznik Statystyezny..., 2007, p. 108; Rocznik
Statystyezny. . ., 2000, p. 100].

FIGURE 4.
The value of the R&D equipment classified as fixed assets in Poland, in the
provinces during the period 2007-2009 (current prices in millions of PLN)
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FIGURE 5.

Degtree of the R&D equipment attrition in Poland in the provinces (current
prices in millions PLN) during the period 2007-2009
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Source: Own study based on: [Nawka i technika..., 2011, p. 199-200; Nauka i technika. . ., 2010,
p. 124; Nauka i technika. . ., 2009, p. 112].

TABLE 4.
Submitted inventions during the period 2007-2010

Province 2007 2008 2009 2010
Poland 2392 2488 2899 3203
Dolnoslaskie 323 280 287 320
Kujawsko-pomorskie 94 82 115 124
TLubelskie 104 127 137 124
Lubuskie 14 28 23 28
F.odzkie 153 157 177 212
Malopolskie 186 204 258 310
Mazowieckie 474 499 644 701
Opolskie 45 65 75 70
Podkarpackie 55 85 70 82
Podlaskie 34 48 50 56
Pomorskie 130 140 216 201
Slaskie 406 383 374 436
Swigtokrzyskie 53 48 47 49
Warminsko-mazurskie 46 30 35 60
Wielkopolskie 189 218 282 314
Zachodniopomorskie 86 94 109 116

Source: Own study based on: [Roczzik Statystyezny.. ., 2010, p. 51; Rocgnik Statystyezny. .., 2009,
p. 51; Rocguik Statystyezny. . ., 2008, p. 51].

In terms of the number of inventions submitted, the Podlaskie Region does not fall
quite well in comparison with other Polish regions. There has been a reported increase
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in the number of inventions, but in 2009 Podlaskie came in the thirteenth place among
the 16 provinces. Compared to 2007, this is unmistakable advancement as the region
was in the fifteenth place, and a year later — in the thirteenth. In 2009, a smaller number
of inventions was submitted only from the provinces: Swictokrzyskie, Warmiisko-
mazurskie and Lubuskie, which are the regions with one of the lowest GDP and lower
growth potential in the country. The frequency of patent applications in the Podlaskie
Region in 2009 compared to 2008 (104.2) was smaller than the national average
(116.5%). This was the case also in the year 2010. The increase in the number of sub-
mitted inventions by 12% compared to 2009, did not lead to a change in the ranking
position of the region as the region still took third from the end [Benchmarking regionalny
cgynnikow. .., 2012, p. 416] (Table 4.).

TABLE 5.
Granted patents in the years 2007-2010

Province 2007 2008 2009 2010
Poland 1575 1451 1536 1385
Dolnoslaskie 219 153 170 146
Kujawsko-pomorskie 42 49 53 35
Lubelskie 79 73 60 55
Lubuskie 12 10 18 7
F.6dzkie 107 99 115 94
Matopolskie 154 140 141 164
Mazowieckie 391 377 339 326
Opolskie 42 43 34 28
Podkarpackie 44 48 45 32
Podlaskie 14 1 15 1
Pomorskie 62 49 78 81
Slaskie 236 240 274 233
Swigtokrzyskie 22 27 37 25
Warmifisko-mazurskie 22 13 9 18
Wielkopolskie 92 87 105 95
Zachodniopomorskie 37 32 43 35

Source: Own study based on: [Roczzik Statystyezny..., 2011, p. 55; Roegnik Statystyezny. .., 2010,
p. 51; Rocgnik Statystyezny. . ., 2009, p. 51; Rocznik Statystyezny. . ., 2008, p. 51].

In terms of patents granted during the period 2007-2010, the Region of Podlasie
was on the penultimate place in Poland. Lubuskie and Warmifisko-mazurskie Provinces
gained weaker results. The Region of Podlasie in 2007 was awarded with 14 patents, in
2008 and 2010 with 11, and in 2009 with 15. Comparing the data to national data, pa-
tents granted to the Region of Podlasie are 0.98% of all patents in Poland, which is evi-
dence of the low level of innovation in the region and on a number of shortcomings in
this area [Benchmarking regionalny cgynnikow. .., 2012, p. 417] (Table 5.).
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7. Conclusions

The level and method of financing the R&D sector in Poland is characterized by
a relatively low share of expenditure on the R&D activities, the domination of the pub-
lic sector financed and a low spending on applied research and development work. Po-
land is among the group of countries with the highest share of basic research in the
overall structure of research.

The Podlaskie Province is characterized by a slight potential of research and insuffi-
ciently well-developed scientific cooperation with other units in the R&D area in the
country and abroad. The structure of the R&D potential of the region consists of
anumber of units engaged in researches in the R&D sector and the number of re-
searchers, the amount of investment in the R&D activities, the number of inventions
and patents.

The amount of expenditure on the R&D activities in spite of their growth in the
region, during the period 2006-2010 did not contribute to occupy the leading position
by Podlaskedie, a similar case was concerning the investment in the R&D activities per
1 inhabitant. In Poland, the most part of these expenditures is spent on current ex-
penditure compared to investments. This still outweighs the percentage of basic re-
search and too small applied research and development work.

The Podlaskie Province with a number of research employees takes the center posi-
tion in the country, but in terms of abundance of equipment found takes the ending
position in the country. According to the number of registered inventions, Podlaskie
Province region is also not good in comparison with other Polish regions, the number
of patents granted ranked the region in the next to last place in Poland.

It is possible to improve the situation that could contribute the cooperation between
the R&D sector and local government institutions or cooperation in the innovation area
between universities and companies. The low activity of the entities in the technology
transfer would need to support of the companies through their involvement in the sale
of a new technical solutions.

Poland should be the one of the most attractive place for the localization of the
R&D centers, due to the large supply of highly qualified staff, or economic and tech-
nical fields. The investments in a of the R&D sector, in the innovation area it is the abil-
ity of creating more jobs. Furthermore, it is an opportunity for knowledge-based econ-
omy developing, Perhaps if there would not be the increasing the spending on the
R&D centers, Poland will stay in the last places in the European Union. Therefore, it
may lose the opportunity to develop the of R&D sector, which determines the whole
economy development.
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YEAOBEUECKUU ITOTEHIIUAA PABBUTUA
ATPOTYPUCTHUUECKOM AEATEABHOCTHU HA
TEPPUTOPUU MUHCKOM OBAACTU

AnHHOTAIAA

B crarpe mpoamasmsnpoBana o0Ias XapaKTEpPHUCTHKA COLHAABHO-3KOHOMHYECKON curyarme MumH-
CKO¥ 0DAACTH 1 BBIABACHBI BO3MOKHOCTI AAABHEHIIIETO PA3BUTHA arPOTYPUCTHIECKOH ACATEABHOCTH CPE-
AL CEABCKHX JKHTEACH 00AACTI.

KaroueBbie caoBa: SI'pOTypI/ISI\l, Murickast O6A2.C’I‘b, AOMAITTHHC XOSZﬁCTBﬁ, OKOHOMMYCCKHA HCAKTUBHOC
HACEACHHNEC, SKOHOMMWYCCKH AKTUBHOC HACCACHIIC, ‘a_l’pOTypI/ICTI/I‘{CCKI/IC yC‘aAb6bI, ITAOTHOCTb HACCACHUA

POTENTIAL DEVELOPMENT OF RURAL TOURISM IN MINSK REGION
Summary

The article analyzes the general charactetistics of the socio-economic situation in the Minsk Region and
identify opportunities for further development of rural tourism in activities among rural residents.

Keywords: agro-tourism, the Minsk region, households, population inactive economically, population active
economically, farm tourism, population density

1. Beeaenue. ITocranoBka mpoGaemsl.

Arpotypmsm B MUHCKOH ODAACTH C KaXKABIM TOAOM HAOHPACT IOMyAAPHOCTH. 110
nH@OpMAH yIIpaBACHNA (DU3UYECKOH KYABTYPBI, CHOpTAa H Typusma MmuHOOAmC-
moakoma, B 2011 roay arpoycaapObl pafioHa IIOCETHAO OKOAO 45,4 TBIC. YEAOBEK, UTO
Ha 5 TeIC. O0OABIIIE, YeM B 2010-M [Ayeumme arpoycaapOsr... 2012]. B 2012 roay koamdec-
TBO OOBEKTOB arpoOsKOTypu3Ma B MumHckon obaactu yBeamdnaock Ha 19,8% u coc-
TaBrAO 406 ycaaeb. HarboabItiee KOAMYECTBO arpoycaacd PYHKITHOHUPYET B MIHCKOM,
Misiaeapckom, Aorofickom, BoaomkuHCckoM paiioHax MUHCKON OOAACTH.

Ceabckre TepprTOpHI OOAAAAIOT OOTATBIM IPUPOAHBIM, ACMOIPAPITICCKIM, KO-
HOMHYECKAM W HCTOPHUKO-KYABTYPHBIM IIOTEHIIMAAOM. B obaactu peaamsyrorcs pas-
AMYHBIE IIPOEKTHI U IIPOIPAMMBI IIO YKPEITACHHIO IIPOH3BOACTBEHHOIO M HHpa-
CTPYKIYPHOIO ITOTCHIINAAA PAHOHOB, PASBUTHA UX SKOHOMFKH, ITOBBIITICHHSA 3aHATO-

! Vipuna B. Baaesud, maructp — Areaonckuil Yausepcurer, iryna.blazhevich@uj.edu.pl.
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CTH U AOXOAOB CEABCKOIO HACCACHUS, YAYHLLICHUS JKHAHUIHBIX YCAOBHI U COLIMAAB-
HOI CpeARL. BMmecrte ¢ TeM IPHEATEIX MEp HEAOCTATOUHO AAS ITIOAHOTO H 3(hdeKTHB-
HOTO HCIIOAB3OBAHHS MOTCHIIMAAA CEABCKHX TepprTopuil. COBpEMEHHAS COMMAABHO-
SKOHOMUYECKAS M ACMOIPA(DIYCCKAS CHTYALT HA CCAC YKA3BIBACT HA PAA IIPODACM
CEABCKUX TEPPUTOPHIL. XAPAKTEPHBIMH UCPTAMU HOSBACHHSA IPOOAEM ABASIOTCS yPO-
BCHb 0OE3pabOTHUIIBI, HEAKTUBHOE TPYAOCIOCOOHOE HACEACHIE, HU3KHI YPOBEHD TPY-
AOCITOCOOHOTO CEABCKOTO HACCACHII M HUBKHI OOPAa3OBATCABHBIN YPOBCHb HACCACHII.

Lean mccacaoBaHms. [AABHON LIEABIO AAHHOIO HCCACAOBAHUS SBASCTCS XapaKTe-
PHCTHKA COLMAABHO-3KOHOMIYCCKOH CHTyaruy paifoHoB MuHCKOH 0bAacTH H 060-
CHOBAHHE LIEACCOOOPA3HOCTH UCIOAB3OBAHIS arPOTYPH3MA AAST AKTUBUBALINH CEABCKO-
10 HaceAeHss MUHCKOIT 0OAaCTH.

2. AHAAU3 IIOCAGAHIX MICCACAOBAHUIM U ITyOAMKALTII

[TpobaemMaTiKa Pa3BUTHA ATPOTYPH3MA IIPHOOPEAA B IIOCACAHEE BPEMs 3HAYUTCAD-
HBII MHTEPEC CPEAH HAyYHBIX HccAcAoBateAc. B Beaapycn mapaborku B msydeHnn
Pa3sAMYHEIX acIiekToB arportypusma umeror A. I. Asaeii, B. H. Beicorenko, A. M. I'aii-
aykesrd, M. C. I'amonrok, A. H. I'purosery, A. I1. Ayposua, H. H. 3yesa, B.H. 3yes,
O. B. Kopobxura, E. H. Memeuxo, T.T. bustokosa, C.A. Aydenox [Kary6o, 2005,
c. 112-115; Ayuenoxk, 2008, 198c.]. Bmecte ¢ TeM MCCACAOBAHIIA IO AAHHOI IIpOOAEMA-
THKE ABAAFOTCA (DPATMEHTAPHBIME, HE HMEIOT CHCTEMHOIO XapaKTepa 1 TPeOYIOT AaAb-
HEHIIIETO yTAYOACHUA.

3. MeTOABI HAyIHOI'O HCCACAOBAHUA.

AAS TIPOBEACHHSA HAYIHOTO FICCACAOBAHES BAXKHBIM OYACT OITPEACACHEIE TAABHBIX
SAEMEHTOB IIPOOAEMBI U X aHAAH3. B pesyAbTaTe TEOPETHUECKUX NCCACAOBAHUI AH-
TEPATYPEl OBIAM OIIPEACACHBI CACAYIOIITHCE TAABHBIC SACMEHTEL AIPOTYPUCTHYCCKIC
yCaABOBL B CEABCKHE JKUTEAN (TPYAOBBIE PECYPCBI). B3anMOCBA3h MEKAY ABYMS 9ACMEH-
TAMU 3aKAFOYAETCA B IOAYIEHHH AOXOAA OT PEAAM3ALUH ATPOTYPUCTHYECKOH Aef-
TEABHOCTH CEABCKHMU KHTCASIMI B CEABCKOH MecTHOCTH. B pabore Gyaer paccmorpe-
HA IIeHTpaAbHAS 49acTs Pecrybamkn Beaapyce — Murckas 00AaCTb, BKAIOYAIOINIAS
22 pafioHa, a TaKKE AAHA XaPAKTEPHCTUKA OCHOBHBIX 9ACMEHTOB ITpobAembl. B pe-
3YABTATE COIIOCTABACHUSA SACMEHTOB OBIAH BBIABACHBI B3AUMOCBA3H, KOTOPBIC IIPHBEAN
K ODOCHOBAHHIO IICACCOODPASHOCTH HCIOAB3OBAHUA arpOTYPHU3MA AAfA AKTHBH3AITHN
U pa3sBUTHUA CEABCKOTrO HaceAeHHsA MUHCKOIT obAacTH.

4. VI3A0>keHre OCHOBHOTO MaTEPHAAA.

«ATpPOTYpU3M — 9TO BUA ACATEABHOCTH, OPIAHU3YEMBII B CEABCKON MECTHOCTH, IIPH
KOTOPOM (POPMHUPYIOTCA 1 IPEAOCTABAAIOTCA AAA IIPUE3AKUX IOCTEH KOMIIAEKCHEIE
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YCAYTH TIO TPOKHBAHIIO, OTABIXY, IIHTAHIIO, SKCKYPCHOHHOMY OOCAYKHBAHHIO, Opra-
HU3ALUH AOCYTa M CIIOPTUBHBIX MEPOIPHATHIL, 3AaHATUAM AKTUBHBIMU BHAAMU TyPH3-
Ma, OPTAHU3AIINN PBIOAAKH, OXOTHI, IPHOOPETCHUIO 3HAHNI M HABBIKOB. ATPOTypH3M
OPHEHTHUPOBAH HA HCIIOAB3OBAHHE CEABCKOXO3ANCTBEHHEBIX, IIPUPOAHBIX, KYABTYPHO-
HUCTOPHYECKUX M UHBIX PECYPCOB CEABCKOH MECTHOCTH U €€ CIEIIM(DUKH AAA COSAAHIA
KOMITAEKCHOIO TYPUCTCKOTO IPOAYKTa» [Accoyuayuu codedemsus. . ., 2013.

Mcxoast U3 AAHHOTO OIIPEACACHUA OCHOBHBIM PECYPCOM Pa3BHTHUA arpOTypU3Ma
B CEABCKOM MECTHOCTH ABASICTCH TPYAOBOH pecypc. TpyAOBBIC pecypCHl — 9TO HACCACHHE,
obAaparortee (PUIHIECKUMI U HHTEAACKTYAABHBIMU CIIOCOOHOCTAME, HEOOXOAHMBIMI
AASL YIACTHSA B TPYAOBOH ACATEABHOCTH (ArPOTYPHUCTIYECKON ACATEABHOCTH).

AaHHOE OIPEACACHHE CBUACTEABCTBYET O TOM, YTO B CEABCKOM TYPH3ME MOMKET yda-
CTBOBATDH KAKABIA CEABCKUE KUTEAb, KOTOPBIA OYACT UMETh 3HAHMA 1 BO3MOKHOCTH 110
IIPEAOCTABACHUIO AOITOAHUTEABHBIX YCAYT TYPHCTAM.

Boabrras gacts TPyAOBBIX PECYPCOB — 3TO HACEACHHE B TPYAOCIIOCOOHOM BO3PACTE
(kerrHEL 0T 16 A0 55 Aer, mysuaummbsl o1 16 A0 60 Aer), HO Takke U PaOOTArOIIHC
AMIIA IIEHCHOHHOTO BO3PACTa, U paOOTAIOIIHE IIOAPOCTKH B Bospacte A0 16 Aer.

KavecrBeHHbBIE XapaKTEPUCTHKI TPYAOBBIX PECYPCOB HEPA3PHIBHO CBA3AHBI C TAKHMIL
IIOHATHAMU KAK 9E€AOBEYECKHUIH IIOTEHIINAA U TPYAOBOH IIOTECHITHAA.

YeAoBeuecKuil MOTEHIIUAA — 3TO COBOKYIIHOCTD KAYECTB KOHKPETHOI'O MHAUBHAA,
C(HOPMHPOBABIIIAACH ITOA BOACHCTBHEM COLIMAABHBIX CHA K B3AHMOAECHCTBHSA OOIIIe-
CTBA M AMYHOCTHL.

TpPyAOBOI IIOTEHITHAA, KAK IIOACHCTEMA COLIMAABHO-9KOHOMUYECKOIO ITOTCHITHAAL
PErHoHa, IPEACTaBAAET COOOM «DOPMY, B KOTOPOH IIPOUCXOAUT CTAHOBACHHE U (DYHK-
IHOHMPOBAHUE AFIHOIO (DAKTOPA ITPOU3BOACTBA HA PA3HBIX YPOBHAX OPTAHU3AIINE 00-
IIECTBEHHOIO Ipou3BoACTBay [Tarapkuna, 2000, 504 c]. To ects, o hopme TPyAOBOH
ITOTEHIHAA BBICTYIIACT MHOTOIPAHHBIM COLIHAABHO-5KOHOMHIYECKIM IIOKA3ATEACM, Xa-
PAKTEPH3YIOIIUM YHCACHHOCTD TPYAOBOIO HACEACHUS, €TI0 CTPYKIYPY, OOpa3soBaTeADb-
HBIH YPOBCHb.

TpyAaoBoii IOTEHIAA AFODOM CTPAHBI (PETFOHA) XapaKTEPU3YETCA COBOKYITHOM CITO-
COOHOCTBIO €€ TPYAOBBIX PECYPCOB K IIPOU3BOACTBY MAKCUMAABHO BO3MOKHOIO B AQH-
HBIX 9KOHOMIYECKHX U COLMAABHBIX YCAOBHAX OOBEMA IIPOAYKTOB H YCAYT, HEOOXOAH-
MBIX AAf YAOBACTBOPEHHA HOTPEOHOCTEH U OOECIEYEHHsA IIOCTYIATEABHOIO PA3BUTHA
SKOHOMUKH |Passumue noramua. .., 2013].

dakropamu, OIMPEACAAIOIIUME TPYAOBOH IIOTECHIIMAA CTPAHBI B COBPEMEHHBIX yC-
AOBHSAX, ABASFOTCA: POCT YHMCACHHOCTH M KA9YECTBA TPYAOBBIX PECYPCOB; PALIMOHAAH-
3aIMA UX PACIIPEACACHHS 110 IIPOECCHAM, BUAAM ACATEABHOCTH, TEPPUTOPHUAM, CCK-
TOpaM 3KOHOMUKH; ITOBBIIIIEHHE 3(D(DEKTHBHOCTH UCIIOAB30BAHMA TPYAOBBEIX PECYPCOB,
ITOBBIIIICHAE YACABHOIO BECA SKOHOMHYECKH AKTUBHOIO HACCACHHSA B YHCACHHOCTH
TPYAOBBIX PECYPCOB, 4 TAIKE AOAH 3AHATBIX B YUCACHHOCTH SKOHOMHYECKH AKTUBHOIO
HACEACHUSA U APYTHE (DAKTOPEL.

“IToA 3KOHOMIYECKOH AKTUBHOCTBIO MOKHO IIOHHMATH CO3HATEABHVIO ACHATCAB-
HOCTb YEAOBEKA II0 VIIPABACHUIO IPHHAAACKAIIIIMI €My SKOHOMITICCKIME PECYPCAMI
C HOAYYEHHUA AOXOAA. B 3TOM CMBICAE K BHAAM 9KOHOMUYECKOIH aKTUBHOCTH YEAOBEKA
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MOKHO OTHECTH TPYAOBYIO Kak (DH3HMIECKYIO, TaK U MHTCAACKIYAABHYIO ACATEABHOCTD
10 HalMY, IPEAIPHHUMATEABCKYIO ACATEABHOCTD, ACATEABHOCTD B AITIHOM IIOACOOHOM
XOBAIMCTBE, IOCKOABKY OHA IIPHHOCHT AOXOA B HatypaabHOH popme” (A.E. Kypuao).

DKOHOMITIECKH HEAKTHBHOE HACEACHIE — 3TO HACEACHHE, KOTOPOE HE BXOAUT B CO-
craB paboueil cuAbl. CrOAA BKAIOYAIOTCH: YJIAILIMECH M CTYACHTBI; IICHCHOHEPHI; AUIIA,
ITOAYYAOIIHE [IEHCHU 110 MHBAAMAHOCTH; AHIIA, 3AHATHIC BEACHHEM AOMAIIIHETO XO-
3AICTBA; AHIIA, KOTOPBIE IIPEKPATHAH IIOHCKH PAOOTEL, HCYEPIIAB BCE BO3MOKHOCTH €€
ITOAYYECHHSA, HO KOTOPBIE MOIYT M TOTOBBI PaDOTATE; APYIHE AHIIA, KOTOPBIM HET HEOD-
XOAHMOCTH PabOTaTh HE3ABHCHMO OT UCTOYHUKA AOXOAQ.

VauTeBas BEIICH3AOKEHHOE, CIHTACM IIEACCOOOPA3HBIM BHECTH B IIOHATHCE TPY-
AOBOTO ITOTEHITHAAA PAA YTOYHEHUH, UTO ITO3BOAUT, C HAIIEH TOYKH 3PEHIS, OCYIIEC-
TBAATD €I0 PEAABHYIO OLIEHKY, 2 UMEHHO:

— € KOAMYECTBEHHOI CTOPOHBI — YHMCAEHHOCTb HACCACHUSA, YHCACHHOCTD HACE-
ACHHSA B TPYAOCIIOCOOHOM BO3PACTE, YUCACHHOCTh SKOHOMHYECKN aKTHBHOIO
HACEAEHHUA, YUCACHHOCTD TPYAOBBIX PECYPCOB (B TOM YHCAE ITO TOAAM);

— € KAYCCTBCHHOMH CTOPOHBI — IPOAOAKUTEABHOCTD TPYAOCIIOCODHOIO BO3PACTa,
YPOBEHD JKU3HU HACEACHHUSA, COOTHOILICHHE IPYIII HACEACHUS TPYAOCIIOCOO-
HOTO BO3PACTa, MOAOKE TPYAOCIIOCOOHOIO BO3PACTA U CTAPIIIE TPYAOCIIOCO0-
HOTO BO3PACTA, MUTPAITHS HACEACHEA,

TpyAOBOIl IIOTEHIINAA PETHOHA OIIPEACAMM KaK B3AHMOCBA3AHHYIO COBOKYIIHOCTb
KOAYICCTBEHHBIX M KAYECTBEHHBIX XAPAKTEPUCTUK HACCACHHUA PEIHOHA, CIIOCOOHOTO 3a-
HUMATBCA TPYAOBOI AEATEABHOCTBIO, OOCCIIEUNBAFOIIIEE AOCTIIKEHUS IIPOU3BOACTBEH-
HBIX IICACH B KOHKPETHEIX COIMAABHO-SKOHOMITICCKHIX YCAOBHAX C YICTOM HAY<IHO-
TEXHHYECKOTO 11porpecca [Passumue nomamua. . ., 2013].

M3 BBIIIIE M3AOKEHHOTO CACAYET, ITO 9(PPEKTHBHOE HCIIOAB3OBAHIE TPYAOBBIX pe-
CYPCOB BO3MOKHO ITyTEM BKAFOUCHISA UX B TPYAOBYIO ACATEABHOCTB, B IIPOLIECCE KOTO-
oIl HETIOCPEACTBEHHO PEAAHU3YETCA CIIOCOOHOCT AFOAEH K TPYAY.

Anas obecriederns 53(p(HEKTHBHOCTH YIIPABACHHSA TPYAOBBIME PECYPCAME MOIYT IIPH-
MEHATBCHA TAKIE METOABI KAK:

—  mpodpeccroHaAbHAA OPUEHTALINS;

—  IIAQHHPOBaHHE IIPOPECCHOHAABHOIO IIyTH;

—  METOABI COLIMAABHO-TPYAOBOI AAAIITALIIH;

—  MOHHTOPHHT B COLIMAABHO-TPYAOBOH cdepe;

—  LEACHAIIPABACHHOE BO3ACHCTBHE IOCYAAPCTBA HA CIPOC H IIPEAAOMEHHE HA

PBIHKE TPYAZ;

—  TPYAOYCTPOKCTBO C IIOMOIIBIO OPIaHOB TPYAOYCTpOICTBa HaceaeHnus [1pydo-
swte pecypeet. . ., 2013].

CAeAOBaTEABHO, PA3BUTHE arpOTypU3Ma OYAET 3aBUCETh OT KAYECTBEHHOH M KOAH-
YEeCTBEHHOH CTOPOHBI TPYAOBBIX PECYPCOB, KOTOPBIE BXOAAT B AAHHBIM MOMEHT B KaTe-
TOPHIO 3KOHOMHHYECKU aKTUBHOIO (0e3pabOTHBIE) M HEAKTHBHOIO HACEACHHSA, HO KO-
TOPBIE B OYAYIIIEM MOTYT CIIOCOOCTBOBATH COLMAABHO-3KOHOMITICCKOMY PA3BHTIIO CEAB-
CKOI MECTHOCTH, B PE3YABTATE YIACTHA B ATPOTYPUCTHUECKOH ACATEABHOCTH.
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PasBuTiio arpoTyprsMa TakKe MOIYT CIIOCOOCTBOBATH HH3KHE AOXOABI S9KOHOMU-
YECKU aKTUBHOIO HACEACHUS U BBICOKHI YPOBEHD Oe3paOOTHIIBI B CEABCKOI MECTHOCTH.

AHAAN3 CTATUCTHYECKUX AQHHBIX ITO3BOASIET IIPOAHAAM3HPOBATH ODILYIO COLH-
AABHO-5KOHOMIYECKYIO CHTYALMIO MIHCKOH OOAACTH U BBIABUTH TPYAOBBIE PeECyp-
CBl, CITOCOOHBIE PEAAHM3OBBIBATE ArPOTYPUCTIIECKYEO ACITEABHOCTD B paiioHax MuH-
CKOI 0DAACTH.

B cdepe arporypusma 8 Munckoit ooaactu Ha 01.01.2011 roaa 6s1a0 3apeructpu-
poBano 271 arpoTypHCTHYECKOE XO3ANUCTBO.

TABAVIILIA 1.
KoamgecrBo arporypucrimueckux ycaaed o parionam MuHckoii o6sacT Ha
01.01.2011
. OTYyPHUCTHYECKIE Haceaenne ITao

Ne Pationer P T}}:EaAbﬁm (tB1c.) 2009 (mc.IEMaAg
1. bepesenckuit 8 25,0 1,9
2. Bopucosckuit 11 188,1 3
3. Buaetickuit 8 52,1 2,5
4. Boaowunmckuit 25 37,5 1,9
5. Azepruncknit 11 61,3 1,2
6. Kaermxmit 1 323 0,974
7. Kormbiabckuit 3 32,8 1,6
8. Kpyrmickmit 4 26,5 2,1
9. Aorortickuit 17 30,0 24
10. | Arobanckmit 1 354 1,9
11. | Munckuit 68 159,6 2
12. | MonoaeuneHcKmit 13 1384 14
13. | Maaeabckuit 38 29,6 1,967
14. | HecBmxcxmit 3 41,6 0,863
15. | IlyxoBmuckuit 13 69,4 24
16. | Cayrkumit 6 95,1 1,8
17. | CmoaeBryckuit 11 104,6 1,4
18. | Coamropckmii 7 136,1 2,5
19. | Crapoaopockrii 2 219 14
20. | Croabrosckmit 10 420 1,9
21. | Vaaeuckuit 6 237 1,2
22. | Yepsenckuit 5 334 1,6

Wroro 271 14224 39,904

Wcrounux: [Ipydosere pecypeer. . ., 2013; Pasione: Muncxodi oénacmu. . ., 2013).

CoraacHo mpeacTaBacHHOH Ta0Anie 1 B Murcko# obaactu HauboAee 3aceAeH-
HBIMH pafiOHaMH ABAAIOTC: boprcoBekuiit, Mrunckrit, MoAoaeunerckit, CMoAeBIY-
cxkuil. Hauboabryro maomaap 2,4-3,0 teic. kB.M B MHHCKOI 00AACTH 3aHHMAIOT patio-
uer: boprucosckuit, Coanropcekntii, Buaeticknii, Aoroticknii, [Tyxosmackmit. CacaoBa-
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TEABHO, B pationax Coauropckuii, Buaetickuit, Aorovickuit u [TyxoBreackuii HeOOXOAHR-
MO IIPOBOAUTBH IIOAHTHKY IIO VAVYIIECHHUIO AEMOIPapHUECKOH cHTyanuu. AaHHbE
IIPEACTABACHHBIE BBIIIIE CBUACTEABCTBYIOT, Y10 IAOTHOCTh HACEACHHA B paliOHAX C HAH-
BOABIIIEI YHCACHHOCTBIO ArPOTYPUCTHYECCKUX ycaaeh cocTaBAAroT: MuHCKUI palion —
83 aerosexa Ha 1 kB.M., Borowkumcknii parion — 21 geaoBek Ha 1 kB.M., MAACABCKEE
paiion — 15 geaoBex Ha 1 kB.M.

TABAWIIA 2.
Koamuecrso >xureaeit Murckoit o6aacru u r. Muscka (c 2009 o 2012 roa, Teic.
SKUTEACH)

O0Gaactp 2009 2010 2011 20122 TTAomIaAB THIC.KM?
Beaapyco 9513.,6 9500,0 94812 94652 207.,6
ObaacTs U TOPOA:

Bpecrcran 1404,5 13992 1394.8 1391,5 327
Burrebcran 12375 12294 1221,8 1214,0 400
Tomeackas 14432 14392 1435,0 14297 40,4
I'poanencxkas 1076,7 1071,3 1065,9 1061,3 25,1
Topoa Muick 18143 18437 1864,1 1885,1 0,35
Murckas 14311 1419.9 14115 1403,5 39,9
Moruaesckasn 1106,3 10973 1088,1 1080,1 291

Wcrounux: [Cmamucmuueckan ungopmayus. . ., 2013].

CpeAHsa ITAOTHOCTD HACEACHMA B MIHCKOM 00AaCTH cOCTaBAfCT 35 9EAOBCK HA
1 xB.m. Cpeanss maoTHOCTE HaceAeHns B Pecriyoamke Beaapyce cocrasaser 45,6 ueao-
Bek Ha 1 kB.M (12a0A.2). CAcAOBATEABHO, HAHOOACE IIEPEHACEACHHBIM paioHOM MuH-
cKkoH obOaactu fABAAeTcsa Mumckuii pation (83 ueaoBeka Ha 1 KB.M.), 9TO CYIIIECTBEHHO
BAMSICT Ha 9KOHOMUYCECKYIO CHTYALIMIO palioHa (MHUIPALIHA B TOPOA, POCT YPOBHA Oe3-
PabOTHIIBI, YMEHBIIICHUE YPOBHA 3apa0OOTHOMN TIAATHI U AD.).

TABAWIIA 3.
Aemorpaduaeckan curyarma MuHckoii o6aact

ITokasarean 2008 2009 2010
KoanuecrBo naceaenust (Ha Ha9aA0 14407 1431,1 14199
TOAQ) TBIC.
T'opoackoe 787,0 789,0 787,5
Ceabckoe 653,7 642,1 6324
OOruil ITOKA3ATEAD POKAACMOCTH 11,2 11,6 11,8
(rra 1000 ueroBex HaceACHMS)
O6rmmit mokasareas evepraocTy (Ha 100 16,0 16,2 16,4
YCAOBCK HACCACHHA)
VpoBeHB 3aperucTpupoBaHHOI 6e3pabo- 0,8 0,8 0,7
THIIBI (HA KOHEIT TOAR), B IIPOLIEHTAX K 9KO-
HOMIYCCKHI AKTHBHOMY HACCACHUIO

Wcrounux: [Cramucmuyeckas ungpopmayus. . ., 2013].
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AHAAUBHPYA AQHHBIE TAOAHIIEI 3 MOXHO CAEAATH BBIBOA, 4TO 44.5% (B 2010 r.)
naceaeHrA MUHCKOH OOAACTH COCTAaBAAAO CeAbCcKoe HaceAeHnue. KoamdecrBo ceab-
CKOTO HACEAEHHS C KAKABIM ToAOM ymenbrmaerca 0,67% (8 2009 r.), u 1,44% (8 2010 r.),
YTO CBHACTEABCTBYET O HEOOXOAMMOCTH IIPOBEACHHS HOBBIX IIPOIPAMM IIO YAYHUILICHHIO
COIIMAABHO-3KOHOMHYECKOH CHTYAIlMU B CEABCKOH MectHOCTH. OAHHM M3 HAIIpaB-
ACHHI YAYUIICHHUA COLHUAABHO-9KOHOMUYECKOH CHTYALINH MOXKET OBITh CO3AAHHE yC-
AOBHI AAA PAa3BHTHA arpoTypu3Ma (IIPOBEACHHE OOYYAIOIIUX CEMHHAPOB, CO3AAHIIE
nH(MOPMAITHMOHHBIX IICHTPOB, VAVUIICHUE TYPHUCTHYECKON HH(PACTPYKIYPHL U T.A.).
VpoBeHp peructpupyeMoi 6e3pabOTHIIBI B OOAACTH ABAACTCA HEOOABIIUM H COCTAB-
aser 0,7-0,8%, 410 MOKET yKasBIBATH HA CE30HHBIN (PEIHCTPUPYEMBIH) HAH CKPBITBIE
(ae perucrpupyemsril) BuA Oe3paboruibl. [TokasareAb poKAAEMOCTH U CMEPTHOCTH
B MuHCKOIT 00AacTH yBeAmanBaeTcs KaxAbLi roA Ha 0,2 — 0,4%.

B cpasrennu ¢ apyrumu obaactamu Pecriybanku beaapycs aAemorpadmdeckas cu-
Tyarus BEITASAHT TAKUM OOpasoM: bpecrckas oOAacTb — KOAMYECTBO CEABCKUX 7KHTeE-
Aeir coctaBasiro 34% (2010 r.), murparms -0,7% (2010 r.); BureGckas obaacts —
KOAHMYECTBO CEABCKHX KUTeAeH cocTaBAiro 27% (2010 r.), murparma -1,4% (2010 r.);
I'omeAbckas 0DAACTD — KOAMMECTBO CEABCKHX JKHUTeACH coctaBadro 27% (2010 r.),
murparmA 1,35% (2010 r.); Moruaesckas 0OAACTb — KOAHYECTBO CEABCKHX JKUTEACH
coctaBAfAO 24% (2010 1.), murparus -1,54% (2010 r.).

AHAAM3HPYA BBILIIE IIPEACTABACHHBIC AAHHBIC, MOJKHO CACAATDH BBIBOA, 910 MuHCKas
00AACTb HAXOAUTCA Ha IIEPBOM MECTE IIO KOAMYECTBY CEABCKOIO HACEACHIA 1 IMEET He-
GOABIIION IIPOLIEHT MUTPALINH HACCACHHSA B CPABHEHHUH C APYTHMH OOAacTsmu Pecrry6-
AuKN bBeaapych. DT AaHHBIE YKa3bIBAFOT HA BBICOKHIT TPYAOBOH PECYPC CEABCKOI
mectHOCTH MuHCKOIH 0OAacTr. UTOOBI KOAMYECTBO TPYAOBOIO pecypca B MuHCKOH
00AACTH HE YMEHBIIIAAOCH C K&KABIM TOAOM B PE3YABTATE MUIPALIMU, HEOOXOAHMO Ha
HAIIT B3TASIA CO3AAHHE COLMAABHO-3KOHOMHYECKIX YCAOBHH AASL PASBUTHA U PEAAN3a-
LI arpOTypPU3MA.

CoraacHO ITOCAEAHHM O(UIIMAABHBIM CTATUCTHYCCKUM AAHHBIM ATPOTYPHUCTH-
HYecKue XO3fhcTBa 00pasoBaAUCh B 95% caydasx B pesyAbTare CEMEHHOIO HHTEPECa.
CAEAOBATEABHO OAHH arpOTYyPUCTIYCCKAN OOBEKT BKAIOYACT B CEOS IICAVIO CEMBIO,
KOTOpas YIACTBYET B €TI0 ACATEABHOCTH. AAHHBII IIOKA3ATEAD CBHACTEABCTBYET O HEOD-
XOAMMOCTH IIPOBEACHHA KOAMYECTBEHHOIO aHAAHM32 COCTABA CEMEH IIPOKHBAFOIIIIX
B CeABbCKOI MecTHOCTH [Aspomypusm 6 beaapycu. .., 2011], ¢ meapro ompeaeseHns cpea-
HEr0 KOAHYECTBA YYACTHHKOB B (DYHKIIMOHUPOBAHUU OAHOIO arpOTYPHUCTHYECCKOIO
OOBEKTA.

AaHHBIE O KOAHYECTBE AOMAIIHIX XO3AHCTB B 3aBUCUMOCTH OT YHCACHHOCTH AHI]
B cembe B oOAactax PecriyOamku Beaapyce m r. MEHCKE, COTAACHO CTATHCTHYECKOMN
rrepertucy HaceaeHus B 2009 TOAY, IIPEACTABACHEL B TAOAHIIE:
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TABAVIILIA 4.
KOAI/I‘-ICCTBO XO3AUCTB COIAACHO YMCAEHHOCTHU AWIIT B CEMBE
OGree B TOM KOAMUECTBE AOMAIITHHE XO3ANCTBA, COCTOAIINE U3
KOAMYECTBO 5 1 Gonce
OOGaactp AOMAIITHUX 1ueroBexa | 2ueroBek |3 ueroBek | 4 ueroBekx
XO3HCTS YeAOBEK
Beaapycn 3873139 1148 527 1081 984 854 187 538395 | 250 046
Obaacte 1 TOpOoA:
Bpecrckas 558 642 160 592 155 509 117 019 82 646 42 876
BurreGekas 523 637 162 162 157 074 117 028 61721 25 652
T'omeanckas 598 374 182 828 169 144 130 713 80 633 35056
I'poancuckasn 442915 136 610 123977 93110 61925 27293
T'opoa Mrrck 734191 215 566 183 489 174 096 110 743 50297
Mumckast 575 406 170 446 164 015 120 263 79 719 40963
MoruaeBckast 439974 120 323 128 776 101 958 61008 27909

Wcrounux: [Crmamucnuyeckan unggpmayus. . ., 2013].

AHAAMBHUPYA AAHHBIC TADAHIIEL 4 MOKHO CACAATBH BBIBOA, 9TO MmuHCKasg 00AACTD 110
KOAMYECTBY CeMel HAXOAHTCH Ha BTOPOM Mecre Imocae l'omeanckort obaacta. Hawn-
DOABITICE KOAMYECTBO AOMAIITHUX XO3SHCTB B MHHCKOH OOAACTH COCTOUT M3 OAHOTO
YEAOBEKA, HA BTOPOM MECTE€ HAXOAUTCH CEMbSi M3 ABYX, HA TPETbEM M3 TPEX, HA
YETBEPTOM U3 YETBHIPEX, Ha IIATOM M3 IATH U OoAee Amil. [lo-Apyromy obcTouT AeA0
B MOrHAEBCKOI 0OAACTH, TAC HA IIEPBOM MECTE HAXOAATCH CEMBH, COCTOSIIIHE U3 ABYX
YEAOBCK.

[MoaoOHAsT TEHACHITHST HAOAFOAAETCS B CEABCKOH MECTHOCTH, AOMAIITHEE XO3SHCTBO
CoCTOHT M3 OAHOIO ueAaoBeka B 34,4% caydasx, ns aByx — 30,1%, u3 tpex — 16,5%, u3
gersipex — 11,7%, u3 marepsix 1 6oace — 7,3%.

B ropoaax m ropoackmx moceAkax saperucTpupoBaro 2 832 ThIC. AOMAIIHUX XO-
3AMCTB, YTO coctaBasieT 73%, B ceabckoi mectaHoCT — 1 041 ThIC. AOMAIITHIX XO3AHCTB,
aT1o cocraBasieT 27%0 AOMAIITHIX XO3SHCTB.

CpeAHHE coCTaB AOMAITTHETO Xo3fificTBa B beaapycnm cocraBua 2,4 deaoBexa,
B MECTHOCTH TOPOACKOTO THITA — 2,5 9C€AOBEKa, B CEABCKOH MECTHOCTH — 2,3 4eAOBCKA.
B coorBercrBum ¢ AarHBIME ITepertiick HaceAeHus beaapycu 3a 1999 roa, cpeanmit co-
CT4B AOMAIITHETO XO3AHCTBA COCTABAAA — 2,0 YCAOBEKA, B MECTHOCTH TOPOACKOTO THITA
— 2,7 9eAOBeKa, B CEABCKOM MECTHOCTH — 2,4 4eAOBEKA.

‘VMeHbITIeHIE CPEAHETO COCTaBa AOMAIITHUX XO3AHCTB B beaapycn ¢ 2,6 Ao 2,4 de-
AOBEKA COTAACHO CTATUCTHYECKIM AAHHBIM, HACTYIIHAO B PE3YABTATE POCTA AOMAIITHIX
XO3AICTB, COCTOSAINUX U3 OAHOIO HAH ABYX 4eAoBek (0T 52% B 1999 a0 58% B 2009 r.)
M YMEHBIIICHIH AOMAIIIHIX XO3SHCTB, COCTOAIINX U3 YETHIPEX U OOACE YEAOBEK (COOT-
BercBeHHO OT 25% a0 20%). DT AAHHBIC CBHAETEABCIBYIOT OO YMCHBIIICHHH HATY-
PAABHOTO IIPHPOCTA, TAK KAK C KAKABIM TOAOM PACTET KOAMYCECTBO CEMEH COCTOSAIINX
U3 ABYX YCAOBEK, ¥ YMEHBIIIACTCH KOAMYECTBO MHOTOACTHBIX CEMEH.
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AaHHBIE MPEACTABACHHBIC BEBIIIIE CBHACTEABCTBYIOT, HYTO CPEAHEE KOAHYECTBO
YYACTHHKOB (TPYAOBBIE PECYPCHL) B (DYHKIIMOHUPOBAHUU OAHOIO arpOTYPUCTHIECKOIO
00OBeKTa cocTaBasieT 2,3 deAOBeKa.

AAS BEIMHICACHHA CPEAHETO KOAMYECTBA YYACTHHKOB B (DYHKIIMOHHUPOBAHUH arpo-
TYPHCTHYECKIX OOBEKTOB MIHCKOI 00AACTH, HECOOXOAMMO HANTH ITPOM3BEACHHC MCK-
AY KOAHHYECTBOM arPOTYPUCTHYECKUX XO3AHCTB B MuHCKOH 06Aacta (271) u cpeArrm
COCTaBOM AOMAIITHHUX XO3fIHCTB B CEABCKON MecTHOCTH (2,3). B pesyabTare BRIUMCAE-
HUS — CPEAHEE KOAHYECTBO TPYAOBBIX PECYPCOB B arpOTYPUCTHYECKIX OOBbeKTax MuH-
cKoM obaacTH cocraBuAO (623,3 deaoBeka. B pesyaprarte Takux ke BBIMHCACHHI OIIpe-
AEAHM CPEAHEE KOAUYECTBO TPYAOBBIX PECYPCOB B PAHOHAX C HAMOOABIIINM KOANYECT-
BOM arpoycaaed: Mumckom patione (156,4), Maaeabckom patione (87,4), Boaowxmm-
cxom patione (57,5). CoraacHo odHUIIMAABHBIM CTATUCTHYCCKIM AAHHBIM 32 2010 roa
AOXOA OT OCYILIECTBACHUA aIPOTYPHCTUIECKON ACATEAPHOCTH B MHUHCKON 006AaCTH cO-
CTaBHA OKOAO 4 MAPA. PyOAEH.

Curryarro B arporypusMe beaapycn MOKHO ITPEACTABHTE CACAVIOIIIM OOpPasoMm,
¢ 2006 A0 2011 roaa KOAIIECTBO arpPOTYPUCTHIECKHX XO3AHCTB BEIPOCAO ¢ 34 A0 1576.
A\ BBIMHCACHHSA CPEAHETO KOAHYECTBA YYACTHHUKOB B (DYHKIIMOHHPOBAHUH arpoTy-
pucrraeckux oobekToB beaapycu B 2010 roay ncrroapsyem IpoOHU3BEACHHE MEKAY KO-
AHYECTBOM arpOTyPHCTHYCCKUX XO3AHCTB B beaapycu (1247) u cpeAHmM cocraBoM
AOMAIITHIX XO3fIMCTB B beaapycu (2,4). B pesyabrare BEIMHCACHNA — CPEAHEE KOAMYE-
CTBO TPYAOBBIX PECYPCOB B arpPOTYPHUCTHYCCKUX OOBbeKTax beaapycu cocrasmao 2993
YEAOBEKA, ODIIEE KOAHYECTBO AOXOAA OT arpOTYPHUCTHYECKON ACATEABHOCTH B beaa-
pycu B 2010 roay cocraBuao 10 MapA. pyOaeit. Ilokasarean A0X0Aa OT arpoTypUCTH-
YEeCKOM ACATEABHOCTH W CPEAHEE KOAMYECTBO TPYAOBBIX PECYPCOB, BOBACUEHHBIX
B (DYHKIIMOHUPOBAHUE ArPOTYPUCTHYCCKUX OOBEKIOB, CBHACTEABCTBYIOT O BBICOKOM
YPOBHE AOXOAHOCTH OT PEAAH3AIIK STOH ACATEABHOCTH, U ABAAIOTCA CTUMYAHPYIO-
IIIUM IIOKA3aTEAECM AASL ADYIHX TPYAOBBIX PECYPCOB AOMAIITHIX XO3AHCTB, KOTOPBIE fB-
ASFOTCA  Oe3pa0OTHBIM HMANM 9KOHOMHYCCKH HEAKTUBHBIM HACCACHHEM | Agpomypusiv
6 Beaapyeu. . ., 2011].

AHAAMBHPYA AAHHBIE TAOAHIIEI 5 MOMHO CAEAATH CAEAYFOIIHE BBIBOA, YTO Had-
BOABIIIEE KOAMYECTBO CEABCKIX XKUTEACH IIPOKHBACT B CACAYIOIIUX PAaHOHAX 0DAACTH:
Mrackom, Boprcosckom, Iyxosrrackom, MoaoaeurerckoM, CAYITKOM; HaMEHBITIEE
KoAmdecTBO B parionax: Crapoaopomkckom, bepesnrckom, Vsaenckom. Hanboasrmasn
perucrpupyemas 6espaboruria B pationax: bepesurckom (3,3%), bopucosckom (3,3%),
Kpynckom (3,3%), Mosoaeunenckom (3,1%), Munckom (3,0%). Cpeanuii ypoBeHb
Gespaborumer B ooaact cocrapader 2,5%. Hanboabirree KOAHHMECTBO SKOHOMUYECKH
HEAKTHBHOIO HACEACHUA HAXOAWTCA B pationax: Boaowmumckom (46,5%0), bepesunckom
(46%), Buaetickom (46%), Komsrabckom (44,9%0), Coauropckom (44,6%), Maseabckom
(44,3%0). CpeAHsAs IUCACHHOCTh SKOHOMHYECKH HEAKTHBHOIO HACEACHHA B OOAACTH
cocraBafer 36,4%. K sKOHOMIYECKH HEAKTHBHOMY HACCACHHIO CCABCKOH MECTHOCTH
OTHOCATCA CACAYIOILHE IPYIIIIBL AFOACH [Passumur azponpeonpunumanensemsa. . ., 2013

—  yuarruecs: 24 920,

—  AWIIA, O}KHUAQAIOIIINE HAYAAA CE30HHON paboTer: 3 355;
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—  AmIa, mepexoadmmpe Ha merncuro: 163 853;

—  AHIIA, BEAYIIIHE AOMAIITHEE XO3ANCTBO, ABASIOTCA OIEKYHAMU ACTCH AU APY-
X YA€HOB cembir: 12 711;

— AW, He pabOTAIOIIHE B COOTBETCTBHU C COCTOAHHIEM 3A0POBBs: 16 145;
—  Awnma, 6e3 BO3MOKHOCTH HAXOKACHUA paOoThr: 984;
—  Awmra, 6e3 moTpebHOCTH B paboTe HAH KeAaHns paboTare: 6 393.

TABAMIIA 5.
DKOHOMIYECKN AKTUBHOE U HEAKTUBHOE CEABCKOE HACEACHUE B paioHax MuH-
ckoii 06aactu 2009 ropa

Ne Paiioust Koanuecr | Dxomomuuecku DKOHOMUUECKH AKTUBHOE
BO CEABb- HEaKTHUBHOE HACeACHUE
CKHUX JKHU- HaceAeHHe PaGoraromme BespaborHere
TeAEH

1. Bepesumckuit 13011 5991 4637 426
2. Bopucosckuit 40 761 15089 18 762 1335
3. Buaetickuit 25217 11 612 9416 696
4. Boaoxwmmackmit 22 665 10 546 8953 280
5. AsepruHcknit 22 388 7 824 10 482 460
6. Kaertkmit 21 541 8 632 9456 444
7. Kormsiabckuit 22 880 10 266 8 856 356
8. Kpymcxmit 15234 6617 5841 504
9. Aorotickuit 19210 8153 7 852 488
10. Arobanckmit 21020 8 869 8256 487
11. Munckuit 137 989 32 608 70 000 4199
12. Moaoaeunenckmit 38 575 13 389 17 816 1211
13. MsiaeAbckuit 17 250 7 648 6 837 384
14. Heckckuit 23 486 8 590 10739 342
15. TlyxoBuackuit 38 847 13572 17 677 1005
16. CAyrikeii 33 662 14 366 13 744 771
17. CmoAeBUYCKUT 26 683 8 696 12 950 662
18. Coauropckuit 23976 10 696 8 804 675
19. CrapoAopoKcKuit 10901 4 479 4480 228
20. CroABIOBCKHUT 26 640 11 148 11 312 524
21. Vaaenckuit 13973 5634 6158 294
22. Yepserckuit 18 579 6838 8 037 338

Wroro 634 480 231 263 281 065 16 109

Mcrounuk: coberBernan pa3pabOTKa HA OCHOBAHHUH AAHHBIX N3 CTATHCTHYECKOTO MCTOYHIKA
[Cratucrrraeckas madopmarrus. .. 2013]

UYTOOE! AydIlle IIOHATH SKOHOMITYICCKH HEAKTHUBHYIO YACTh HACCACHIS U YPOBCHB
6e3paboTHLIEL B 0OOAACTH, HA HALI B3IASA, HEOOXOANMO TAKXKE IIPOAHAANSHPOBATH CO-
CTOSIHEE OOPA30BATEABHOIO YPOBHS MKUTCACH CEABCKON MECTHOCTHL

B ceabckot mectrOCTH MUHCKON 00AACTH COCTOAHME OOPA3OBAHMS IIPEACTABACHO
TAKIM 0OpazoM: Oe3 oOpasoBanms — 7 285 Aniy, ¢ obpasosanuem — 562 984 anra. Aas
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AHI] ¢ OOpa3OBaHMEM, YTOYHUM X YPOBEHb 0OpasoBaHus: HadasbHOE oorree 99 550,
6azosoe obrree 77 208, cpeanee obruee 142 811, npodeccuonasproe 64 120, cpearee
crrermanbroe 116 162, Boiciiee 63 133. CAEAOBATEABHO, JKUTEAEH CEABCKOH MECTHOCTH
CO CPEAHHM OOIIIM 00pasoBaHueM cocTaBasieT 25%0, ¢ BbIciuM 0OpasosarueM — 11%.
Kak yxe ormegasocs paHee, HAMOOABIIIEE KOAUICECTBO arPoOycascd OyHKIMOHMpPYET
B Munckom, Msaaeabckom, Aororickom, BoaokuackoM pafioHax MHEHCKOH 0OOAACTH.
B Munckom paiione cyrectByer 1pobaemMa 6e3pabOTHIIEL B OOABIIIOE IIEPEHACCACHIE
pationa. B MAaeAbCKOM pafioHe CYIIECTBYET IPOOAEMA SKOHOMITIECKH HEAKTHBHOIO Ha-
ceaerus. B Aorotickom patione cyrecrsyer mmpobaema ¢ 3aceacHueM pariona. B Boao-
’KHHCKOM PafiOHE CYITIECTBYET IIPOOAEMA SKOHOMIIECKI HEAKTUBHOTO HACCACHIIA.

5. BeiBoABI

HpCACTaBACHHbeI B CTATbC aHAAN3 SACMCHTOB Hp06/\CMbI ITO3BOAMA:

BBIABHTH TPYAOBBIE PECYPCHI 10 patioHam MHHCKOH 0OAACTH, KOTOPBIE COCTOAT
HA AAHHBIF MOMEHT 13 KOAHYECTBA Oe3pa0OTHBIX M KOAUYECTBA SKOHOMUYECKU
HEAKTHBHOIO HACCACHUSA (YIAIIMECH; AHIIA, OKHAAFOITIIE HAYAAA CE30HHON pa-
BOTBI; AUIIA, IIEPEXOAAIIHE HA TIEHCHIO; AUIIA, BEAYIIIHE AOMAIITHEE XO3AHCTBO,
ABAAFOTCA OIIEKYHAMH ACTEH MAM APYIHIX YAGHOB CEMbH; AHIIA, HE PabOTarO-
IIHE B COOTBETCTBUH C COCTOAHHEM 3AOPOBbS; AUIIA, O€3 BO3MOKHOCTH HAXO-
KACHHSA pabOTHI; AHIIA, O€3 IOTPEOHOCTH B pabOTE MAU KEAAHHA padOTATH);
OIIPEACAHTH IIEPEHACCACHHBIE U HE AOCTATOYHO 3aCEACHHBIC paiioHbl MuH-
cxoit obaacru. IlepenaceaeHue paffoHOB GAATOIPHATCIBYET YBEAMHYCHHIO Oe3-
PabOTHIIBL, HEAOCTATOUHOE 3aCCACHHE PAHOHOB CBUACTEABCTBYET O HEOAAro-
IPUATHON COITMAABHO-3KOHOMHUYECKOM CUTYAIUN B PAOHE;

HCCAEAOBATH TEHACHIIHIO YMEHBIIICHUA CEABCKOIO HaceAeHus MUHCKOI 00-
AACTH. YMEHBIIIEHHE CEABCKOIO HACEACHHUA CBUACTEABCTBYET O MUIPALIMN Ha-
CEACHUSA M3 CEABCKON MECTHOCTH. B cpaBHeHmu c Apyramu odaactamu be-
Aapycu, MuHCKas 00AACTb IO KOAMYECTBY CEABCKOIO HACEACHHSA HAXOAUTHCA
Ha IIEPBOM MECTE, UTO MOKET CBHACTEABCTBOBATH O AYYINHX COIHMAABHO-
5KOHOMHHYECKIX YCAOBHAX B MumHCkol obaactu (Hapumep, 3apaOOTHOH
IIAQTEL), YeM B APYIUX obAacTax beaapycrr,

ITPOAHAAHU3HPOBATE CPEAHHH COCTaB AOMAITTHUX XO3fHCTB B CEABCKON MECT-
HOCTH M MECTHOCTH I'OPOACKOTO Tuia, kotopsiii B 2010 roay cocraBua coot-
BETCTBEHHO 2,3 M 2,5 YeAOBEK. YMEHBIIIEHHE CPEAHEIO COCTABA AOMAIITHIX
XO3AICTB IIPOUCXOAUT B PE3YABTATE POCTA AOMAIIHHUX XO3AHCTB, COCTOAIIIX
13 OAHOIO HAH ABYX YEAOBEK M YMEHBIIICHHIE AOMAIIHUX XO3fHCTB, COCTOA-
IIUX U3 YETBIPEX U OOACE IEAOBEK;

[IPOAHAAN3HIPOBATE OOPA3OBATCABHBIN YPOBEHD CEABCKUX JKHTEACH PAHOHOB
Murckoit obAacTr. AAaHHBIE TIO3BOAMAHU BBIIBUTH AFOACH O€3 0OpasoBaHMs
u ¢ obpasosarneM. Huskuil ypoBeHb 0Opa3oBaHus, CBUACTEABCTBYET O HEOO-
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XOAUMOCTH TIPOBEACHIS ITPOTPAMM ITO ITOBBIITICHIIO YPOBHA KBAANDUKAITII
CEABCKOIO HACEACHH.

AHAAN3 TIPOOAECMBI CBUACTEABCTBYET O HEOOXOAHMMOCTH BOBACHUCHMSA CBODOAHBIX
TPYAOBBIX pecypcoB (De3paOOTHBIX MAH 9KOHOMIYECCKH HEAKTUBHOIO HACCACHHS) B aI-
POTYPHUCTHYECKYIO ACATEABHOCTD (OKa3aHHE AOIIOAHHTEABHBIX YCAYI TYPHCTAM) B IIe-
AfIX TTOAYYEHUSA MU AOIIOAHHTEABHOTO AOXOAQ.

CozpaHue arpOTYPHCTUYECKHX XO3ANCTB CIIOCOOCTBYET VAVYIICHHUIO HE TOABKO
MATCPHUAABHOTO ITOAOKCHISA KUTEACH CEABCKON MeCTHOCTH bBeaapycu, HO M co3AaeT
BO3MOKHOCTD AAfl Pa3BHTHA SKOHOMHYECKOH U COILMAABHOM C(DEpBI CEABCKON MECT-
HOCTH.

ATpPOTypHU3M MOMKET CIIOCOOCTBOBATH YMEHBIIICHHIO COLMAABHON HAIIPAKEHHOCTH
B CEABCKOI MECTHOCTH IIyTE€M CO3AAHIA HOBBIX AABTEPHATUBHBIX PAOOYHX MECT, I103-
BOAHB CEABCKHM KUTEASIM OOECIEYNTh ceOe AOCTOMHYIO 'KH3HB. B pafoHaX, IAe yixKe
DYHKIMOHUPYIOT arPOTYPUCTHYCCKHE OOBEKTBI, HCOOXOANMO COBEPIIICHCTBOBATH ar-
POTYPHCTHYECKYIO HH(MPACTPYKTYPY, C LEABIO IIPUBACYCHHSA CBOOOAHBIX TPYAOBBIX
pecypcos. Arporypusm 310 3(peKTUBHBIN BHA TYPHUCTUYECKOH ASATEABHOCTH C OT-
YETAMBO BBIPAKEHHBIM COLIMAABHO-9KOHOMUYECKHM U KYABTYPHBIM 2hpeKToM, OTBe-
YAFOIIUM 3aIPOCAM KAHEHTA CO CPEAHHM AOCTATKOM H YIHTBIBAFOIIUE OCOOCHHOCTH
ero oopasa KH3HMU, IICUXOAOTHYIECKUE, KYABTYPHBIE, AYXOBHBIE IIOTPEOHOCTH M LIEHHO-
CTHL

AAS BKAFOUCHHSA CEABCKHX JKUTEACH B arpOTyPUCTHUYECKYIO ACATEABHOCTD HEODXO-
AVIMO PELLHTD CACAYFOIIINE 3aAAH:

— B 00A4CTH OPraHU3AIMOHHOIO ODECIICUCHMS — CO3AAHHE OOBEAMHEHHH
CyOBEKTOB arpOTYPUCTHYECKOTO OM3HECA U TYPUCTITICCKOIO OM3Heca (COTPyA-
HITYECTBO MEKAY CYOBEKTAMU arPOTYPHCTIYIECKOIO U TYPHUCTIYECKOIO OH3HE-
€2), KOHCYABTAITMOHHBIE ITYHKTBI B KAKAOM PaliOHE AAA BAGAEABLIEB arpoyca-
AeO (TI0 BOIIPOCAM: ITPABOBBIM, SKOHOMIYECCKUM, PEKAAMHBIM, HHBECTHIFOH-
HBIM, OPIaHU3AIIOHHBIM, HAAOIOBBIM, O0PAa30BaTEABHBIM, MEKAYHAPOAHBIM);

— B obAacTr HHMOPMAIIHOHHOIO obecredeHus — POpMUPOBaHIE Ha 0ase oObe-
AHMHCHHI MHTCPAKTUBHBIX 023 AAHHBIX AAfL TYPHCTOB (CO3AAHHE PBIHKA IIPEA-
AOMKECHHIH arPOTYPUCTHICCKUX YCAYT);

— B 0baactu HH(PACTPYKTypPHOro odecredeHns — (PUHAHCHPOBAHIC B PA3BH-
THe HHPPACTPYKTYPBI CEABCKOI MECTHOCTH (B cpepax — TPAHCIIOPTHOH, KOM-
MYHAABHOH, KyABTYPHOIH, OOpa3OBATEABHOH, 3APAaBOOXPAHUTEABHOH, CIIOpP-
THUBHOU U T.A.);

— B 0OAacTH (DHHAHCOBOIO ODECIIEYEHNS — CO3AAHNE KOHKYPCHBIX IIPOIPAMM AAS
ITOAYYEHHA AOIIOAHUTEABHBIX PECYPCOB HA Pa3sBUTHE arPOTYPUCTHYECKOH Ae-
ATEABHOCTH;

— B 0DAaCTH 0OPa30BATEABHOIO ODECIIEYEHHA — OPTAHU3AIINSA KYPCOB ITOBBILIIC-
HUE KBAAUDUKAIINK B OOAACTH arpOTyPUCTHYCCKON ACATEABHOCTH, IIPOBEAC-
HHE CEMUHAPOB, HHTEIPAITHOHHEX MEPOIPHATHEH, MEKAYHAPOAHBIX BEIC3AOB;

Peaansariua GOABIIOIO TPYAOBOTO IIOTEHIIHAAA (TPYAOBBIX PECYPCOB) CEABCKHX Pe-
THOHOB HA OCHOBE Pa3BUTHA aTPOTYPHCTHYCCKOIO CEKTOPA AOAYKHA TIOMOYb B YAYHUIITC-
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HAX 5KOHOMHYECKOM, COITMAABHOM M AYXOBHOM CHTYAITUH KUTEACH CEABCKOH MeCT-
HOCTH. BarKHEHIIIIM Pe3yABTATOM PasBUTHA arpOTypU3MA AOAXKEH CTATH COLIMOKYAb-
TYPHBII U AYXOBHBIH 3(D(DEKT B Pe3yAbTATE AKTHBH3ALMI MECTHBIX TBOPYECKHX PECyp-
COB, COXPAHEHHE H PA3BUTHE HAIIHOHAABHOIO IIPHPOAHOIO, UCTOPHUKO-KYABTYPHOIO
HACAEAWs, TOBBIIIIEHNE CAMOOIEHKA MECTHBIX COOOIECTB, ITOABAEHHUE ITO3UTHUBHOMN
COLIMAABHOH IIEPCIEKTHBBL. B AAHHOIT COLHAAPHO-9KOHOMHYECKOH CHTYALIUN AAf He-
AKTUBHOIO M 0e3pabOTHOIO HACEACHHA CEABCKOH MECTHOCTU — 5TO OAHH U3 apdek-
THBHBIX CIIOCOOOB BOBACUECHHUS B TPYAOBYIO ACATEABHOCTb M PEAAHBALIIHE CBOECIO TPY-
AOBOTO IIOTEHIIHAAA.
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PODYPLOMOWE STUDIA
RACHUNKOWOSCI I AUDYTU WEWNETRZNEGO
W JEDNOSTKACH SEKTORA PUBLICZNEGO

15-062 Bialystok
ul. Warszawska 63
pok. 208

tel. (085) 7457702,
fax (085) 7457702

Kierownik: dr hab. Ryta I. Dziemianowicz, prof. UwB
Sekretariat: Grazyna Majewska

CEL STUDIOW

— zdobycie i poglebienie wiedzy z zakresu organizacji i funkcjonowania
sektora finansow publicznych,

—  poglebienie wiedzy w zakresie prawa finanséw publicznych i adminis-
tracji publicznej,

—  przekazanie stuchaczom wiedzy na temat szczegélnych zasad 1 metod
prowadzenia rachunkowosci w jednostkach sektora finanséw,

—  poznanie nowych regulacji dotyczacych organizacji i zasad przeprowa-
dzania wewnetrznej kontroli finansowej w jednostkach sektora finan-
séw publicznych,

—  zdobycie praktycznych umiejetnosci w zakresie tworzenia oraz analizy
funkcjonowania i oceny komorek kontroli finansowej i audytu wew-
netrznego.

STUDIA ADRESOWANE SA DO:
gléwnych ksiggowych i kadry kierowniczej w jednostkach sektora fi-
nanséw publicznych

—  pracownikéw odpowiedzialnych za prowadzenie nowoczesnego sys-
temu audytu wewnetrznego i kontroli finansowej w jednostkach sek-
tora publicznego.

Zasady naboru:
- decyduje kolejnos¢ zgloszen.

Warunki rekrutaciji:
- odpis dyplomu,
- wygenerowane z systemu IRK podanie kandydata,
- kserokopia dowodu osobistego
- potwierdzenie oplaty manipulacyjne;.




PODYPLOMOWE STUDIA
FINANSOW I RACHUNKOWOSCI
PRZEDSIEBIORSTW

15-062 Bialystok
ul. Warszawska 63
pok. 208

tel. (085) 7457702,
fax (085) 7457702

Kierownik: dr hab. Ryta I. Dziemianowicz, prof. UwB
Sekretariat: GraZyna Majewska

Podyplomowe Studia Finanséw i Rachunkowosci Przedsi¢biorstw istnieja
od roku akademickiego 1992/1993. Przeznaczone sa dla absolwentow szkot
wyzszych réznej specjalnosci.

Celem studiéw jest przygotowanie kadr dla przedsi¢biorstw 1 instytucji
w zakresie finanséw 1 rachunkowosci oraz przygotowanie stuchaczy do
dziatalnosci ustlugowej w zakresie prowadzenia ksiag rachunkowych.

Studia trwaja dwa semestry, koficza si¢ zaliczeniami lub egzaminami z posz-
czegblnych przedmiotéw. Zajecia odbywaja si¢ w formie 7 dwudniowych zjazdéw
w weekendy w kazdym semestrze i obejmujg ponad 300 godz. zaje¢ dydaktycz-
nych. Studia koficza si¢ wydaniem $wiadectwa ukoficzenia studiéw podyplomo-
wych.

Wyktadane sa nastepujace przedmioty:
- rachunkowo$¢ finansowa,
- sprawozdawczos¢ finansowa,
- rachunek kosztéw,
- system podatkowy,
- paplery warto$ciowe,
- prawo cywilne, gospodarcze i administracyjne,
- system informatyczny i podstawy informatyki,
- wyktady okoliczno$ciowe.

Zasady naboru:
- decyduje kolejnos¢ zgloszen.

Warunki rekrutacji:
- odpis dyplomu,
- wygenerowane z systemu IRK podanie kandydata,
- kserokopia dowodu osobistego
- potwierdzenie optaty manipulacyjne;j.




PODYPLOMOWE STUDIA MENEDZERSKIE

(=7 15-062 Bialystok @ tel. (0~85) 745 77 25
ul. Warszawska 63 fax (0~85) 741 46 85
pok. 229

Kierownik: dr hab. Tadeusz Truskolaski, prof. UwB
Sekretariat: Anna Kitlasz

Podyplomowe Studia Menedzerskie istnieja od roku 1992. Przeznaczone jest dla
absolwentéw szkot wyzszych, réznych specjalnosci.

Wyktadowcami sq pracownicy naukowi oraz praktycy, dyrektorzy bankéw i specjalisci
z poszczegblnych dziedzin. Program i tresci nauczania dostosowane sq do potrzeb i wyma-
gan rynku. Studium daje szanse nawigzania cickawych kontaktéw oraz konsultaciji z wielo-
ma specjalistami z réznych branz.
Zasady naboru: decyduje kolejnosé zgloszen.

Warunki rekrutacji:
- odpis dyplomu,
- wygenerowane z systemu IRK podanie kandydata,
- kserokopia dowodu osobistego
- potwierdzenie oplaty manipulacyjne;.

Studia trwaja dwa semestry. Zajecia odbywaja si¢ w formie 2-dniowych zjazddw
(w soboty i niedziele) i obejmuja 256 godzin zajeé¢ dydaktycznych. Studia koficza si¢ egza-
minem i wydaniem $wiadectwa ukoniczenia studiéw podyplomowych.

Wyktadane s nastepujace przedmioty:

. Organizacja i zarzadzanie

. Zarzadzanie finansami i rynek kapitalowy
. Marketing

. Zarzadzanie zasobami pracy

. Zarzadzanie strategiczne

. Biznes plan

. System podatkowy

. Funkcjonowanie gospodarki rynkowej
. Rachunkowos¢ zarzadcza

o Negocjacje w biznesie

. Public relations

. Prawo pracy

. Zaméwienia publiczne

. Rynek 1 wycena nieruchomosci

. Zajecia komputerowe

Seminaria - wyklady okoliczno$ciowe




PODYPLOMOWE STUDIA
ZARZADZANIA PROJEKTAMI UNII EUROPEJSKIE]

(=] 15-062 Bialystok, ul. Warszawska 63, pok. 234,
B tel. (085) 7457721, fax (085) 7414685

e-mail: kpeirg@uwb.edu.pl
http:/ /www.weiz.uwb.edu.pl/

Kierownik: dr Elzbieta Sulima
Sekretariat: mgr Jolanta Wiszniewska

Cele studiow

Przekazanie praktycznych umiejetnosci opracowania projektu i jego zarzadzania (w
tym finansowego) oraz wypelniania wnioskéw, gwarantujacych pozyskanie
$rodkéw finansowych z Unii Europejskiej.

Adresaci
Wszystkie osoby, ktoére sa zobowiazane lub pragng z tytulu potrzeb lub planéw
zawodowych otrzymaé wiedz¢ dotyczaca pozyskiwania srodkéw finansowych
z Unii Europejskiej.
W szczegdlnosci program kierowany jest do:

— przedsi¢biorcow,

—  pracownikéw administracji samorzadowej, otrganizacii pozarzadowych,

—  nauczycieli

—  absolwentéw szkot wyzszych

—  iinnych oséb zamierzajacych uzyskaé kwalifikacje niezbedne do pozyskiwa-

nia $rodkow finansowych z UE

Korzysci

Przygotowanie specjalistéw w dziedzinie zarzadzania projektami Unii Europejskiej.
Studia daja mozliwos¢é nawiazania kontaktéw z osobami bezposrednio zaangazo-
wanymi w realizacje projektéw finansowanych z funduszy strukturalnych

Zasady naboru: decyduje kolejno$¢ zgloszen.
Nalezy ztozy¢ nastepujace dokumenty:
- odpis dyplomu,
- wygenerowane z systemu IRK podanie kandydata,
- kserokopia dowodu osobistego
- potwierdzenie oplaty manipulacyjne;.




PODYPLOMOWE STUDIA
WYCENY I GOSPODARKI NIRUCHOMOSCI

Specjalnosci:
WYCENA NIERUCHOMOSCI
ZARZADZANIE NIERUCHOMOSCIAMI
POSREDNICTWO W OBROCIE NIERUCHOMOSCIAMI

Kierownik Studiéw:
dr Dorota Wyszkowska
e-mail: d.wyszkowska@uwb.edu.pl

Sekretariat:

mgr Jolanta Wiszniewska
tel. 085 745 77 21

fax 085 741 46 85

e-mail: kpeirg@uwb.edu.pl

CEL STUDIOW:

Celem Studiéw jest przygotowanie stuchaczy, w zaleznosci od wybranej specjalno-
$ci, do ubiegania si¢, po spetnieniu dodatkowych wymogdw (praktyki zawodowe)
o uzyskanie uprawnient zawodowych:

- RZECZOZNAWCY MAJATKOWEGO

- POSREDNIKIA W OBROCIE NIERUCHOMOSCIAMI

- LUB ZARZADCY NIERUCHOMOSCI.

Uczestnikami Studiéw moga by¢ absolwenci szkét wyzszych.

Studia trwaja 2 semestry od pazdziernika do czerwca w wymiarze godzin
okreslonym w ramowych programach studiow.

Programy zgodne s3 z ,,minimum programowym” zalecanym przez Mi-
nisterstwo Infrastruktury, zawartym w Rozporzadzeniu Ministra Infra-
struktury z dnia 7 czerwca 2010 r. w sprawie ustalenia minimalnych wy-
mogow programowych dla studiéw podyplomowych w zakresie wyceny
nieruchomosci (Dz. Urz. Min. Bud. Nr 3, poz. 16).

Zajecia odbywaja si¢ w 2-dniowych zjazdach (soboty i niedziele) co 2 tygo-
dnie i1 koricza si¢ przygotowaniem pracy dyplomowej oraz egzaminem

Zasady naboru:
o przyjeciu decyduje kolejnos¢ zgloszen

WYMAGANE DOKUMENTY:

- odpis dyplomu,

- wygenerowane z systemu IRK podanie kandydata,
- kserokopia dowodu osobistego

- potwierdzenie optaty manipulacyjne;.




PODYPLOMOWE STUDIA
ZARZADZANIA ZASOBAMI LUDZKIMI

15-062 Biatystok

ul. Warszawska 63, pok. 225
tel. (085) 745-77-19,

fax (085) 741-46-85

e-mail: agrzes@ uwb.edu.pl
http:/ /www.weiz.uwb.edu.pl

Kierownik: dr Anna Grzes

CEL STUDIOW:
Przekazanie specjalistycznej wiedzy teoretycznej 1 praktycznych umiejetnosci z zak-
resu zarzadzania zasobami ludzkimi niezbednych do skutecznego funkcjonowa-
nia organizacji.
Zakres ten obejmuje m.in.:

- zasady i metody rekrutacji i selekcji,

- system ocen pracowniczych,

- systemy wynagradzania,

- prawo pracy i zbiorowe stosunki pracy,

— negocjacje zbiorowe,

- zarzadzanie karierami i rozwojem pracownikow, itp.

ORGANIZACJA STUDIOW:

Studia trwajg 2 semestry. Obejmuja 188 godzin dydaktycznych. Zajecia odby-
wajg, si¢ w 2-dniowych zjazdach (w soboty i niedziele) co 2 tygodnie i koricza
si¢ obrong pracy dyplomowej oraz wydaniem $wiadectwa ukoficzenia studiéw
podyplomowych.

STUDIA ADRESOWANE SA DO:
kadry kierowniczej przedsig¢biorstw,

— pracownikéw dziatu kadr,

- 0s0b zainteresowanych zdobyciem oraz poglebieniem wiedzy z zakresu
problematyki zarzadzania zasobami ludzkimi w nowoczesnych organi-
zacjach.

WYMAGANE DOKUMENTY:

- odpis dyplomu,

- wygenerowane z systemu IRK podanie kandydata,
- kserokopia dowodu osobistego

- potwierdzenie optaty manipulacyjne;j.

Zasady naboru:
—  decyduje kolejnos¢ zgloszet.
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