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Abstract: The paper presents an analysis of the state of stress and crack tip opening displacement (strain) in specimens with rectangular 
cross-section subjected to torsion and combined bending with torsion. The specimens were made of the EN AW-2017A aluminium alloy. 
The specimens had an external unilateral notch, which was 2 mm deep and its radius was 22.5 mm. The tests were performed at constant 

moment amplitude 𝑀𝑇 = 𝑀𝐵𝑇= 15.84 Nm and under stress ratio 𝑅= -1. The exemplary results of numerical computations being obtained 
by using the FRANC3D software were shown in the form of stress and crack tip opening displacement (CTOD) maps. The paper presents 
the differences of fatigue cracks growth under torsion and bending with torsion being derived by using the FRANC3D software. 
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1. INTRODUCTION 

Extremely fast development of technology causes that the cur-
rent numerical methods often replace analytical methods and they 
reinforce the analysis of experimental research studies. The dis-
advantages associated with experimental tests are their time-
consumption and costs for performing them. Nowadays, basic 
numerical methods being commonly used in engineering calcula-
tions are the finite element method (FEM) (Zienkiewicz and Tay-
lor, 2000; Kleiber, 1995; Szusta and Seweryn, 2010) and the 
boundary element method (BEM) (Becker, 1992). Those methods 
allow achieving fast and relatively accurate solutions to many 
issues in the design of machines, which would be exceptionally 
difficult or even impossible when using analytical methods 
(Rusiński, 2002). Today, many large and medium-sized enterpris-
es could not imagine starting production of a new product, before 
it undergoes positive verification by using numerical methods. 
These methods allow for modeling the maps of stress, displace-
ment and strain in accordance with the analytical solution in terms 
of both, the linear and non-linear range. Moreover, they allow for 
calculation of many others parameters required by the user, such 
as: the stress intensity factor, the crack tip opening displacement 
or the J-integral (Rozumek and Macha, 2006; Döring et al., 2006). 
Using the numerical methods, it should be kept in mind that it is 
recommended to compare the obtained results with analytical 
calculations or experimental research carried out in the field, 
as far as it is possible. It should be considered that the results 
of numerical calculations describing the behavior of the complex 
model will be presented in an approximate manner. Moreover, 
it should be also note that these results are subject to a certain 
error. One method for solving such complex models is their trans-
formation into several simplified models. The main purpose of the 
finite element method is to divide the continuous geometric model 
into finite elements being combined into the so-called nodes, 

the result of which is the development of discrete geometric mod-
el. Boundary element method employs the fundamental solution 
(differential equations). Approximation takes place explicity on the 
edge of the tested area of the body without any interference in the 
internal area. Finite (boundary) elements are interrelated in nodes, 
and this ensures the system parameters’ continuity (Rozumek 
and Macha, 2006). The research paper (Derpeński and Seweryn, 
2007) presents the results of numerical analysis of stress field 
and strain under tensile in notch type specimens. The specimens 
were made of the EN 2024 aluminum alloy. Moreover, the stress 
criterion of specimens cracks emanating from notched, consider-
ing the maximum values of plastic shear strain. The authors of the 
research paper (Duchaczek and Mańko, 2012) proposed methods 
for determining value of the stress intensity factor by using the 
FRANC2D software. The research work (Seweryn, 2002) indi-
cates the accuracy of calculation of the stress intensity factor and 
the way in which the stress values near the crack tip are being 
changed.  

The aim of the paper is the analysis of the state of stress 
and the crack tip opening displacement (strain) at the bottom 
of the notch, as well as presenting the changes in fatigue cracks 
growth behaviour under torsion and bending with torsion in spec-
imens with rectangular cross-section. 

2. SUBJECT OFSTUDY 

Specimens with rectangular cross-section and gross dimen-
sion 8x10 mm were the subject of numerical computations  
(Fig. 1). The specimens were made of the EN AW-2017A (PA6) 
aluminium alloy with mechanical properties shown in Tab. 1.  

The specimens had an external unilateral notch, which was a0 
= 2 mm deep and its radius was  = 22.5 mm. The theoretical 
stress concentration factor in the specimen was estimated accord-
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ing to the equation provided in the research work (Thum et al., 
1960), which under bending was 𝐾𝑡 = 1.04. 
 

 
Fig. 1. Shape and dimensions of specimens for fatigue crack growth 

tests, dimensions in mm 

Tab. 1. Mechanical properties of the EN AW-2017A aluminium alloy 

𝑦  (MPa) 𝑢(MPa) 𝐸 (GPa) 𝜈 (-) 

382 480 72 0.32 

Alloys of aluminium with copper and magnesium -that is du-
ralumin- belong to alloys characterised by supreme strength 
properties. Chemical composition of the tested EN AW-2017A 
aluminium alloy shown in Table 2 (Rozumek and Macha, 2009). 
The longitudinal microsection shown in Fig. 2 indicate structures  
heavily dominated by elongated grains of the solid solution 
𝛼of various sizes and at width of approx. 50 μm. Between large 
elongated grains clusters of very small equiaxed α phase grains in 
the system band are visible, as well. On the base of solid solution 
α, numerous precipitation of intermetallic phases, particularly 
Al2Cu, as well as Mg2Si and AlCuMg are seen. Precipitations 
of the Al2Cu phase occur mainly in the chain system on grain 
boundaries of the solid solution, and their size does not exceed 5 

m (Rozumek et al., 2015).  

 

Fig. 2. Microstructure of the EN AW-2017A aluminium alloy, 
magnification 500x 

Tab. 2. Chemical composition of the tested EN AW-2017A alloy (wt%) 

Cu - 4.15% Mn - 0.65% Zn - 0.50% Mg - 0.69% Fe - 0.70% 

Cr - 0.10% Si - 0.45% Ti - 0.20% Al - Balance  

Numerical computations were carried out under torsion and 
proportional bending with torsion. Proportional bending with tor-
sion was obtained through the ratio of torsional and bending 
moments, which amounted to 𝑀𝑇/ 𝑀𝐵=𝑡𝑎𝑛𝛼=1.The computa-
tions were performed at constant moment amplitude 𝑀𝑇 = 𝑀𝐵𝑇= 

15.84 Nm. The tests were performed at load frequency 28.4 Hz 
and stress ratio 𝑅 = -1. 

3. NUMERICAL COMPUTATIONS OF STATE OF STRESS 
AND CRACK TIP OPENING DISPLACEMENT  

3.1. Description of the softwarefor numerical computations 
(FRANC3D)  

The state of stress and crack tip opening displacement (strain) 
in the examined specimens was analysed with boundary element 
method with the FRANC3D software (www.cfg.cornell.edu/softwa-
re/software.htm). Geometric model of the specimen was per-
formed using the OSM software application. The work in the OSM 
application began with modeling specimens by introducing coordi-
nates of points forming a flat figure with a notch. The next step 
was to transform the flat outline of the specimen into 3D object. 
Then, the work in the FRANC3D software was started with intro-
duction of operating range (linear-elastic, elastic-plastic) and 
material data. After entering the above data, the required speci-
mens surfaces needed to be confirmed. For the presented exam-
ple of numerical computations, the specimens is fixed by one end 
(taking away the numbers of degrees of freedom of nodes) (Fig. 
3). The next step is to determine the method and load value of the 
specimens. The specimens was subjected under torsion (Fig. 3a) 
and bending with torsion (Fig. 3b) in accordance with the direc-
tions of the 𝑥, 𝑦 and 𝑧 axes. 

a) 

 
b) 

 

Fig. 3. The geometry of the specimen model with selected method  
of support and load for: a) torsion, b) bending with torsion 

Bearing defined restrain and load, the boundary element 
mesh formation can be started. The size and shape of boundary 
elements depends on the division of section closing a given area 
(Faszynka and Rozumek, 2014). Fig. 4 shows networks of bound-
ary elements for spatial model, consisting of 1209 triangular ele-
ments. 
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Fig. 4. Division into boundary elements of a specimen model  

around the bottom of the notch 

First numerical computations of the state of stress without 
crack were performed on such a model of specimen. Furthermore, 
the next step of computations is the numerical analysis of stress 
and CTOD being performed around the crack tip opening dis-
placement. In the calculation model, torsion crack were initiated 
in the form of the arc at the bottom of the notch with initial length 
of 0.1 mm on a side surface, and 0.1 mm on the upper surface. 
At the time of bending with torsion, the crack was initiated in the 
form of the arc of 0.1 mm length on the side surface, and of 0.3 
mm on the upper surface. Introduced points were connected with 
curve in such a way that they anabled forming an edge of the 
crack. At the  first steps of the crack growth, the FRANC3D soft-
ware will form a surface of quarter-elliptic edge crack in the bot-
tom of the notch, as shown in Fig. 5. Then, the crack goes across 
the specimen (various length of the crack at front and edge of the 
specimen), as shown in Fig. 6.  

a) 

 

b) 

 

Fig. 5. Plane of quarter-elliptic crack at the edge of the notch: 
a) torsion, b) bending with torsion 

a) 

 

b) 

 

Fig. 6. Plane of through crack with division into boundary elements under: 
a) torsion, b) bending with torsion 

The obtained plane of cracks should be divided into boundary 
elements. The method of division and the way in which the 

boundary element mesh is made at the place of crack initiation 
are the same as at the time, when the mesh was generated for 
the whole model. The next step is to perform numerical computa-
tions. For further recalculations on the crack growth, numerical 
values of crack growth and the total length of the crack were 
introduced. After the crack growth is being accepted, the program 
automatically enlarges the crack by a predetermined value (the 
program itself will set the path of crack growth according to the 
given load). In order to perform numerical analysis of crack 
growth, new planes should be further divided into smaller surface 
and a mesh of boundary elements should be developed. The 
process of distribution of new plane into smaller surfaces should 
be repeated as long as the desired length of the crack will be 
obtained or as the complete destruction of the test specimen will 
be reached (Faszynka and Rozumek, 2014). 

3.2. The results of numerical computations 

The results of numerical computations were presented in the 
form of maps of stress and crack tip opening displacement 
(CTOD) for spatial model of the specimen. Fig. 7 shows a speci-
men model without crack.  

a) 

 

b) 

 

Fig. 7. Distribution of stresses in the specimen model (according to  
Huber-Mises) under: a) torsion, b) bending with torsion 
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Figs. 8÷11 present a model of the specimen with quarter-
elliptic edge crack. While in Figs. 12÷15 a model of the specimen 
with a through the thickness crack. Computations were made 
for a specimen model under torsion (Fig. 3a) and proportional 
bending with torsion (Fig. 3b). The exemplary results of the nu-
merical computations for the specimen model without crack are 
shown in Fig. 7a (torsion) and in Fig. 7b (bending with torsion) 
as stress maps. Numerical computations on the crack growth 
were performed by employing the incremental method for crack 
lengths, corresponding to the cracks obtained during experimental 
tests (Faszynka et al., 2015). A non-uniform fatigue cracks growth 
on both lateral surfaces of specimens (active side and passive 
side) was observed during experimental tests under torsion and 
bending with torsion. The development of fatigue cracks in the 
specimens was performed in two stages: at first, the quarter-
elliptic edge cracks were observed and then they were transform-
ing into the through the thickness crack. Fig. 8 shows the stress 
distribution in the model of the specimen (according to Huber-

Mises Hypothesis) for load 𝑀𝑇 = 15.84 Nm (𝑅= -1) under torsion, 
with a quarter-elliptic edge crack and the length of 𝑎 = 2.00 mm 
(lateral side of the specimen) and 𝑐 = 2.20 mm depth (at the notch 
root).  

a) 

 

b) 

 

Fig. 8. Distribution of stresses in the specimen model (according to 
Huber-Mises) for quarter-elliptic edge crack length of 𝑎 = 2.00 mm 
and depth of 𝑐 = 2.20 mm under torsion: a) active side,  
b) passive side 

 

 

Fig. 9. Crack tip opening displacement maps for a quarter-elliptic edge 
crack length of 𝑎 = 2.00 mm and depth of 𝑐= 2.20 mm (active side) 
under torsion 

a) 

 

b) 

 

Fig. 10. Distribution of stresses in the specimen model (according to  
Huber-Mises) for quarter-elliptic edge crack length  
of 𝑎 = 2.50 mm and depth of 𝑐 = 2.80 mm under bending  
with torsion: a) active side, b) passive side 
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Fig. 9 presents the crack tip opening displacement (CTOD) 

at load MT = 15.84 Nm (R = -1) under torsion, with a quarter-
elliptic edge crack with the length of a = 2.00 mm (lateral side 
of the specimen) and c = 2.20 mm depth (at the notch root). 

Fig. 10 indicates distribution of stresses in the specimen 

model (according to Huber-Mises) for the load 𝑀𝐵𝑇 = 15.84 Nm 
(𝑅 = -1) under bending with torsion, with a quarter-elliptic edge 
crack length of 𝑎 = 2.50 mm and depth of 𝑐 = 2.80 mm. Fig. 8 and 
10 ensure that the highest value of stress are at the notch root 
than on the lateral side of the specimen (h peak values, Fig. 3). 
By comparing the Figs. 8 and 10 it can be noted that greater 
stress values in crack tip opening occur for bending with torsion 
than for torsion. Fig. 11 presents CTOD maps for the load 𝑀𝐵𝑇 = 

15.84 Nm (𝑅 = -1) under bending with torsion, for a quarter-
elliptic edge crack length of 𝑎 = 2.50 mm and depth of 𝑐 = 2.80 
mm. During comparison of Figs. 9 and 11, the greater CTOD 
values for bending with torsion rather than for torsion were 
observed. 

a) 

 

b) 

 

Fig. 11. Crack tip opening displacement maps for a quarter-elliptic edge  
crack length of 𝑎 = 2.50 mm and depth of 𝑐=2.80 mm under 
bending with torsion: a) active side, b) passive side 

Figs. 12÷15 represent exemplary results of numerical 
computations for the specimen model with the through the 
thickness crack. Measurement of the crack length was carried out 
on both sides of specimens. On the active side (Fig. 12a) the 

cracks were a greater than on the passive side (Fig. 12b). Larger 
crack length on the active side causes reduction of cross-section 
of the specimen without crack, which leads to stress increase. 
For calculations purposes, the greater lengths of cracks are 
assumed simple because they obtain the greatest stress values 
and have major impact on the specimen failure. On the active 
side, the crack lengths were marked with the letter "a", and on the 
passive side with the letter "a∗". Fig. 12 indicate distribution 
of stresses in the specimen model (according to Huber-Mises) 

for the load 𝑀𝑇 = 15.84 Nm (𝑅 = -1) under torsion, with the 
through the thickness crack length of a = 8.00 mm (active side 
of the specimen) and the length of 𝑎∗ = 2.50 mm (passive side 
of the specimen). 

a) 

 

b) 

 

Fig. 12. Distribution of stresses in the specimen model (according to  
Huber-Mises) for through crack length of 𝑎 = 8.00 mm  
and the length of a∗ = 2.50 mm under torsion: a) active side,  
b) passive side 

Fig. 13 presents crack tip opening displacement maps for the 

load 𝑀𝑇 = 15.84 Nm (𝑅 = -1) under torsion, with through 
the thickness crack length of 𝑎 = 8.00 mm and the length of 𝑎∗= 
2.50 mm. 

Fig. 14 shows distribution of stresses in the specimen model 

(according to Huber-Mises) for the load MBT = 15.84 Nm (𝑅 = -1) 
under bending with torsion, with through the thickness crack 
length of 𝑎 = 6.10 mm and the length of 𝑎∗= 2.60 mm. Comparing 
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Figs. 12 and 14, the various lengths of cracks at both sides of the 
specimen can be distinguished under torsion and under bending 
with torsion. Despite the MB to 𝑀𝑇 ratio being applied during the 
research tests, differences in length of crack growth on the active 
and passive side of the specimen could be always observed. 
By comparing Figs. 12 and 14 could be easily seen that greater 
stress in crack tip opening displacement are observed for torsion 
rather than for bending with torsion. Comparison of Figs. 8 and 12 
with Figs. 10 and 14 shows that longer cracks indicate higher 
stress values. 

Fig. 15 presents crack tip opening displacement maps for the 

load 𝑀𝐵𝑇 = 15.84 Nm (R = -1) under bending with torsion, for 
through the thickness  crack length of 𝑎 = 6.10 mm and the length 
of 𝑎∗=2.60 mm. Crack tip opening displacement for the quarter-
elliptic edge cracks and the through the thickness cracks 
is greater under bending with torsion than under torsion. 

a) 

 

b) 

 

Fig. 13. Crack tip opening displacement maps for through the thickness  
crack length of 𝑎 = 8.00 mm and the length of 𝑎∗= 2.50 mm  
under torsion: a) active side, b) passive side 

a) 

 

b) 

 

Fig. 14. Distribution of stresses in the specimen model (according to  
Huber-Mises) for through the thickness crack length of 𝑎 = 6.10 
mm and the length of a∗ = 2.60 mm under bending with torsion:  
a) active side, b) passive side 

During numerical computations, the observed track of crack 
growth (the quarter-elliptic edge and the through the thickness 
crack) under torsion and under bending with torsion was at the 
same direction as during experimental tests (Zappalorto et al., 
2011; Brighenti et al., 2012). To illustrate it, the nominal stress 
values obtained by using the BEM method (numerical calcula-
tions) were compared to these values received from analytical 
calculations (Susmel and Taylor, 2007). The stress values for the 
active length quarter-elliptic edge cracks 𝑎 = 2.00 mm (for torsion) 
and 𝑎 = 2.50 mm (for bending with torsion) were 𝑛= 175.7 MPa 
(for torsion) when using BEM method, and 𝑛 = 162.1 MPa when 
applying the analytical method. The stress values for bending with 
torsion were 𝑛= 242.7 MPa when using BEM method, and 𝑛= 
266.6 MPa when applying the analytical method. By comparing 
both methods of computation for the presented example, it was 
marked that the relative error does not exceed 10%. Superiority 
of the BEM method over the analytical method is derived from the 
ability to obtain stress distribution near the crack tip opening 
displacement.  
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a) 

 

b) 

 

Fig. 15. Crack tip opening displacement maps for through crack length of 
𝑎 = 6.10 mm and the length of 𝑎∗= 2.60 mm under bending with 
torsion: a) active side, b) passive side 

4. CONCLUSIONS 

Numerical computations for cracks growth allow for the follow-
ing conclusions:  
1. Atquarter-elliptic edge cracks, the values of stresses are 

higher of approx. 9.5% for bending with torsion than for tor-
sion. 

2. At thethrough the thickness cracks, the values of stresses are 
higher of approx. 23.6% for torsion than for bending with tor-
sion. 

3. The FRANC3D software is one of the few programs that can 
be employed for numerical computations of cracks growth. 
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Abstract: Welded joints are areas of increased stresses in construction. The reason for this phenomenon is associated with the nonhomo-
geneous mechanical, structural and geometrical properties of the weld. In the article the correlations between locally raised stresses due to 
real geometry and fatigue lives of non-load carrying cruciform joints made from S355J2+N steel are analysed. Stresses were computed us-
ing Finite Element Method (FEM) based on real three-dimensional weld geometry obtained by 3D scanning. The specimens were experi-
mentally tested under cyclic push-pull loading with a zero mean value of applied force. The correlation was analysed using Pearson’s cor-
relation coefficient and statistical hypotheses. It was shown that statistically significant correlation exists between maximum values of nor-
mal stresses and fatigue lives. 

Keywords: 3D Topography of Weld Joint, Non-Load Carrying Cruciform Joints, FEM Analysis, Correlation Analysis 

1. INTRODUCTION 

Welding is a very popular method of joining steel elements. 
There are many possibilities to automate this process through the 
use of specialized equipment. It is not complicated in the case 
of long, straight welds but for small parts, where access could be 
problematic, automation could be expensive or sometimes impos-
sible. Therefore, manual welding still remains an important ele-
ment of technological processes. The shape of the manually 
welded seam is characterized, e.g. by varying the values of the 
angle of the face and the radius at the weld toe and also by exist-
ence of ripples. The welding operation causes residual stresses, 
changes in the structure of the material, forming a structural notch 
and also a geometry notch studied in (Nykänen et al., 2007; Bar-
soum et al., 2011; Blacha et al., 2011, 2013). The influence 
of these defects can be reduced by heat treatment (the heteroge-
neity of structure and residual stresses) and by machining (geo-
metric notch) (Kirkhope et al., 1999; Ting et al. 2009). However, 
this type of treatment carries a considerable financial outlay. 
Popularity of welding makes attempts to find methods to better 
understanding the changes occurring in the material and the effect 
on the fatigue strength. 

Analysis of a shape of the weld was taken into account by 
many researchers. In the works of (Williams et al., 1970) analysis 
of the influence of a welding geometry on the fatigue behavior 
of transverse butt welded joints in ASTM A36 steel and A441 
(high-strength low-alloy structural manganese vanadium steel) 
was conducted. The analysis has shown that the height of the 

crown of the weld better correlates with fatigue lives than radius at 
the toe of the weld. Along with the development of measuring 
method and equipment availability, geometry mapping was getting 
closer to real weld geometry. Measuring of a silicon mold of spec-
imen were used to analyze non-load-carrying fillet welded cruci-
form joints in mild carbon SM490 steel (Lee et al., 2009). The 
analysis showed that fatigue lives increases with increasing the 
weld flank angle and the weld toe radius. Alam et al., (2010) 
analyzed the influence of surface geometry and topography on the 
fatigue cracking behavior of laser hybrid welded eccentric fillet 
joints (stainless steel SS2333). They have shown that the toe 
radius does not always dominate fatigue performance and the 
ripples can become more crucial.  

3D scanning is the most accurate method to obtain weld seam 
geometry. This method gives a possibility to create real model 
of a weld joint. The method was used to calculate stress distribu-
tion by finite element method (FEM) in cross welded joints in high-
strength low-alloy ASTM A572 steel (Hou, 2007) and in overlap 
and T-joint in S355MC construction steel (Kaffenberger et al., 
2012). It was shown in (Hou, 2007) that not all crack started from 
the highest stress concentration points. Kaffenberger et al. (2012) 
successfully applied mean value of toe radius determined 
as 0.2 mm to correlate fatigue lives with calculated stress ampli-
tudes.  

This present paper aims to analyze correlation between ex-
perimentally observed fatigue lives and different types of stresses 
being the result of imperfect weld joint geometry. The analyzed 
stresses are: nominal stress amplitudes, maximum local values 
of normal stress amplitudes, maximum local values of superposed 
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normal stress amplitudes and mean values, averaged normal 
stresses (highly stressed volume approach). The analysis was 
performed on a non-load carrying cruciform joints made from 
S355J2+N steel. The shape of a weld was received by 3D scan-
ning, as it was mentioned, this method allows to create a virtual 
model of a specimen and use it to calculate a stress distribution 
by FEM. 

2. PREPARATION OF THE SPECIMENS 

The welded plates were made from 6 mm thick metal 
(S355J2+N) sheets with the base plate dimensions 200x1000 mm 
and rib dimensions 30x1000. Plasma cutting was used to prepare 
elements. Parts were blasted after cutting. Edges of the plates 
were grinded in order to create correct joint. Welding was con-
ducted by MAG method, with 1.2 mm wire, in Ar (92%) and CO2 
(8%) gas shield, without using clamps. Deformation of plates 
(deviation from flatness of main plate) after cooling reached 
0.35 mm. The specimens were obtained from four welded plates 
(marked as numbers 1-4) with geometry presented in Fig. 1 by 
saw cutting. The specimens from one of plate (number 2) were 
subjected to the heat treatment (stress relief annealing). 

 
Fig. 1. Geometry of the welded plates 

2.1. 3D scanning 

The plates were scanned by using GOM ATOS device which 
applies refraction of white light bands on the element. Five scans 
for both sides of each plate were taken. The clouds of points were 
converted into a mesh of triangles and next into stereolithography 
(* .stl). This allowed to mapping of the sample with 0.02 mm (dis-
tance between the points). Fig. 2 shows a comparison between 
measured points and output model. 

 
Fig. 2. Mapping of accuracy 

3. EXPERIMENTAL TESTS 

After scanning, the specimens for fatigue tests were prepared 
by saw cutting and milling. Thirteen specimens with B=24 mm 
width were received from plate (Fig. 1). The specimens were 
marked as “no1.no2”, where no1 is a based plate (1-4), and no2 
is a specimen number (1-9). The specimens were experimentally 
tested under cyclic push-pull loading with controlled nominal 

stress amplitude 𝑎𝑛  (153.15.9 MPa). Tests were conducted 
until complete rapture of the specimens. Fatigue lives 𝑁𝑒𝑥𝑝 were 

summarized in Tab. 1. 

Tab. 1. Results of experimental cyclic push-pull loading 

Specimen 𝒂𝒏, MPa 𝑵𝒆𝒙𝒑, cycles 

1.1 154.7 191890 

1.2 159.1 219650 

1.4 153.5 230470 

1.5 156.5 177650 

2.3 154.7 104480 

2.5 149.5 165980 

2.6 151.6 76150 

2.7 151.2 112710 

2.8 152.8 109600 

2.9 150.4 103040 

4.1 156.9 174960 

4.5 158.9 97680 

4.8 141.2 114290 

The stress relief annealing did not change significantly the fa-
tigue lives of specimens. The reason could be seen in small width 
of specimens obtained by saw cutting or/and due to stress relaxa-
tion occurring under loading (Barsoum and Gustafsson, 2009). 
As result all data will be treated as one set. Fig. 3 presents an 
example of fatigue fracture surface. 

 
Fig. 3. Fatigue fracture 

4. FEM ANALYSIS 

The scanned models were converted into step file and import-
ed into Solid Edge program in order to divide and prepare 24mm 
width specimen models. Preliminary analysis was conducted to 
determine the appropriate mesh size. Finally, the maximum length 
of finite element equal to 0.05mm in the welding toe was chosen. 
Fig. 4 presented mesh density used in FEM model.  

Applied constrains and loads imitate fixing and testing in the 
fatigue machine with hydraulic grips under cyclic push-pul loading. 
Analysis were conducted in steps. At first (i) closing of thegrips 
were modeled. Straightening of a specimen associated with the 
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welding deformation was taking into account and stress tensor  

components were computed 𝜎𝑖𝑗
(𝑖)

(𝑥, 𝑦, 𝑧). In next step the mod-

els were subjected to tensile nominal stresses an reported in 

Tab. 1 and stress tensor components 𝜎𝑖𝑗
(𝑖𝑖)

(𝑥, 𝑦, 𝑧) were deter-

mined. Static analysis was performed using a linear-elastic model 
of the body (E = 205GPa,  = 0.3). In Fig. 5 example (specimen 
2.7) of maximum principal stress distribution is showed computed 
as superposition of steps (i) and (ii). The Fig. 5 clearly shows that 
stresses are highly concentrated in fusion line where all fatigue 
cracks were observed. 

 
Fig. 4. Mesh density in the specimen model 

 
Fig. 5. Maximum principal stress 1 (from superposition) distribution  
           in specimen 2.7 

Stresses resulting from straightening of the specimen due to 
jaw gripping do not vary in time. Hence, they can be treated as the 
mean value of stress courses. On the other hand, the stresses 
being the result only of the applied nominal stress amplitude an 
(Tab. 1) can be treated as stress amplitudes. Finally, the following 
maximum normal stresses over each geometry model of speci-
mens were calculated: (a) mean values of normal stress m – 
from step (i); (b) amplitudes of normal stresses a – from step (ii); 
(c) superposition of both steps (i)+(ii), i.e. maximum values max . 
It must be notice that values of max  do not have to be sum 
of m and a since the normal stresses computed in steps (i) and 
(ii) could be on different planes and in different points. 

Additionaly, the hypothesis of the highly stressed volume 
proposed by Sosino at all., (1999) was applied to calculate stress 
denoted as 𝑉90. According this hypothesis, the highly stressed 
volume is defined as the region where 90% of the maximum notch 
stress is exceeded (named as 𝑉90). In this case, value of a 𝑉90 
was calculated as a mean stress value from this region. The 
stresses taken into this calculaion comes from max  

(superposition). The basic material volume 𝑉0 was defined 
as a volume under the following condition max (𝑥, 𝑦, 𝑧) ≥ an. 
All determined and analysed stresses are presented in Tab. 2.  

Tab. 2. Values of the analysed stresses 

Specimen 𝐦, MPa 𝐚, MPa 
𝐦𝐚𝐱 , 
MPa 

𝑽𝟗𝟎, MPa 

1.1 147.0 562.9 591.1 265.8 

1.2 35.8 443.2 443.6 225.4 

1.4 115.2 408.1 466.1 240.5 

1.5 127.3 415.3 481.9 254.4 

2.3 194.5 519.6 704.8 269.9 

2.5 143.7 431.1 573.4 253.3 

2.6 141.2 448.3 589.6 245.6 

2.7 162.6 469.9 619.5 251.7 

2.8 150.4 445.4 582.9 253.6 

2.9 41.8 393.4 410.3 217.7 

4.1 86.7 463.0 549.6 242.7 

4.5 101.8 491.4 578.6 265.6 

4.8 147.1 409.2 515.0 254.9 

5. CORRELATION ANALYSIS 

Different stress types: an. a. max . 𝑉90 described in the 
previous paragraph were used in trials of correlation of the exper-
imental fatigue lives. ASTM procedure (E739-91. 1998) was used 
to calculate the coefficients of regression line using double loga-
rithmic scales: 𝑙𝑜𝑔(𝑁) − 𝑙𝑜𝑔(). Additionally. sample Pearson 
linear correlation coefficient r was determined for each applied 
stress types and fatigue lives: 

𝑟 =
∑ (𝑥𝑖−𝑥̅)(𝑦𝑖−𝑦̅)𝑛

𝑖=1

√∑ (𝑥𝑖−𝑥̅)2 ∑ (𝑦𝑖−𝑦̅)2𝑛
𝑖=1

𝑛
𝑖=1

.          (1) 

where 𝑦𝑖  =  𝑙𝑜𝑔(𝑁𝑖). 𝑥𝑖  =  𝑙𝑜𝑔(𝑖). 𝑦̅. 𝑥̅ – mean values. Also 
the null hypothesis 𝐻0 was determined as: there is no correlation 
between stresses and fatigue lives (𝑟=0) against alternative hy-
pothesis 𝐻1 that fatigue lives 𝑁 decrease with stress values 
increase (𝑟<0). 𝑃-values using a Student's t distribution 
for a transformation of the correlation were calculated (MATLAB 
R2011b). The 𝑝-values describe the probability of rejection the 
true hypothesis 𝐻0 and acceptance of hypothesis 𝐻1. The lower 
p-value then the correlation more statistically significantly differs 
from zero. Usually p-value lower than 0.05 causes rejection of the 
null hypothesis. For example Fig. 6 presents regression line with 
0.95 probability intervals for nominal stress amplitudes an and 
fatigue lives 𝑁. The computed correlation coefficient 𝑟 is small 
and the more important positive which would means that increas-
ing nominal stress amplitude the fatigue life also increases and 
this is against our understanding of fatigue mechanism. 
As a result the 𝑝-value is very high.  

In Figs. 7-9 correlation between fatigue lives and the following 
stresses 𝑎 . max . 𝑉90 are presented. respectively. Summa-
rised values of the correlation coefficient r. p-values and addition-

ally the coefficients of determination r2 are presented in Tab. 3. 
The coefficient of determination r2 in % informs us how many 
points could be explained by linear relation. For example. in the 
log(𝑎) − log(𝑁) relation 17.7 % of fatigue lives N is explained 

by linear relation with stress amplitude a. And. taking into ac-
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count the mean values m. i.e. influence of initial deformation of 
specimens improves the correlation and in the log(𝑚𝑎𝑥 ) −
log(N) relation. 23.7 % of fatigue lives N is explained by linear 

relation with maximum stresses max . 

 
Fig. 6. Correlation between nominal stress amplitudes an  
           and fatigue lives 𝑁 

 
Fig. 7. Correlation between stress amplitudes a and fatigue lives 𝑁 

 
Fig. 8. Correlation between stresses 𝑚𝑎𝑥 and fatigue lives 𝑁 

 

Fig. 9. Correlation between 𝑉90 stresses and fatigue lives 𝑁 

Tab. 3. Values of Pearson's correlation coefficient. 𝑝-values  
             and coefficient of determination 

Case (log scales) 𝒓 𝒑-value 𝒓𝟐. % 

𝑎𝑛 vs. 𝑁𝑒𝑥𝑝 0.323 0.859 10.4 

𝑎  vs. 𝑁𝑒𝑥𝑝 -0.421 0.076 17.7 

max  vs. 𝑁𝑒𝑥𝑝 -0.487 0.046 23.7 

𝑉90 vs. 𝑁𝑒𝑥𝑝 -0.181 0.277 3.3 

Taking into account simple non-local method. i.e. highly stress 
volume approach in which averaged stress over the volume of 
with 10% of the highest stresses is computed did not result in 
sufficient correlation.   

6. SUMMARY 

 There is no correlation between nominal stress amplitudes 

(153.15.9 MPa) and fatigue lives.  

 Application of maximum normal stress amplitudes values a 
over the whole specimen volume V improves the correlation 
with fatigue lives N. 

 The best and statistically significant correlation was obtained 
between maximum values of normal stresses max  and 
fatigue lives N. The hypothesis of non-correlation in this case 
is rejected at significance level =0.05. 

 The correlation of fatigue lives and averaged values of normal 
stresses over the 10% of the highest stresses is very weak 
r=-0.181. 

 Finally. it can be stated that local maximum values of stresses 
influence the fatigue life of non-load carrying cruciform steel 
weld joints by around 23.7%. However. for more reliable 
analysis the number of specimens must be increased. 
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Abstract: In this paper research methods for detection of laminate panels damage were presented. The most common damage is: matrix 
cracking laminate interlayer damage to joints, connecting cracks, delamination and fiber breakage. The tested laminates will be used 
as assemblies and sub-assemblies of freight wagon. Other methods of modeling of machines by means of transducers are shown in 
Płaczek (2012, 2015) and Białas (2010). As part of the project authors were collaborated with specialists from other research centers and 
scientific research (Bocian and Kulisiewicz, 2013). As a part of future work the places where we will be able to replace the standard mate-
rials by parts made of laminate will be shown. Layered composites despite many advantages have also disadvantages. From last men-
tioned it is a relatively low resistance to transverse impact. When the laminate is used as a decorative element, its small damage is not 
a problem. The problems start when the composite satisfies more responsible tasks such as: is a part of the technical means for example 
of a railway wagon. Aspect of continuous monitoring of the technical state of the laminate is very important. Current technology provides 
numerous opportunities for non-destructive methods of technical inspections. In this paper method for testing of large areas, completely 
non-contact, based on the methods of thermography, was presented. It consists heating by using the composite tubes and examining 
it through a thermal imaging camera. Length of heating, and consequently the temperature to which the laminate is heated mostly were 
chosen experimentally. During the measurements, the camera measures the intensity of radiation, not temperature. Received thermogram 
is not always a precise representation of the actual temperature, because the camera does not reach only the radiation from tested object, 
but also reaches the radiation coming from the environment and reflected objects etc. As part of the research authors also we undertook 
other work related to Mechanical Engineering (Wróbel et al., 2008, 2010, 2012, 2013, 2015; Płaczek et al., 2014). Cooperation with other 
national and European centers has contributed to many publications of authors for example Tuma et al. (2013, 2014) and Jamroziak 
and Kosobudzki (2014). 

Key words: Thermovision, Components, Testing, Panels, Imaging Method 

1. PRODUCTION OF THE TEST PANELS 

There are several basic groups of laminates: 

 one-sided: only one side has a certain esthetic values, and the 
second is not visible, such as for example a sink, 

 double-sided: both sides must meet certain esthetic require-
ments, such as for example boat, 

 standard: used for gluing different types of elements, 

 postforming: used in the manufacture of kitchen worktops, 
or parts of furniture, 

 floor: floor panels manufacture (Buchacz et al., 2013) 
The method of production is selected depending on the type 

of laminate and technology, which possess a manufacturing plant. 
Hand lamination is the most popular method for the production 
of laminates among amateur applications. It is used a form, which 
shape is the negative of the expected shape. This form is pre-
pared by polishing, afterwards the separatory layer is applied. 
For this purpose, several substances are used, the most popular 
is a polyvinyl alcohol (PVA), and various types of paste based 
on natural waxes. The application of PVA is easier and less time 
consuming, but during laminating the alcohol layer forms a very 
thin film, which can influence the surface structure. In case when 

the final element is to be perfectly smooth, it is necessary to apply 
the wax. This operation is time consuming because of the need to 
impose several layers (6-7), and requirement that, after each 
of layer the polishing is needed. However, in case of the reuse of 
the form, it is sufficient only wax “refresh”, by applying one or two 
layers. The next step is to apply the gel coat with the addition 
of a hardener. It is a colored resin, which imparts an aesthetic 
appearance and protects the laminate center from water and 
sunlight. This process can be done manually by brushing, or by 
spraying. Partial gelation of the gel coat is followed by the resin 
layered application, alternating with fiber glass (alternatively fiber 
carbon) in a form of mat or fabric. The whole should be rolled with 
a special knurled roller in order to remove air bubbles. If this 
activity is neglected, there is a high risk of delamination. After 
application of a certain number of layers, hardening process 
occurs. After a total transition into the solid state, inner layer is 
covered by so-called topcoat, which performs functions similar to 
the gel coat layer, but is no longer not so even and smooth. The 
final step is to split the element from the form. The method is 
dependent on the imagination of the operator, usually this is done 
with a wooden wedge and hammer. 
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2. THERMAL IMAGING METHOD 

The thermal imaging method is used to examine large areas, 
completely non-contact, based on thermography methods. 
It involves heating by using the lamp of certain composite and 
examining it using a thermal imaging camera. Time of heating, 
and consequently the temperature to which the laminate is heated 
mostly were chosen experimentally. It depends inter alia on the 
thickness of laminate, reinforcement and matrix. 

Thermal imaging is based on infrared radiation. The range can 
be divided into smaller bands contractually defined: 

 near-infrared (0,75-3 μm), 

 average infrared (3-6 μm), 

 far infrared (6-15 μm), 

 very far infrared (15-100 μm). 
Thermographic studies generally use the far infrared range. 

During the measurements, the camera measures the radiation 
intensity, not temperature. By this, thermogram is not always an 
accurate representation of the actual temperature. These inaccu-
racies arise from the fact that the camera does not reach only the 
radiation from the test object, but also reaches the radiation com-
ing from the environment and those reflected by the other surfac-
es, etc. On the quality of the measurement has also influence 
temperature, in which the tests are conducted. The higher, the 
more reliable the thermogram is. In case of advanced cameras 
are possible measurements up to -20°C, but while being owner 
of cheaper thermal imaging camera the limit temperature is about 
-5°C. In order to minimize the impact of other objects and the 
environment during the test, a number of camera settings should 
be introduced, i.e.: object emissivity, humidity, ambient tempera-
ture, the distance from an object to the camera. After introducing 
those information, a number of camera settings must be also 
changed: 

 temperature range (the smaller range the more accurate 
differences will be seen), 

 setting of the optical focal length, 

 compensation of the image, 

 level (expected temperature). 
When there is no possibility of testing from both sides, there is 

a possibility to set the camera and flash from one side. In this 
case the way of interpretation of the results should be changed, 
because part of the damages in the first set is seen as stains of 
lower temperature, and with the other set of the camera, the same 
place will be seen as a stain of the higher temperature. Significant 
impact on the results of the research has a way of heating.  
For this purpose is applied the heating: 

 pulse - surface is uniformly heated by thermal pulse , 

 modulating - intensity of the heat pulse varies sinusoidally, 

 pulse-phase – connection of pulse and modulation methods. 
The tested element must not only be heated by lamps or radi-

ators. For this purpose also vibrating methods are used. The 
tested laminate is subjected to vibrations, which through friction 
change the temperature (Szczepanik at al. 2008). 

3. THERMAL IMAGING TEST OF LAMINATED PANEL 

The aim of the study was to carry out non-destructive thermal 
imaging testing of laminate and determination of influences of the 
laminate properties for their analysis. The results are affected by 

many factors, such as frame emissivity (color and type of surface), 
which carries a panel, the environment, the type of lighting and 
form the same panel shape, method of molding). 

The present work includes several variants of the study and at 
the final stage, it was concluded that the factors have the most 
significant impact on the effect of thermal imaging diagnosis. 
Research has characteristics of the typical comparative method, 
because the goal is not to designate a specific temperature, but to 
determine the difference in temperature between the places 
where damage exists, and the places where does not. Preparation 
of test-bench and testing was carried out in a two-person team. 
Three plates with dimensions of 400x500mm with polyester matrix 
were performed: 

Panel no 1: 

a) Type of fiber: fiberglass mat 300g/m2, 
b) number of layers: 3 
c) the top layer: black polyester gelcoat, polished, 
d) panel thickness: 1,8 mm, 
e) the type of damage: 

 delamination resulting from the production process (bad 
rolling) 

 delamination created by the stroke, 

 cracks, 

 bad separation of form from the element (damage of the 
divider layer), 

 uneven distribution of gel coat, 

 too strong gelcoat rolling. 

Panel no. 2: 

a) Type of fiber: glass roving fabric 150g/m2, 
b) number of layers: 3 
c) the top layer: black polyester gelcoat, matt, 
d) panel thickness: 1,7 mm , 
e) the type of damage: 

 delamination created after the stroke, 

 cracks, 

 uneven distribution of the gel coat. 

Panel no 3: 

a) Type of fiber: fiberglass mat 300g/m2, 
b) number of layers: 4, 
c) the top layer: No gelcoat, 
d) board thickness: 1,6mm, 
e) the type of damage: 

 stratification resulting from the production process (bad 
rolling) 

 delamination created after the stroke, 

 cracks, 

 local saturation and the unsaturation of the resin. 

While preparing panels intentional errors were done. They 
should copy damages, that most frequently occur in laminates. 

On the first panel, a number of defects associated with the 
uneven distribution of gel coat, scratches and small pores on the 
gel coat layer, formed due to poor separation of the form, are 
shown. Photo of the panel no. 1 from the back of the panel shows 
a diagonal shallow crack, some delamination and local unsatura-
tion with resin. On the front side of the panel no 2 is not visible 
any defect with the naked eye, but on the back side can be seen 
one small delamination, from which propagate cracks. In addition, 
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the connections of fabric are visible and piece of the loose fiber, 
which was laminated as an imitation of another layer. The first 
panel has a shiny structure, while the second was matted by 
sandpaper with grit of P400. Panel no. 3 does not contain a gel 
coat layer, which imparts gloss, but the resin itself confers a semi-
gloss structure. As a device for pulse heating halogen bulb of 
500W was used. It was placed in a special housing. Lamp during 
the measurements was either in a stand, or was held in a hand, in 
order to obtain different heating method. During the study a ther-
mal imaging camera of FLIR brand, model I7 was used. 

4. RESEARCH METHODOLOGY 

The research was conducted using thermal imaging camera 
type "FLIR I7", the parameters of this camera are contained in 
Tab. 1. 

Tab. 1. Camera "FLIR I7" parameters 

Parameter Value 

 

Resolution 140 x 140 pixels 

Sensitivity < 0.1°C 

Precision +/- 2% lub 2°C 

Temperature 
range 

od -20°C do 
250°C 

Field of view 29° x 29° 

The tested samples were inserted to the black chamber made 
of an open cell polyurethane foam, length of 1 meter and a width 
of 0.5 meter, presented in Fig.1. 

 
Fig. 1. The laboratory stand with tested sample placed  
            in the black chamber 

A few steps were carried out in order to eliminate measure-
ment errors: 

 a stable temperature of 21 degrees Celsius was set in the 
room during the measurements, 

 the samples were measured in a darkened chamber (where 
there was no access to sunlight), 

 surfaces of the samples were dry and tested samples were 
placed in the chamber 24 hours before testing, 

 the emissivity value was exactly set. 
Emissivity was calculated by using the camera. Samples were 

coated with a black paint with a known emissivity of 0.95. After 
that the surface temperature (in painted place) using a thermal 
imaging camera with known emissivity was measured. Indicated 
temperature was the reference temperature. Then the emissivity 
of the camera had been setting up until the temperature meas-
urement using the thermal imager had the same effect for the 
area covered and uncovered paint as paint was adjusted. So the 
emissivity corresponded to the emissivity of the surface plate. 
Experiments were repeated 4 times for each sample and the 
results were reproducible. Because of the large number of camera 
images in only a few thermograms are presented in the article. 

5. TEST RESULTS 

In case of studies with the division of laminate for parts 
(Fig. 2a,b.), it may be noticed more damages. Basic damage that 
thermography method detects is a delamination. They are visible 
in the case of heating from both, the front and back side, but the 
manner of their representation is different. If you set the lamp on 
the same side as the camera, delamination is seen as spots 
of higher temperature than the area around the damage. When 
the back of the laminate is heated, the thermograms show that 
delamination of a surface part of lower temperature. The thermo-
gram (Fig.2) shows them as places with higher temperatures, but 
in addition it is surrounded by surface with lower temperature. The 
photos do not show the large transverse crack. It is too shallow. 

a) 

 

 

b) 
 

 
Fig. 2. The thermograms obtained while panel’s testing 1: a) III quarter     
            heated from the front, b) IV quarter heated from the front 
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a) 
 

 

b) 
 

 
Fig. 3. The thermograms obtained through the test of panel no 2:  
          a) III quarter heated from back, b) IV quarter heated from back side 

The thermograms shown in Fig. 3. describing a case of stud-
ies of the panel no. 2, similarly as in the case of the laminate no 1, 
the defects cannot be located by using photos of the entire pan-
els. Defects are visible only in the case of the panel heating, 
divided into four parts. On the thermograms vertical stripes 
of lower temperature are visible. These are the effects of applying 
a gel coat with a brush. On the side edges of the paintbrush, band 
of the higher thickness of the gel coat were formed, which after-
ward were heated less. Furthermore, the thermogram presented 
on Fig. 3 b) shows a small delamination, but the cracks are al-
ready noticeable around it. In addition to these defects, the infra-
red method gives the feasibility of a change in a number of layers. 
An example of this is the thermogram of Fig. 3b) where it is clearly 
visible thin band running across the panel. This is part of the fiber 
that had to imitate change in the number of layers. Panel no. 2 
was of much better quality than panel no 1 and for this reason, 
there is much less damage visible through the thermal camera. 

On the thermograms obtained from testing of panel no 3, con-
trary to appearances, and previous studies, most can be identified 
on the basis of photos of sub-paragraph 3. b). It can be observed 
on it the band of lower temperature running on the bottom. This 
is an area where the amount of resin was correct. However above 
this place, it was too much of resign. Furthermore, the laminate 
no 3 contained defects in the form of the local, too small satura-
tion of resin and it is also shown on termographs depicting the 
entire panels. Apart from these defects, images obtained in the 
case of heating from the back side, show some minor delamina-
tion. Panel damage of this panel was much more, but low emis-
sion of plate made it impossible to obtain accurate results. 

The thermograms obtained while heating the front side differ from 
those heated from the back. This is due to the difference in emis-
sivity of the surface, because the front was shiner (smooth) than 
the back. The measurement results are reproducible. During the 
heating and cooling plates, temperature measurement error in all 
the samples of the same batch does not exceed 8%. 

a) 

 

 

b) 
 

 
Fig. 4. The thermograms obtained with the test panel no 3: a) III quarter  
            heated from back, b) IV quarter heated from back side 

6. SUMMARY 

Research of laminated panels by using thermal imaging 
method proved to be effective, because it was possible to deter-
mine the most places of damage. However, this method has many 
disadvantages, one of them is a method of heating. If you use an 
ordinary halogen lamp, the results can be affected, because the 
heat flux spreads evenly on the panel. In this situation the smart-
est solution would be to use an infrared lamp. These devices are 
designed specifically for uniform heating. Such devices often can 
be found in the painting workshops, where freshly painted parts 
placed on a special frame, are exposed on the action of several 
radiators. This speeds up the drying process, which enables faster 
processing. Optionally, for the heating purpose can be used larger 
number of lamps. Wise solution, in the case of the test panels with 
dimensions close to the analyzed samples, would be to use four 
lamps. In addition to equipment changes in heating appliances are 
used and changes of the heating method. For this purpose in-
stead of pulse heating, modulation methods, which rely on oscilla-
tory change of element heat can be used. It would not completely 
remove of uneven heating, but it would reduce its size. Heating 
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could be also made through the excitation of the laminate vibra-
tion, but it carries behind the need of purchasing of expensive 
equipment. Another disadvantage of thermal imaging studies 
is the fact, that at the time of the study, the element must be 
excluded from use. Apart from this, it is important its purity, be-
cause each dirt in a form of dust, grease, etc. may cause misrep-
resentation of results. 

On the result of thermal testing the most significant impact 
had not only panel’s properties itself, but the manner of trials 
execution and the equipment used to them. Heating of a large 
surface area worked only in the case of panel no 3, where it was 
possible to notice differences in saturation of the resin. Heating 
from the distance resulted in a uniformly warming up of the panel, 
but the process required a longer duration of lamp action. With 
this method of heating, the entire panel, including the center heat 
up evenly and it was not possible to locate the places of damage.  

In the case of study of elements used in the industry, it would 
be wiser to use the vibration methods, where the damage is de-
tected based on the analysis of changes in vibrations that occur 
when the device is in working order and when damaged. It would 
be necessary to laminate the piezoelectric elements to measure 
and control the subsequent oscillations both, passively (without 
additional excitation) and actively (with additional forcing). 
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Abstract: A new thermographic method that enables simultaneous accelerated determination of the fatigue limit and the S-N curve was 
presented in this paper. The fatigue limit determination method was based on a constant rate of temperature rise occurring in second 
phase of the specimen fatigue life. The S-N curve determination method was based on energetic parameter with assumption of its de-
pendency on the stress amplitude. The tests made on X5CrNi18-10 steel under reversed bending revealed that the fatigue limit value ob-
tained from accelerated thermographic tests as compared to the value obtained from full test differs by 5.0 %. The S-N curve obtained by 
accelerated thermographic method fits inside 95 % confidence interval for the S-N curve obtained from full test. 

Key words: Fatigue Limit, S-N Curve, IR Thermography 

1. INTRODUCTION 

Thanks to modern, fast and high sensitivity thermographic 
cameras it is possible to record surface temperature distribution 
of the tested object (specimen) and thus obtain among other 
things a new information about physical phenomena connected 
with loading and the change of strain state in structural members. 
This research focuses on phenomena related to temperature 
changes induced by monotone tension and compression load (i.e. 
Litwinko and Oliferuk, 2009; Lipski, 2014a; Lipski and Boroński, 
2012) and fatigue load under both uniaxial and multi-axial loading 
(i.e. Doudard et al., 2007; Poncelet et al., 2010; Lipski and 
Skibicki, 2012; Skibicki et al., 2013). Based on these and other 
works it is possible to introduce new strength testing methods, 
including those related to the fatigue of materials and structures. 

The S-N curve and the fatigue limit are basic parameters de-
fining fatigue strength properties of the material under cyclic load, 
particularly in case of so called stress approach. The fatigue tests 
are long-lasting and expensive. For example the minimum number 
of specimens required to obtain the S-N curve depends on the 
type of test program conducted and ranges from 12 to 24 for data 
on design allowables or reliability data (ASTM E 739-91 (Reap-
proved, 2004)). The fatigue limit can be determined using the Up-
and-Down method (also known as Staircase method) widely used 
all over the world. That method involves consecutive testing of 
several dozen specimens at 2-10 million cycles, which significant-
ly influences duration of tests. A test of an individual specimen 
can last even several days, thus making it expensive as well. 
Hence researchers struggle to develop new or to improve existing 
methods for accelerated determining of fatigue limit. Thanks to 
those methods it is possible to significantly cut cost of fatigue tests 
by reduction of the quantity of specimens and shortening test 
duration. 

One of proven and recognized methods of fatigue limit testing 
is the Locati method. Using that method it is theoretically possible 
to estimate fatigue limit based on a single specimen, which 
is gradually loaded until its failure. Analytical (computational) part 
of that method is based on the Palmgren-Miner’s linear cumulative 
damage rule. Hoverer, the slope of the S-N curve must be known. 
The new method of fatigue limit calculation by Locati method 
where the slope of the S-N curve is determined on the same 
specimen by thermographic method was presented by Lipski 
(2014b). 

Effects of temperature changes induced by fatigue loading 
can be used for development of accelerated methods for deter-
mining fatigue limit and fatigue curves. The researcher who first 
used thermography to explore the a surface temperature distribu-
tion of a specimen and thereby determine the fatigue limit in year 
1986 was Risitano (La Rosa and Risitano, 2000). This method 
was used or modified, among others, in the works of Luong (1995, 
1998), Cura et al. (2005) and Galietti et al. (2014). According to 
a similar concept, the fatigue limit is determined using the Lock-In 
method (Li et al, 2012, Kordatos, 2013). In these studies the 
fatigue limit is determined as a rule for axial load based on the 
assumption that there is temperature stabilization period in phase 
2 of the fatigue life (Fig. 1 – line A). Luong also used Risitano 
methodology to determine the fatigue limit of XC55 steel under 
four-point rotating bending with 100 Hz of loading frequency. 

The thermography can be also used to rapid determination 
of the fatigue curve. Fargione et al. (2002) proposed that the 
integration of the area under the temperature rise over the entire 
number of cycles of a specimen (area under line A – Fig. 1, espe-
cially under line A in phase 2) remains constant and is independ-
ent of the stress amplitude, thus representing a characteristic 
of the material. Amiri and Khonsari (2010a, 2010b) used the rate 
of temperature rise in phase 1 for prediction of fatigue failure. 
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However not all materials show temperature stabilization peri-
od during fatigue life in phase 2. This fact significantly limited 
the use of previously developed thermographic methods of rapid 
determination of the fatigue limit. 

A new thermographic method for simultaneous determination 
of the fatigue limit and the S-N curve was presented in this paper. 
The fatigue limit determination method based on a constant 
rate of temperature rise occurring in phase 2 of fatigue life (Fig. 1 - 
line B). The S-N curve determination method is based on the 
parameter proposed by Fargione et al. (2002) with assumption of 
its dependency on the stress amplitude. Because this parame-
ter is proportional to energy dissipated under cyclic load 
which is dependent on the stress level (Golański and Mroziński, 
2012) then this assumption seems to be more appropriate. 

 
Fig. 1. The change in the temperature T during the fatigue test 

 for material featuring phase 2 temperature stabilization (line A) 
 and a constant rate of temperature rise (line B) 

2. TEST DESCRIPTION 

2.1. Test station 

The tests were performed in the Department Laboratory for 
Research on Materials and Structures (certified by the Polish 
Centre for Accreditation – PCA AB 372) of the Faculty of Mechan-
ical Engineering at the UTP University of Science and Technology 
using the reversed bending fatigue testing machine (with rotation-
al frequency of 77 Hz). 

The main item of the test station was the thermographic cam-
era CEDIP Silver 420M (FLIR SC5200) equipped with high sensi-
tivity InSb matrix cooled using Stirling pump. 

Main parameters of the camera: 

 resolution of sensor: 320x256 pixels, pitch 30 μm, 

 spectral range 3.6÷5.0 μm, 

 sensitivity below 20 mK (available: 8 mK), 

 maximum frequency 140 Hz for the entire matrix (up to 25 kHz 
at lower resolution). 
The thermographic camera recorded (at the constant frequen-

cy from 100 to 450 Hz depending on load level) the surface tem-
perature distribution of the tested object (specimen) fixed in the 
testing machine. Camera images were transmitted via USB inter-
face to PC with appropriate software, where they were digitally 
stored directly on HDD in form of PTW format files. 

The following software was installed in the computer: 

 VirtualCAM allowing two-way communication between PC 
and the thermographic camera via USB 2.0 interface, 

 CIRRUS Front End which was the user interface used to 

control the CEDIP camera, 

 ALTAIR allowing downloading, storage and advanced pro-
cessing of thermographic images. 

2.2. Test specimen 

Test specimens were made of cold-drawn bars from corrosion 
resistant austenitic X5CrNi18-10 (1.4301) steel. The proof stress 
for this steel 𝑅𝑝0.2  is 706 MPa and the ultimate tensile strength 

𝑅𝑚 is 798 MPa. 
Chemical composition of the specimen material is specified 

in Tab. 1. 

Tab. 1. Chemical composition of the specimen material (wt %) 

 C Mn Si P S Cr Ni N 

Acc. to PN-EN 
10088-1:2014-12 

≤0.07 ≤2 ≤1 ≤0.045 ≤0.015 17÷19.5 8÷10.5 ≤0.11 

For tested 
specimens 

0.02 1.53 0.61 0.07 0.016 18.75 8.22 - 

The geometry of applied specimens is shown in Fig. 2. 

 
Fig. 2. Geometry of specimens used for tests 

3. FULL TEST RESULTS 

3.1. Fatigue limit 

The fatigue limit was obtain by Staircase method assuming 
the base of 107 cycles. 35 specimens were tested (Fig. 3). The 
lowest alternating stress level 𝑆0 was 260 MPa and the stress 
increment 𝛥𝑆 was 5 MPa. The fatigue limit obtained from Dixon 
& Mood relations 𝑆𝑒  is 278.2 MPa with standard deviation 𝑆𝑠  = 
7.4 MPa. 

 
Fig. 3. The Staircase data for X5CrNi18-10 steel under reversed bending 

T 

t 
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3.2. S-N curve 

18 specimens at 6 load levels were tested for the fatigue S-N 
curve determination. The lowest alternating stress level 𝑆𝑎  was 
320 MPa, the highest was 495 MPa. The test results and the S-N 
curve with confidence interval for the significance level 𝛼 = 0.05 
were presented in Fig. 4. 

The Basquin relationship obtained from linear regression (𝑅2 
= 0.98) of test results is 

𝑆𝑎
𝑚 ∙ 𝑁 = 𝐶, (1) 

where 𝑚 = 10.38 and 𝐶 = 5.12·1031. 

0  
Fig. 4. The S-N curve for X5CrNi18-10 steel under reversed bending 

3.3. Thermographic tests 

12 specimens at 5 load levels were tested using thermograph-
ic camera in constant amplitude loading conditions. The lowest 
alternating stress level 𝑆𝑎  was 320 MPa, the highest was 
480 MPa. The change of the surface temperature of selected 
specimens during tests were presented in Fig. 5 where 𝑇 = 0°C 
for 𝑁 = 0 corresponds to initial specimen temperature of 23-25°C. 

 
Fig. 5. Samples of the 𝑇 − 𝑁 curves for X5CrNi18-10 steel  

  under reversed bending 

The specimen mean temperature changes presented in Fig. 5 
were generated by internal energy increase which can be esti-
mated based on the following relation: 

∆𝐼 = 𝑐𝑣 ∙ 𝜌 ∫ 𝑇(𝑁) ∙ 𝑑𝑁
𝑁𝑓𝑎𝑖𝑙𝑢𝑟𝑒

0
, (2) 

where: 𝑐𝑣 – specific heat at constant volume;  – density; 𝑑𝑁 – 
cycle increment; 𝑁𝑓𝑎𝑖𝑙𝑢𝑟𝑒  – number of loading cycles until fatigue 

failure. Because cv and  are constant for specimens from the 
same material the internal energy change can be taken into ac-
count as the area under 𝑇 =  𝑓(𝑁) curve (Fig. 10): 

 = ∫ 𝑇(𝑁) ∙ 𝑑𝑁
𝑁𝑓𝑎𝑖𝑙𝑢𝑟𝑒

0
. (3) 

The dependence of energy-related parameter  on load level 
𝑆𝑎  were presented in Fig. 6. The Basquin-similar relationship 

obtained from linear regression (𝑅2 = 0.93) of test results is: 

𝑆𝑎
𝑘 ∙ = 𝐵, (4) 

where 𝑘 = 6.91 and 𝐵 = 4.03·1022. 

 
Fig. 6. The dependence of  parameter on load level Sa  

 for X5CrNi18-10 steel under reversed bending 

4. ACCELERATED TEST RESULTS 

The fatigue limit and the S-N curve were determined in one 
gradually increasing loading test. The lowest alternating stress 
level 𝑆𝑎1 was 230 MPa and the stress increment 𝛥𝑆 was 10 MPa. 
ΔN for each load level was 30 000 cycles. The test was made 
at the same load frequency of 77 Hz as the full test. The change 
of the surface temperature of selected specimen during test was 
presented in Fig. 7 where 𝑇 = 0°C for 𝑁 = 0 corresponds to initial 
specimen temperature 19°C. 

Tab. 2. Summary of fatigue life for the individual specimens  
             from X5CrNi18-10 steel under reversed bending  
             in the accelerated tests 

  Specimen 

  No. 1 No. 2 No. 3 

Fatigue failure level i 18 17 16 

Failure stress, MPa Sk 400 390 380 

Total fatigue life, cycle Nc 518 400 487 300 457 600 

Theoretically accelerated test can be made using only one 
specimen, but in practice tests on three samples can increase the 
accuracy of estimates. Tab. 2 shows total fatigue life achieved by 
each sample. 
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Fig. 7. Sample of the 𝑇 − 𝑁 curve for X5CrNi18-10 steel  

 under accelerated test 

The T-N curve (Fig. 7) obtained from gradually increasing 
loading test was cut into individual T-N curves for the different 

load levels (Fig. 8). The reference level of the temperature was 
the initial temperature of the specimen. 

5. ANALYSIS OF THE ACCELERATED TEST RESULTS 

5.1. Fatigue limit 

T-N curves for each load level 𝑆𝑎  (Fig. 8) were examined for 
the temperature change rate 𝛥𝑇/𝛥𝑁. For the period of its stabili-
zation its average value was determined and plotted on 𝛥𝑇/
𝛥𝑁 − 𝑆𝑎  plot (Fig. 9). It can be noted that these results are char-
acterized by the minimum that can be connected with the fatigue 
limit. Close to the fatigue limit the other processes of material 
degradation significantly affect the energy balance of the whole 
specimen, so that less energy will raise the temperature of the 
specimen. Once the fatigue limit value is exceeded, there is in-
crease of the specimen. The temperature change rate for failure 
level was excluded from the analysis concerning the fatigue limit. 

 

Fig. 8. Cut T-N curves for different load levels for each specimen: a) Specimen No. 1, b) Specimen No. 2, c) Specimen No. 3 

 
Fig. 9. The 𝛥𝑇/𝛥𝑁 − 𝑆𝑎 plots for fatigue limit  𝑆𝑒 determination: a) Specimen No. 1, b) Specimen No. 2, c) Specimen No. 3 

 
Tab. 3 shows the fatigue limit obtained by the thermographic 

method on the base of Fig. 9 for each specimen. 
Value of the fatigue limit obtained from the accelerated ther-

mographic tests in relation to the value obtained from the full test 
differs by 5.0 %. 

Tab. 3. Fatigue limit obtained for the individual specimens of X5CrNi18-10  
              steel under reversed bending in the accelerated thermographic 
            tests 

  Specimen 

  No. 1 No. 2 No. 3 

Fatigue limit, MPa Se 
290.4 294.3 292.4 

292.4 

 

a 

a 

b 

b 

c 

c 
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5.2. S-N curve 

The same data used for the fatigue limit determination (Fig. 8) 
was used for the S-N curve determination. It was assumed that 
under the gradually increasing loading test at each load level only 
part of the total internal energy represented by parameter  was 
measured (Fig. 10): 

𝜑 = ∫ 𝑇(𝑁) ∙ 𝑑𝑁
𝑁𝑠𝑡𝑒𝑝

0
, (5) 

where: 𝑁𝑠𝑡𝑒𝑝 = 𝛥𝑁 = 30 000 cycles. 

 
Fig. 10. Schematic representation of energy-related parameter  and  

The Palmgren-Miner’s hypothesis in its energy-related version 
can assume the following form (Kaleta, 1998): 

∑
𝜑𝑖

𝛷𝑖

𝑞
𝑖=1 = 1     for     𝑆𝑎𝑖 ≥ 𝑆𝑒. (6) 

Assuming that the relationship between energy related pa-
rameter 𝑖  for full test and load 𝑆𝑎𝑖 on level 𝑖 is described by 
formula (4): 

𝑆𝑎𝑖
𝑘 ∙ 𝛷𝑖 = 𝐵   ⇒    𝛷𝑖 =

𝐵

𝑆𝑎𝑖
𝑘  (7) 

and putting (7) into (6): 

∑
𝜑𝑖
𝐵

𝑆𝑎𝑖
𝑘

𝑞
𝑖=1 = 1   ⇒    ∑ 𝑆𝑎𝑖

𝑘 ∙ 𝜑𝑖
𝑞
𝑖=1 = 𝐵 (8) 

is obtained: 

∑ 𝑆𝑎𝑖
𝒌 ∙ 𝜑𝑖

𝑞
𝑖=1 − 𝐵 = 0. (9) 

where: there are two unknown parameters 𝐵 and 𝑘 of the 
Sa  =  𝑓() curve which can be determined numerically. Then 
it is possible to determine the values of 𝛷𝑖 at the level 𝑖 by using 
equation (7). 

Fatigue life on level 𝑖 can be estimated based on the following 
proportions: 

𝜑𝑖

𝛷𝑖
=

𝑛𝑖

𝑁𝑖
   ⇒   𝑁𝑖 =

𝜑𝑖

𝛷𝑖
∙ 𝑛𝑖 . (10) 

Tab. 4 shows parameters (equations (1) and (4)) obtained by 
presented method. 

The 𝑆 − 𝑁 curves estimated for the individual specimens 
were presented in Fig. 11. 

The individual estimated fatigue life data obtained from equa-
tion (10) for all three specimens has been used as a data to esti-
mate one S-N curve (Fig. 12). It can be observed that the S-N 
curve obtained by the accelerated thermographic method fits 
inside the 95 % confidence interval for the S-N curve developed 
based on full test which proves good consistency of the results of 

presented method. 
Tab. 4. Parameters obtained for the individual specimens of X5CrNi18-10  
             steel under reversed bending in the accelerated thermographic  
             tests 

 k B m C 

Full test 6.914 4.03·1022 10.377 5.12·1031 

Specimen No. 1 6.408 4.00·1021 10.157 2.63·1031 

Specimen No. 2 6.500 4.10·1021 9.196 6.75·1028 

Specimen No. 3 6.500 4.00·1021 9.456 2.30·1029 

Specimen No. 1-3 - - 9.603 5.87·1029 

 
Fig. 11. The S-N curves estimated for individual specimens 

    on the background of the full test results 

 
Fig. 12. Comparison of estimated S-N curve obtained by the accelerated  
              thermographic method and the S-N curve obtained from full test 

6. SUMMARY 

The presented new thermographic method enables accelerat-
ed simultaneous determination of the fatigue limit and the S-N 
curve. The fatigue limit determination method is based on a con-
stant rate of temperature rise occurring in phase 2 of the fatigue 
life. The S-N curve determination method is based on the energy-
related parameter with the assumption of its dependency on the 
stress amplitude. 

The tests made on X5CrNi18-10 steel under reversed bending 
revealed that the fatigue limit value obtained from the accelerated 
thermographic tests as compared to the value obtained from full 
test differs by 5.0 %. The S-N curve obtained by accelerated ther-

T 

N 

Phase 3 Phase 2 Phase 1 

 

 
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mographic method fits inside the 95 % confidence interval for the 
S-N curve obtained from full test. 
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Abstract: In the paper implementation of a ground control station for UAV flight simulator is shown. The ground control station software 
is in cooperation with flight simulator, displaying various aircraft flight parameters. The software is programmed in C++ language 
and utilizes the windows forms for implementing graphical content. One of the main aims of the design of the application was to s implify 
the interface, simultaneously maintaining the functionality and the eligibility. A mission can be planned and monitored using the implement-
ed map control supported by waypoint list. 

Key words: Ground Control Station, Flight Simulator 

1. INTRODUCTION 

Having miniaturized wide scope of measurement and commu-
nication devices and reduced costs of propelling devices, relative-
ly cheap Unmanned Aerial Vehicles (UAVs) development has 
intensified. Trend of utilizing autopilot’s capabilities for performing 
different applications of UAVs is arising. Contemporary autopilot 
systems are able to stabilize object’s rotary motion along all three 
axes corresponding to pitch, roll and yaw angles. Those basic 
abilities allows implementing more complicated routines such as 
autonomous starting and landing, navigation through desired 
waypoints, circulation around given point. Furthermore unmanned 
aerial vehicles may be equipped with many different measurement 
devices, cameras, and miscellaneous sensors. Hence by the 
aggregation of mentioned elements it is possible to plan different 
UAV’s missions for many modern appliances e.g. searching for 
lost. Although a number of adoptions is possible, there is addi-
tional necessity for some kind of supplementary system which 
would give final user the eventuality of planning, monitoring and 
controlling the UAV. This system may be represented by ground 
control station (GCS). 

Ground control station may have many different capabilities, 
however there are few that are usually implemented. One of the 
requirement that GCS is usually bound to fulfill is acquiring and 
displaying data relating UAV flight parameters, which may be 
showed as text or visualized through different graphical elements. 
Furthermore ground control station should have the possibility 
of steering the UAV behavior by sending appropriate configuration 
and control commands to it. 

As the one of the main components of any Unmanned Aerial 
System (UAS), ground control station serves as the device, the 
user can monitor and control UAV through. Hence it has to be as 
intuitive and clear as possible, to decrease the overall operator 
workload and improve operational parameters such as reaction 
time of the operator. 

 

 
Fig. 1. The “FlightGear” application (Zachary et al., 2013) 

There is unextinguished work to increase the functionality 
of ground control station, since they are reliable for successful 
mission accomplishment of unmanned aerial vehicles. Hence the 
adoption of multimodality has occurred in order to improve the 
interaction quality between the operator and GCS. Elements like 
text-to-speech synthesis, voice recognition, three dimensional 
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projection may be useful in decreasing the operators workload 
and effort. Nevertheless addition of such communication channels 
should be properly designed, otherwise it can redound to undesir-
able overload of incoming information (Perez et al., 2013). 

There are commercial ground control stations like the one by 
Airware (http://www.airware.com/). Likewise they are quite a few 
open-source projects like OpenPilot Ground  Control Station (http: 
//www.openpilot.org/) or the QGroundControl (http://www.qground 
control.org/). However usage of aforementioned ground control 
station projects has disadvantages. One of the problem that aris-
es, involves adapting them into system performing assumed 
tasks. 

The direct implementation of ground control station for chosen 
autopilot system would be time demanding, awkward and weather 
dependent, since programming of such software requires constant 
interaction with target device. Furthermore many changes would 
have to be verified during the flight, causing additional inconven-
iences. Hence ground control station depicted hereafter is based 
on the flight simulator. This approach excludes the need of using 
communication devices, because both, the ground control station 
and the flight simulator may run on the same computer. Moreover 
by means of using flight simulator it is possible to achieve aerial 
situations that are dangerous, hard to perform or even unreacha-
ble with real objects. 

2. SYSTEM ARCHITECTURE 

The flight simulator software, a ground control station software 
and the computer those programs run on, are the elements of the 
validation system.  

FlightGear (http://www.flightgear.org/) is the program used as 
the flight simulator component. It is an open-source program, that 
has different versions supporting many popular platforms (Win-
dows, Linux, Mac). FlightGear was created as the simulation tool 
that can be used as the pilot training software, industry engineer-
ing tool. Nevertheless it can be used in the academic applications 
due to its implementation of many different aircrafts dynamic 
models. Furthermore FlightGear allows communication with indi-
vidual software programs as well as external devices through 
network socket connection. This simulator allows previewing the 
flight from both inside and outside of the aircraft (Fig. 1). Moreover 
adverse weather effects such as wind may be simulated, giving 
the potentiality of aircraft’s behavior assessment in the extreme 
conditions (http://www.flightgear.org/). 

Ground control station is basing on the data acquired from the 
flight simulator. These programs are utilizing the TCP in order to 
communicate each other. The ground control station starts first 
before the flight simulator for the creation of a server. In the next 
step the starting flight simulator connects to the previously created 
server. Followed by the connection of the GCS to the flight simula-
tor. When the connection is successfully established, FlightGear 
sends output data in the predefined form. It can output many 
various parameters ranging from the position and orientation ones 
through gear and onboard systems states, engines speeds, con-
trol surface positions ending with velocities and accelerations. 
Parameters that are demanded at the output may be arbitrarily 
adjusted according to the current needs, by means of the configu-
ration file. Moreover there is possibility of modifying the frequency 
at which the program actualizes the output. It was necessary to 
implement adequate class, which is responsible for TCP connec-
tion and packets recognition for data acquisition. 

2.1. Transmission Control Protocol 

Transmission Control Protocol (TCP) is the transport layer 
protocol. TCP is responsible for the correctness of transmitted 
data. It is situated just above a basic Internet Protocol (IP). TCP 
utilizes IP for sending and receiving variable-length segments 
of information. Furthermore internet protocol provides ability of 
reassembling fragmented TCP segments, assuring delivery 
through multiple networks (http://www.tools.ietf.org/html/rfc793, 
http://www.students.mimuw.edu.pl/SO/Linux). In the following 
work TCP is used to maintain communication between the appli-
cation of ground control station and the flight simulator. 

3. GROUND CONTROL STATION DESIGN 

The ground control station was designed in order to improve 
operator’s awareness of UAV’s current situation. Moreover the 
system was aimed to be operated by a single user, enabling him 
to control UAV missions with little effort. The overall design of the 
graphical interface had to be kept on the simple form. It was 
achieved by placing constituent elements in the organized form, 
which simultaneously display as well as visualize a set of im-
portant flight parameters. 

In the proposed design of ground control station, many differ-
ent elements presenting basic flight parameters are included. 
Some of these parameters are visualized, in order to increase 
their eligibility, while the rest of them are displayed in the form 
of numbers.  

The ground control station software was programmed in the 
C++ language utilizing the standard WinApi libraries. This ap-
proach gave possibility of running the mentioned program 
on Windows class systems. Well documented WinApi libraries 
allow convenient development of various application providing 
access to many basic system resources including file systems, 
devices, network services, graphical user interfaces, error han-
dling (http://msdn.microsoft.com/en-us/library). However the gra-
phical content of WinApi provides functions for drawing some 
basic geometric figures, hence there was necessity of writing own 
classes for creating and updating controls that visualize current 
orientation and position of the monitored aircraft.  

Ground control station window is divided into two main areas, 
each of which contains a set of different controls.  

3.1. Aircraft area 

Aircraft area that is located at the left side of GCS window 
presents some basic information of the aircraft’s current orienta-
tion and position. Attitude of the object is presented in the three 
consequent indicators that visualize pitch, roll and yaw respective-
ly. Pitch and roll indicators look similarly. They consist out of an 
circle inside of which aircraft’s graphical visualization is presented. 
At the outside of that circle, short lines with adequate numbers are 
placed in order to preview the aircraft’s inclination. Numbers are 
placed in the way that their center of symmetry covers the center 
of the previously mentioned circle. 

http://www.qground/
http://www.tools.ietf.org/html/rfc793
http://msdn.microsoft.com/en-us/library
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Fig. 2. Pitch, roll and yaw indicators 

That approach increases the user awareness of the current 
aircraft orientation, by enabling him indicating the pitch and roll 
angles from both sides respectively. At the bottom of each indica-
tor the field displaying amending value of pitch and roll angles 
respectively is placed. The general yaw indicator outlook is almost 
the same as pitch and roll ones except that, the numbers indicat-
ing the course angle are ranged from 0° up to 360°. 

In the next section of the aircraft’s area, parameters of the air-
crafts orientation and position are displayed in the form of list.  

At the first, pitch, roll and yaw angles are presented. They are 
displayed both in the degrees and in the radians, however angles 
with degrees units are slightly less precisely presented than in the 
foregoing indicators. Subsequently the velocity values are dis-
played both in the km/h and in the m/s units. Values of latitude, 
longitude and height are displayed at the end of the list alternate-
ly. Latitude and longitude are shown in two forms: degrees only 
one and degrees, minutes, seconds alternative one. 

 
Fig. 3. Aircraft’s flight parameters section 

Afterwards values of elevator, ailerons, rudder and flaps posi-
tion are presented in the last section of the aircraft area. These 
values are ranged from -100 % to 100% and are representing 
maximum deflection in opposite directions. Number of digits that 
are displayed may be adjusted in order to increase or decrease 
the precision. 

 
Fig. 4. Aircraft’s control surface positions section 

3.2. Map area 

Map area contains, as the name suggests, the visualized 
waypoints, but it is not the only one element displayed. Additional-
ly this area includes the list of waypoints, three fields to type 
in new coordinates and a button for adding a new waypoint. 

On the edges of the map, latitude and longitude in the de-
grees form is presented respectively at the left side and at the 
bottom of the map. On opposite sides of the map, those parame-
ters represented in the meters units are shown. Map is displaying 
two types of points. First of them is black thick circle with a black 
short line. Those show current position and course of the aircraft. 
The other type of point is a red thin circle. A set of this points 
represents the position of inflicted waypoints. While the aircraft 
moves, it leaves a black thick line on the map which is drew to 
indicate aircraft’s travelled path. 

The map visualization allows planning aircrafts route. Moreo-
ver it is possible to add new waypoints by right-clicking on the 
map, which is an alternative to adding the waypoints by typing 
their coordinates in.  

Below the map list of existing waypoints is presented. List has 
elements that consist of latitude, longitude and height values, 
given in degrees and meters units respectively, separated by 
comma character. List of the waypoints is aided with three fields 
that allow specifying latitude, longitude and height of newly creat-
ed waypoint, and the button that is used to confirm addition of the 
new waypoint. New waypoint is placed at the end of the list 
of waypoints. 

All the waypoints are managed by the autopilot. Application 
of the ground control station sends requests, with coordinates, 
to the autopilot in order to add new waypoint. 

 
Fig. 5. Ground control station’s map 

In the navigation section parameters according control of the 
UAV route are presented. An alpha angle is the angle to the pre-
vious waypoint from the current one, whilst the beta angle is the 
angle to the next waypoint determined from the current waypoint. 
Gamma angle is the bisector of the alpha and beta angles. Phi 
angle is the sum of two angles. First one is the value calculated 
from the characteristic point placed on the bisector to the current 
position of aircraft, while the other one is π/2. Distance is deter-
mined from the current aircraft position to the current waypoint. 
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Fig. 6. List of the set waypoints with controls for adding new one 

Presented GCS has the possibility of logging achieved data 
into file. Basing on the information from this file it is possible to 
further analyze, post-process the flight parameters of the aircraft. 

4. GROUND CONTROL STATION TESTING 

In order to examine and present the capabilities of designed 
GCS, test flight has been performed. The chosen aircraft model 
was Diamond DA40, which model can be adopted as the UAV 
platform. It is an 8.1 m long, 1.98 m high civil aircraft which can 
cruise at the speeds of up to 279 km/h, and has range of around 
1341 km and wingspan of 11.9 m (http://www.diamondaircraft. 
com/).  

The aircraft has flew along the arranged route, which was de-
fined by means of waypoints. Preview of the preset waypoints is 
presented on the map while their coordinates are detailed in the 
waypoint list. Three of the waypoints were predefined in the soft-
ware, while the other were added using the ground control station 
interface. First two were inserted utilizing the ability of map right 
click addition. Rest of them were configured by typing in their 
coordinates in three corresponding fields rightly and confirming 
with adequate button. Having configured the path, “START” button 
was pressed to commence the flight. 

When the aircraft started it became apparent that change 
in monitored object course as well as position is visible on the 
map. When the aircraft flew along the desired route it left marks 
on the map indicating a history of its antecedent positions. Addi-
tionally the precise information of aircrafts position and attitude 
was on an ongoing basis actualized. Test evidenced that graph-
ical content representing pitch, roll and yaw angles, is helpful 
in raising the awareness of aircrafts attitude. Besides the control 
surface position area is useful in understanding the correlation 
between them and the movement of the aircraft and may be use-
ful in future development of autopilot system. Some of parameters 
are displayed with two different units increasing their usefulness.  

5. CONCLUSIONS 

The presented design of ground control station allows not only 
monitoring current position and attitude of the aircraft through 
utilization of different controls, but planning the aircrafts route and 

adding new waypoint to it as well. The favorable side of the design 
lies on both, visualization and display of the monitored parame-
ters. While the visualization gives coarse but swiftly and effortless-
ly understandable information, distinct controls display it in more 
precise way.  

Having accomplished the design of ground control station it is 
possible to further improve its content by editing or adding new 
elements. It is possible to add three dimensional map which will 
increase the functionality of existing one by adding the information 
of the height (Siebert and Teizer, 2014). Furthermore 3D map 
gives the opportunity of visualizing modeled objects like buildings, 
trees and other obstacles which role is significant in the context 
of route planning. If the autopilot will be concerned, the possibility 
of adding features such as controller gains tuning window 
and graphs plotting window is arising. Likewise the performed 
ground control station may be helpful in the development process 
of an autopilot system for the needs of flight simulator (Cetin et al., 
2011). 

 
Fig. 7. Ground control station during the testing 

Created GCS on the basis of flight simulator, may be further 
easily adopted to cooperate with real aircrafts, allowing taking 
control over their autopilots. This alteration may be a significant 
step in creating a complex unmanned aerial system consisting 
of aircraft, its autopilot and GCS itself. Aforementioned software 
may be further developed to suit specific mission requirements 
(Han et al., 2013). The adaptation can involve extension of the 
GCS functionalities to video stream handling, sensor data visuali-
zation, control over auxiliary onboard devices, cooperation with 
terrestrial system. 

Future work may also be based on the conception of multi 
UAV systems, extending the capabilities of the presented ground 
control station for monitoring and controlling several of them 
(Boccalatte et al., 2013; Zheng et al., 2004; Dydek et al., 2013; 
Garcia et al., 2010; Sahingoz et al. 2014). The maximum number 
of different UAVs that can be supervised is limited by the opera-
tors workload capabilities and the design of ground control station. 
Systems that consist of multi unmanned aerial vehicles can has-
ten the mission realization, decrease the influence of time-
dependent factors e.g. weather and increase the success plausi-
bility. Furthermore this approach gives the possibility of realizing 
tasks that can’t be performed by single UAV, or assuring mission 
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continuity in the case of low energy level of operating unmanned 
aerial vehicle (Damilano et al., 2013; Maza et al., 2010; Perez 
et al., 2013). 
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Abstract: The Eurocode 3 concerning thin-walled  steel   members divides members subjected to compression into four classes, consider-
ing their ductility. The representatives of  the class C4 are short bars, for which the load-capacity corresponds to the maximum compres-
sion stresses less than the yield stress. There are bars prone to local buckling in the elastic range and they do not have a real post-elastic 
capacity. The failure at ultimate stage of such members, either in compression or bending, always occurs by forming a local plastic mech-
anism. This fact suggests the possibility to use the local plastic mechanism to characterise the ultimate strength of such members. 
The present paper is based on previous studies and some latest investigations of the authors, as well as the literature collected data. 
It represents an attempt to study the plastic mechanisms for members in eccentric compression about minor axis and the evolution of plas-
tic mechanisms, considering several types of lipped channel sections.  

Key words: Plastic Mechanism, Eccentric Compression 

1. INTRODUCTION 

Eurocode 3 (1993) concerning thin-walled  steel   members 
divides members subjected to compression into four classes, 
considering their ductility. Class C1 concerns bars, in  which 
global plastic hinges may develop entirely, so that they have 
a relatively large redundancy of the load-capacity above the fully 
plastic moment Mp of the total cross-section. To class  C2 belong 
bars, for which load-capacity is slightly higher than the fully plastic 
moment, to class C3 – bars, for which the load-carrying capacity 
is situated in the elasto-plastic range. It means , that their load-
capacity is determined by the “first yield criterion” (Mpl).  

The code distinguishes also the class C4 of short bars, 
for which the load-capacity corresponds to the maximum com-
pression stresses less than the yield stress. There are bars prone 
to local buckling in the elastic range.  

It is very well known that thin-walled cold-formed steel struc-
tures (TWCFSS) are usually made of thin-walled members 
of class 4 sections and they are characterised by a reduced post-
elastic strength and by a reduced ductility. Since these sections 
are prematurely prone to local or distortional buckling and they do 
not have a real post-elastic capacity, a failure of such members 
is initialized by the local-global interactive buckling of  plastic-
elastic type, not an elastic-elastic one. Thus, the failure at ultimate 
stage of those  members, either in compression or bending, al-
ways occurs by forming a local plastic mechanism (Eurocode 3, 
1993) – Fig. 1. This fact suggests the possibility to use the local 
plastic mechanism analysis to characterise the ultimate strength 
of such members (their load-carrying capacity). Load-capacity 
of such members subjected to simple states of loading (pure 
bending or pure axial compression) is relatively well determined 

(with high accuracy) both on the basis of the theory of thin-walled 
structures and in the code specifications. However, determination 
of the load-capacity of TWCFSS members subjected to combined 
load, particularly eccentric compression)  is still an open question 
and the code specifications for that case should be improved. 

The yield line mechanism analysis has been widely used to 
study steel members and connections that involve local collapse 
mechanisms. This method can be used to study post-elastic 
behaviour, load-carrying capacity, ductility, rotation capacity and 
energy absorption. A detailed history of yield line mechanism 
theory has been presented by Zhao (2003). An art review of the 
application of yield line analysis to cold-formed members has 
been presented by Hiriyur and Schafer (2004) and Ungureanu 
et al. (2010) make an inventory, classify and range geometrical 
and analytical models for the local–plastic mechanisms aiming to 
characterize the ultimate capacity of some of the most used cold-
formed steel sections in structural applications. 

 

Web buckling 

Pu 

Pcr,2 

Pcr,1 

w 

P=P/Afy 

Flange buckling 

P 

 
Fig. 1. Structural behavior of short TWCFSS member  
            and exemplary plastic mechanism of failure 
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2. SUBJECT AND OBJECTIVES OF THE ANALYSIS 

Subject of the analysis are TWCFSS  members subjected to 
eccentric compression about minor axis, namely lipped channel 
section columns (Fig.2.). Positive and negative eccentricities 
along the symmetry axis are  investigated, i.e. e =  -10 mm, -5 
mm, -2 mm, -1mm, 0 mm, +1 mm, + 2 mm, +5 mm, +10 mm and 
+20 mm. 

 
Fig. 2. Lipped channel section with examples of considered eccentricities 

 
Fig. 3. Lipped channel cross section column dimensions: b1 =150mm,  
            b2 =60mm, b3  =20mm, r1 =1mm , r2 =1mm,  t =1mm 

Columns of length 𝐿 = 450 mm were investigated , made of 
structural steel of yield stress   𝜎𝑌  = 355 MPa and with the cross 
section shown in Fig. 3.  

Present paper is based on previous studies and some latest 
investigations of authors, as well as the literature collected data. It 
represents an attempt to study the plastic mechanisms for mem-
bers in eccentric compression.  

The approach is a numerical one (FE analysis), in order to 
identify the plastic mechanisms of members subjected to eccentric 
compression about minor axis and the evolution of plastic mecha-
nisms, considering several different eccentricities, which cause 
either flange or web compression and lead to an evolution 
of different local plastic mechanisms. 

3. PLASTIC MCHANISMS – STATE OF ART REVIEW 

As was mentioned, the yield line mechanism analysis has 
been widely used since the 60ties of the XXth Century.  Experi-
ments carried out by many researchers on beams or columns built 
from plate strips, subjected to uniform compression, show, that 
in such members some simple  plastic mechanisms can be distin-

guished, which have been termed in Królak (1990) as basic 
mechanisms. Simultaneously, results of experiments performed, 
among others, by Murray and Khoo (1981) confirmed, that even 
a very complex mechanisms can be described as superposition 
of some simple basic mechanisms. Murray and Khoo (1981)] 
developed and classified 8 basic plastic mechanisms in plate 
strips under uniform compression. They also derived for them 
relations, determining the failure equilibrium path (load versus 
deflection).  These mechanisms and corresponding relations are 
also described in details in Kotełko (2010).  

 
Fig. 4. Local plastic mechanisms in thin plates: – pitched-roof  
            mechanisms, Mahendran (1997) 

 
Fig. 5. Local plastic mechanisms in thin plates: – roof mechanism,    
            Ungureanu (2006) 

In plates subjected to uniform compression, at symmetrical 
boundary conditions, which corresponds to the case of column 
web in compression, a pitched-roof mechanism (Fig. 4) or roof 
mechanisms (Fig. 5) can develop. The pitched-roof mechanism 
has been described by some researchers, i.e.  Kato (1965), Korol 
and Sherbourne (1972), Davies et al. (1994) as well as Sin (1985) 
and Mahendran (1997). Modifications of pitched-roof mechanisms 
(mainly roof mechanism) were developed by Rondal and Maquoi 
(1985) and Kragerup (1982). The roof mechanism was also de-
scribed in details by Ungureanu (2006). All the mechanisms men-
tioned above, in plate strips and plates under compression are 
described in details  together with corresponding relations for 
failure equilibrium path (load versus deflection) in Kotełko (2010).  

Five plastic mechanisms of failure in channel section columns 
subjected to axial compression were originally developed by 
Murray and Khoo (1981).  They were also analysed by Mahen-
dran (1997),  Dubina and Ungureanu (2002) and Ungureanu and 
Dubina (2004), who described mechanism CW2 and Rassmussen 
and Hancock (1991), who analysed mechanisms CF2 and CF3. 
Mechanisms CW1 and CW2 correspond to the case of the web 
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in compression, while mechanisms CF1, CF2 and CF3 – to the 
case of the flange in compression. In all papers, mentioned 
above, the yield strip equilibrium method (Kotełko and Mania, 
2008; Kotełko, 2010) has been applied.  

The equilibrium strip method treats the plastic mechanism 
as a compatible collection of strips of infinitesimal or unit width 
parallel to the direction of applied force. On the basis of free-body-
diagram of a separated strip an equilibrium equation is formulated 
and then, those equations are integrated across walls of the plas-
tic mechanism, in order to obtain simultaneous equilibrium equa-
tion for the mechanism as a whole.  

An alternative is the energy method (Kotełko and Mania, 
2008; Kotełko, 2010). Using the energy method one applies  the 
Principle of Virtual Velocities of the general following form:  

P ∙ 𝛿̇ = ∫ 𝜎𝑖𝑗𝑉
𝜀𝑖̇𝑗

𝑝
 (𝛽, 𝜒)𝑑𝑉,  (1) 

where:  𝛿 – is the global generalized displacement, 𝛿̇ – is the rate 
of change of the global generalized displacement, 𝛽 – is the 
vector of kinematical parameters of the plastic mechanisms 
(kinematically admissible displacements), 𝜒 – is the vector 

of geometrical parameters of the plastic mechanisms , ε̇𝑖𝑗
𝑝

 – is the 

strain rate tensor. 
As a result, a load – deformation relation is obtained, the 

graphical representation of which is a failure equilibrium path. 
In the case of a plate in compression the Principle (1) takes form 

δ𝑊𝑒𝑥𝑡 = δ𝑊𝑏 +  δ𝑊𝑚 ,  (2) 

where: 𝑊𝑏 is a bending strain energy, 𝑊𝑚  – a membrane strain 
energy. 

From equation (2)  a current force P in terms of deflection 
(failure equilibrium path) is obtained.  In the case of true mecha-
nisms, eg. CF1 or CF3 (Kotełko, 2010), the bending strain energy 
takes form: 

𝑊𝑝(𝛿) = 𝑚𝑝 ∑ 𝑙𝑖
′𝑛

𝑖=1
𝛽𝑖 ,  (3) 

where: 𝑙𝑖 – length of 𝑖𝑡ℎ  yield line, 𝛽𝑖  – angle of rotation at 𝑖𝑡ℎ  
yield line, m𝑝 – fully plastic moment. 

After derivation of (3) with respect to rotation angle of the 
global mechanism, the failure equilibrium path is obtained.  

 
Fig. 6. Basic plastic mechanisms in channel – section columns 

4. IDENTIFICATION OF PLASTIC MECHANISMS  
IN COLUMNS UNDER ECCENTRIC COMPRESSION 

In order to identify the plastic mechanisms of columns sub-
jected to eccentric compression about minor axis leading  to an 

evolution of different local plastic mechanisms, depending on the 
position of eccentricity, finite element simulations have been 
performed for lipped channel section columns described in chap-
ter 2. Failure patterns obtained from FE calculations are shown in 
Fig. 7 and 8.  

 
Fig. 7. FE failure patterns for positive eccentricities  
           (flange in compression) 

 
Fig. 8. FE failure patterns for negative  eccentricities  
            (web  in compression) 

On the basis of FE simulations one can state, that a shape 
of the plastic mechanism strongly depends on the eccentricity 
value. For positive eccentricities (flange in compression) we ob-
serve mechanisms similar to those, shown in Fig. 6. For negative 
eccentricities (web in compression) one can observe mechanisms 
similar to mechanisms in plates subjected to uniform compression 
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(Fig.5). However,  in that case yield lines occur also in flanges and 
lips, so that the actual mechanism is more complex. Moreover, 
within those two main cases (flange or web in compression) , 
mechanisms differ, depending on a magnitude of the eccentricity.  

According to FE results, four simplified types of plastic mech-
anisms have been identified. The first (Fig. 9) is a mechanism 
similar to CF1. It is typical for small positive eccentricities. For 
larger positive eccentricities the enhanced mechanism CF2 has 
been identified Fig.10). For small negative eccentricities (web in 
compression) the V-shaped mechanism was developed (Fig.11), 
similar to the mechanism for beams in bending (Kotełko, 2010). 

 
Fig. 9. Enhanced three-hinge mechanism CF1 for positive  eccentricities  
           e = 5, 10 mm (flange in compression) 

 
Fig. 10. Enhanced mechanisms CF2 for positive eccentricities  
              e = 20 – 100 mm, (flange in compression) 

 
Fig. 11. V-shaped mechanisms for negative eccentricities  
             e = (-1) – (-10) mm 

 
Fig. 12. Pitched-roof mechanism  for negative eccentricities  
              e = (-30) – (-60) mm, (web in compression) 

For large negative eccentricities the  mechanism shown 
in  Fig. 12 has been identified, consisting of  the pitched-roof 
mechanism in the web and additional yield lines and tension fields 
in the flanges.  

Preliminary theoretical calculations based on the mechanisms 
models shown above have been performed. Selected results 
of these calculations, compared with FE results are presented 
in Fig. 13 and 14. In Fig. 13 the failure equilibrium paths obtained 
for CF1 mechanism are compared with corresponding FE results. 
The yield line analysis was carried out using the energy method 

(rel. (3)). Although the mechanism model does not count for yield 
lines in lips, the agreement with FE results is relatively good.  

 
Fig. 13. Comparison of numerical results for small positive eccentricities  
              (flange in compression) 

 
Fig. 14. Comparison of numerical results for large negative eccentricities  
              (web in compression) 

The energy method (rel. (2)) was used to  obtain failure equi-
librium path for mechanism, shown in Fig.12. In relation (2) only 
the plastic strain energy dissipated in the web (for pitched-roof 
mechanism) was taken into account. In that case the agreement 
with FE results is poor, except the last stage of  failure. 

5. FINAL REMARKS 

The FE simulation results show, that for short TWCF mem-
bers subjected to compression or eccentric compression, all 
elastic phenomena become plastic. Thus, the yield line analysis 
(plastic mechanism) approach is of aid in the estimation of the 
load-capacity of such members. However, even if plastic mecha-
nisms are identified for  compression and bending separately, 
in the case of eccentric compression, this is far from a linear 
superposition of basic mechanisms.  

The plastic mechanisms models presented in the paper are 
the first approximation and should be completed, taking into ac-
count tension fields and traveling lines (Kotełko, 2010). 
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Abstract: The paper is dedicated to forming and properties of passenger car´s B-pillar reinforcement drawn from simple blank and alterna-
tively tailor-welded blank (TWB). Drawn part is characterised by a place with a large strain, while forming process simulation did not con-
firm the creation of crack using the TWB consisting of dual phase HCT980X instead of previous HCT600 steel. It is because HCT980X 
steel has higher strength and lower ductile properties. The analysis of properties of drawn parts is focused on the simulated crash test 
in Dynaform software. Obtained sizes of drawn forces in simulated frame of the drawn parts and their comparison proved the possibility 
of the replacement the 1.2 mm thick simple blank from HCT600 steel with the 1 mm thick TWB consisting of HCT600 and HCT980X steel. 
The changed thickness of the simple blank caused 20% weight saving while containing the same properties of the drawn part.   

Keywords: Dual Phase Steels, Tailor-Welded Blank, Drawn Part, Crash Test Simulation, Reaction Force 

1. INTRODUCTION 

In several industries (e.g. the automotive and aerospace in-
dustries), the need for lightweight and cost-effective products with 
exceptional performance is essential for success. Tailor welded 
blanks (TWBs) offer an excellent means to meet these competing 
and seemingly contradictory demands. They are used for forming 
of parts with special strength, stiffness and operational defor-
mation properties (Kinsey and Wu, 2011; Evin and Tomáš, 2012; 
Bílik et al., 2015; Fracz et al., 2014; Reisgen et al., 2012). With 
the use of materials with different stress-strain properties or differ-
ent thicknesses we can achieve higher strength and stiffness 
while lower weight of the drawn parts or even the whole construc-
tion (Slota et al., 2014; Evin, 2013; Fracz et al., 2013; Bílik et al, 
2010; Evin et al., 2015; Merklein et al., 2014). On the other hand, 
these differences cause uneven material flow into the die area, 
which result in several forming problems, e.g. weld line displace-
ment or sheet thickness reduction of more ductile material. These 
effects should be minimised in the preparation process by means 
of special design of forming tool or optimising of blankholder 
forces distribution (Sinha et al., 2013; Zhong-Qin et al., 2007; 
Reisgen et al., 2010).  

The aim of the experiment was to analyse the manufacturing 
possibility and comparison of the deformation properties of the B-
pillar reinforcement of the car bodywork from two types of blanks. 
First researched solution is simple blank made of dual phase steel 
and the second one is TWB consisting of dual phase steel in 
boundary areas and dual phase steel with significantly different 
(higher) stress and (lower) ductile properties in the middle area of 
the part. Simulation software based on finite element method 
(FEM) is a common solution for dealing with specifics of forming 
of TWBs. Dynaform was specially developed for crash testing. 
This paper presents the result of the experiment simulating crash 

test of the chosen B-pillar by the deformation tool (Padmanabhan 
et al., 2007; Chena et al., 2008; Groche and Metz, 2006; Daxin 
et al., 2008). We were evaluating the sizes and diagrams of reac-
tion forces in simulated frames of the drawn parts in the both 
variants, their time dependence differences and the prediction 
of application possibility while decreasing weight of the car body-
work. 

2. EXPERIMENT 

The material of the real B-pillar drawn part was dual phase 
steel HCT600. The conditions analysis of the simple blank forma-
bility was the basis for the comparison with TWB formability. 

Chemical composition and stress-strain parameters are 
in Tabs. 1, 2. In the simulation we used material model defined by 
the tensile test.  

Tab. 1. Chemical composition of the steel HCT600 

C  
[%] 

Si 
[%] 

Mn 

[%] 

P  
[%] 

S  
[%] 

Al 
[%] 

N  
[%] 

Cr+Ni 
+Cu [%] 

0.12 0.5 1.4 0.08 0.008 0.04 0.009 1.3 

Tab. 2. Basic mechanical properties of steel HCT600 

Rp0,2 [MPa] Rm [MPa] A80 [%] 

390 650 26.6 

The blank shape (Fig. 1) was optimised while forming tool 
construction using Dynaform software with the aim of minimisation 
of strain and wall thickness reduction. Sheet thickness of simple 
blank was 1.2 mm. 
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Fig. 1. Shape of the simple blank (blue colour signalised 𝜑 = 0) 

Simulation of technological process of deep drawing is based 
on the geometry of the tool function part which is the same as the 
real tool used for the manufacturing of structural body part – B-
pillar reinforcement. The die is the moving part with the simulated 
speed of 1 m/s and die displacement of 0.5 m. The use of such 
speed is a condition for the use of simulation solver, which, 
as a dynamic software, easily and accurately solves dynamic 
operations. The punch is defined as a stationary member. Model 
of the drawing tool is shown in Fig. 2. ,,Mesh scaling" or ,,velocity 
scaling" are used for shortening of computational time, since 
solver converges towards the process result faster. 

 
Fig. 2. Model of the drawing tool created in Dynaform software 

 
Fig. 3. Simulation of drawing of the B-pillar from the simple blank 

Fig. 3 shows the example of the B-pillar reinforcement draw-
ing simulation from the simple blank, with marked critical area with 
the largest strain and local thickness reduction (-0.2 mm). The 
size of the blankholder force was optimised on the value 250 kN 
during the forming process. 

Fig. 4 shows drawn part with the areas highlighted by color 
corressponding to the strain values given by FLD - diagram. 
By comparing the true values of logarithmic strain in critical aeras 
of the part to the strain values in various areas of FLD – diagram, 
technological safety of the operation can be obtained given by the 
area of limit deformations. The greatest stress concentration 
is shown in green, which according to the diagram in Fig. 5 is still 
in the safe zone, and does not cause crack of the part. 

 
Fig. 4. B-pillar drawn from the simple blank with highlighted strain areas 

 
Fig. 5. Forming Limit Diagram - FLD with a color legend  
            for the B-pillar drawn from simple blank  

 
Fig. 6. Examples of the TWB specimen with the weld joint in HCT980X –  
           HCT600 combination after tensile test (welding power 550W,  
           rate 5mm/s) 
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TWB was made of 1mm thick sheet, consisting of dual phase 
steels HCT600 a HCT980X. The joint produced by laser welding 
has sufficient strength - the crack of the specimen in the tensile 
test of the weld joint was not created in the weld interface area 
or thermally influenced area but on the side of the steel HCT600 
(Fig. 6) (Reisgen, 2012). 

The weld interface position on the blank was chosen accord-
ing to the expected load in the crash test and also the formability 
analysis of the critical area of the drawn part considering lower 
ductile properties of the steel HCT980X. Its properties are in Tab. 
3 and 4. In the simulation we used material model defined by the 
tensile test. 

Tab. 3. Chemical composition of steel HCT980X 

C[%] Si 
[%] 

Mn[ 
%] 

P 
[%] 

S 
[%] 

V 
[%] 

Al 
[%] 

B[%] [%] 

Max 
0.23 

Max 
0.8 

Max 
2.2 

Max 
0.08 

Max 
0.015 

Max  
0.22 

Max 
2 

Max 
0.005 

Cr+Mo<1 
Nb+Ti<0.15 

Tab. 4. Basic mechanical properties of steel HCT980X 

Rp0,2 [MPa] Rm [MPa] A80 [%] 

620 980 12.2 

The TWB shape with s marked weld interfaces is shown 
in Fig. 7. Blue and yellow colours signalise steel HCT600, purple 
one steel HCT980X. 

 
Fig. 7. Shape and composition of the TWB 

 
Fig. 8. Simulation of drawing of the B-pillar from TWB  

Fig. 8 shows the example of the B-pillar reinforcement draw-
ing simulation from the TWB, with marked critical area with the 
largest strain and local thickness reduction (-0.11 mm). To reduce 
the risk of cracks and because of significantly different strength 
and strain properties of steel HCT980X, we optimised size of the 
blankholder force on the value 200 kN at the beginning of the 
drawing process and 180 kN at its end. 

Simulation of TWB drawing in FLD diagram in Fig. 9 shows 
a safe strain for which there are no cracks or nucleus to cracks. 
Similar to Fig. 5, when comparing true values of logarithmic strain 
in critical areas of the part drawn from TWB to strain values 
in FLD - diagram in Fig. 10, we can obtain technological safety 
given by the area of limit deformations. 

 
Fig. 9. B-pillar drawn from the TWB with highlighted strained areas 

 
Fig. 10. Forming Limit Diagram - FLD with a color legend  
              for the B-pillar drawn from the TWB  

2.1. Simulation of the crash tests of the drawn parts  

Analysis objective was to observe the strain properties of the 
B-pillar reinforcement drawn from the simple blank during crash 
test (side crash test of the automobile). Simulation software Dyna-
form (Slota et al., 2014), enabling this type of analysis, was used 
for definition of the position of B-pillar reinforcement with the 
frame on the boundary, marked with red colour in Fig. 11 and 12. 
Model motion rate of the deformation part with 200 mm diameter 
was 27 km/h in the both variants. We have been observing the 
sizes of the reaction forces in frame areas. The size of the maxi-
mal reaction force in analysis of the drawn part from HCT600 
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simple blank was 𝐹𝑅  = 62.77kN. The size of the maximal reaction 
force in analysis of the drawn part from TWB consisting of steels 
HCT980X and HCT600 was FR = 61.485kN. The time depended 
diagrams and sizes of the simulated crash tests in the same 
conditions (rate and size of the deformation part) were almost the 
same, the drawn parts has comparable properties (Fig.13 and 14).  

 
Fig. 11. Time evolution of the simulated crash of the deformation part  
              towards drawn part from the simple blank  

 
Fig. 12.  Time evolution of the simulated crash of the deformation part  

 
Fig.13.  Diagram of the reaction forces on the drawn part caused  
              by the deformation part in simulated crash – simple blank 

 
Fig.14.  Diagram of the reaction forces on the drawn part caused  
               by the deformation part in simulated crash – tailor welded blank 

Tab. 5. The measured values of reaction forces in different time intervals  
             with their differences 

 

The sizes of the reaction forces in the same time period 
and their differences for the both blank types are in Tab. 5. 
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The analysis of the simple blank and TWB formability using 
deep-drawing simulation software Dynaform on the basis of the 
optimisation of blank shape, blankholder force and blankholder 
force-displacement curve shows the possibility of the manufactur-
ing of the chosen drawn part also with the material with higher 
stress and lower ductile properties in the critical area. During the 
manufacturing of the part by deep drawing process, we observed 
the local thickness reduction without any crack creation due to the 
sheet thickness change from 1.2 to 1mm. 

Simulated crash test shew almost the same properties of the 
drawn parts from the simple blank and TWB, due to the usage 
of HCT 980X material in TWB in the area with the biggest bending 
moment. The sizes of the reaction forces in simulated frames 
of the drawn parts reached minimal differences for both variants. 
However, the sheet thickness change of the TWB from 1.2 
to 1mm enabled significant weight reduction of the chosen drawn 
part by 20%.  

The experiment confirmed the utilisation possibilities of mod-
ern materials and TWBs with the aim of weight reduction of steel 
car bodyworks.  
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Abstract: The objective of this paper is to discuss some of the issues associated with environmental load on the three-link serial manipula-
tor caused by underwater current. We have conducted CFD simulations to investigate hydrodynamic effects induced by changing current 
direction and changing with time current speed in order to better understand the physics of the problem. The results are presented in terms 
of moments of hydrodynamic forces plotted against relative position of the current and the robotic arm. Time history of hydrodynamic loads 
according to periodically changing current speed is presented and discussed. 

Key words: Underwater Manipulator, CFD, Current Disturbances 

1. INTRODUCTION 

Underwater manipulators constitute subsystems of remotely 
operated vehicles (ROVs) or autonomous underwater vehicles 
(AUVs), making the jobs of exploration, construction, inspection, 
and recovery possible. Manipulators enable the robots to replicate 
the function of human arm in carrying out operations such as 
picking up objects from the bed, placing and joining assembly 
parts, drilling, cutting, however, the overall performance of under-
water manipulation is greatly affected by interaction with the water 
environment, particularly in position/motion control of the end-
effector with respect to the given target position.  

Land-based manipulators operate in the air, which is much 
lighter than a solid body, and consequently, their models of dy-
namics, usually, do not include environmental contributions, as 
though they move in vacuum, not meeting any resistance at all. 
In underwater applications the impact of the environment cannot 
be neglected, and in consequence, quantifying of hydrodynamic 
loads is necessary, especially,  in determining controllability of the 
system. Moreover, the underwater robotic arms have to be de-
signed to withstand the hydrodynamic forces exerted by the sur-
rounding fluid. 

Underwater manipulators consist of rigid links connected 
in series by pin joints. The joint torques for generating the motion 
of the links have to overcome the weight and payload along with 
the hydrodynamic load induced by relative motion of the arm and 
the fluid. A moving  solid body immersed in flowing water is sub-
jected to the pressure and shear stress distributions resulting from 
their relative motion. In the equations of motion of the multibody 
system this hydrodynamic load is usually decoupled into inde-
pendently computed inertia, friction damping and lift contributions, 
although these phenomena are strongly coupled according to 
basic continuum mechanics principles. 

Currents represent important ambient flow conditions 
in a changeable and uncertain aquatic environment. Ocean cur-

rents are caused by tidal movements, wind, heat exchange, the 
salinity differences, and the Coriolis force due to the rotation of the 
Earth. Furthermore, the refresh of water in structured environment 
may be strong enough to induce additional hydrodynamic loads 
on the underwater system. Usually the current effect on the un-
derwater manipulator is modeled (if at all) in a simplified way as 
a constant disturbance by assuming the current to be irrotational 
and unchanged (Fossen, 1994; Antonelli, 2006). Real ocean 
currents are often multi-directional and irregular, spatially and time 
variable. 

 
Fig. 1. Coordinate frame arrangement of the robotic arm  
           (external and local reference frames) 

In this paper some aspects of hydrodynamic load on the un-
derwater robotic arm caused by current of water  are  considered 
and analyzed by using the CFD modeling tools in order to get 
more insight to the physics of the problem. The power of CFD 

mailto:w.kolodziejczyk@pb.edu.pl
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simulations enabled us to observe the effects of disturbances 
such as changes in the direction of the current velocity and its 
magnitude on the moments experienced by the manipulator joints.  

This paper is organized as follows. The second section is de-
voted to the modeling of water environmental impact on the ma-
nipulator considered as a lumped mechanical system. In the third 
section the continuum mechanics approach and CFD modeling 
of water flow around the robotic arm is described. The next sec-
tion provides results of calculations and discussion, and the last 
section – conclusions. 

2. MECHANICAL ASPECTS 

The main purpose to model a robot manipulator is to compute 
the forces and torques  required to drive the joints given the re-
quested end-effector position. The other purpose is to simulate 
the motion of the robotic arm in order to define control strategies. 
The hydrodynamic effects have to be assessed in advance 
to reproduce in a proper way the dynamical behavior of the robotic 
arm, otherwise the control may be significantly deteriorated.  
Recently, it is increasingly performed in specialized virtual proto-
typing environments, utilizing lumped approximations to hydrody-
namic forces. Some of these environments were described 
in Wang (2012). 

 
Fig. 2. Manipulator, computational domain, types of boundary conditions  
            and velocity profile at the inlet to the domain 

The robotic arm considered in this study is a serial manipula-
tor (Fig. 1). It is composed of three links with diameters of 8.4 cm. 
The lowest link is 0.43 m long, the middle one – 0.45m, and the 
upper link has the cylindrical part of the length of 0.4m. The con-
figuration of the arm was kept unchanged at the position of the 

third upper  link  inclined  at an angle 3 = 135 with respect to 
the middle vertical link (Fig. 1). 

Industrial or, more generally, land-based manipulators operate 
in the air, and consequently their equations of motion do not have 
to include environmental contributions. Hydrodynamics matters 
in underwater applications. In the lumped modeling of the dynam-
ics of the rigid body in water environment the additional inertia 
resistance due to the accelerated fluid  is taken into account 
through the concept of added mass and added moments of iner-
tia, depending on the shape of the body and its ability to carry 
along the fluid (Fossen, 1994; Antonelli, 2006). 

The lumped model of dynamics of an underwater manipulator, 
considered as a rigid multibody system consists of equations 
of motion derived by using law of conservation of momentum. 
In case of underwater applications it is usually written in the fol-
lowing form (Antonelli, 2006; Herman, 2009; Pazmino et al., 
2011):  

 𝑀v̇ + 𝐶(v) v +  𝐷(v) v +  𝑔(v)  =  v ,                                   (1) 

where: v – is the velocity vector. The symbols: 

𝑀 = 𝑀𝑚 + 𝑀𝑎  ,          𝐶(v) = 𝐶𝑚(v) + 𝐶𝑎(v)                            (2) 

denote as follows: 𝑀𝑚 and 𝐶𝑚(v)  are the rigid body mass matrix, 
and the Coriolis/centripetal matrix, respectively, whilst Ma denotes 
the added mass matrix and Ca(v) - the added Coriolis/centripetal 
matrix. 𝐷(v)  stands for the drag matrix, g(v)  – is the resultant 

vector of gravity and buoyancy; v – is the resultant input vector 
of forces and moments influencing the manipulator. 

A number of works have been conducted in order to model 
underwater manipulator dynamics. Richard and Levesque (1996) 
developed the dynamic model of subsea manipulator for a non-
deterministic fluid environment in order to deal with stochastic 
buoyancy effects for partially immersed arm. McLain and Rock 
(1998) and Leabourne and Rock (1998) have estimated added 
mass and drag contributions using and developing potential flow 
theory and experimental tests. Vossoughi et al. (2004) investigat-
ed the dynamics of underwater robotic arm incorporating results 
obtained by McLain and Rock (1998) for modeling hydrodynamic 
effects in order to design velocity control system. Santhakumar 
and Kim (2012) developed indirect adaptive control system for 
Underwater Vehicle Manipulator System (UVMS) in order to com-
pensate disturbances caused, inter alia, by currents. 

The added terms are computed as the extra forces  and mo-
ments, needed to accelerate the fluid, divided by the accelerations 
– linear or angular, respectively. They are usually expressed 
in terms of hydrodynamic coefficients.  

The part of hydrodynamic force on the body, dependent 
on the relative velocity is usually decomposed into an in-line force, 
called the drag force, and a transverse force – the lift force. They 
are expressed in terms of hydrodynamic coefficients as well. Drag 
coefficients depending on the shape and configuration of the 
manipulator, and the type of the flow characterized by Reynolds 
number, are computed as a superposition of a constant part rep-
resenting laminar flow and a velocity-depending part accounting 
for turbulent effects. 

 

Fig. 3. The relative positions of the robotic arm and current velocity V⃗⃗  

The hydrodynamic added inertia and drag coefficients are 
commonly computed from the strip theory coming from potential 
flow background for 2D inviscid flows, and extended semi-
empirically to three dimensions (McLain and Rock, 1998). In this 
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approach, the solid body is divided into multiple narrow slices, 
which can be considered as airfoils. Viscous effect of the fluid has 
to be incorporated into a model via additional drag and lift coeffi-
cients.  

Water currents are usually assumed to be irrotational and 
constant and their effects are modeled as  constant disturbances 
included into added inertia, added Coriolis/centripetal and damp-
ing terms of the model (Fossen, 1994; Antonelli, 2006). 

The equations of motion are highly nonlinear due to hydrody-
namic forces (Fossen, 1994). They contain uncertainties associ-
ated with hydrodynamic coefficients, estimated only approximately 
from simplified theories, experimental studies and empirical rela-
tions.  

3. HYDRODYNAMIC MODELING  

In the lumped approach, presented in the previous section, 
the hydrodynamic effect on the body completely immersed 
in water is decomposed into forces and moments depending 
on acceleration and velocity in relative motion between water and 
manipulator, which results in added inertia, added Corio-
lis/centripetal and damping contributions, taken into considera-
tions independently, although in real flows these flow phenomena 
are strongly coupled, according to the fundamental conservation 
laws of continuum mechanics. In continuum mechanics approach 
all hydrodynamic forces and moments acting on the submerged 
manipulator are the result of pressure and shear stress distribu-
tions around the body, occurring in the flow. 

Furthermore, in solid body mechanics the effect of the under-
water current on the submerged body is commonly considered as 
being constant and irrotational, but real flow even far away from 
boundary layer on the body is always rotational and turbulent. 
This is another premise to employ the continuum mechanics 
approach and numerical simulations in the present considerations. 

Tab. 1. Grid independence study 

Sl. No. 

i 

Number  

of cells 

N 

Torques [N m] Grid independence factor 

1 2 3 1 2 3 

1 2 369 004 -3.56 5.31 -9.88 0.177 0.341 0.182 

2 4 242 883 -4.92 4.54 -11.15 0.139 0.148 0.077 

3 7 986 142 -4.44 4.05 -12.50 0.027 0.025 0.023 

4 9 747 773 -4.32 3.96 -12.09    

 
a) b) c) 

   
Fig. 4. Details of computational grid near and on the surface  
            of the manipulator 

In this research emphasis was placed on the calculations 
of moments of hydrodynamic forces exerted by the current 
of water about  three z axis in local reference frames assigned to 

the arm links, as they are shown in Fig. 1. Going from top to bot-
tom, the moment 3 was calculated taking into account pressure 
and shear stress distributions along the surface of upper link 
about 𝑧3 axis. The moment 2 includes hydrodynamic effects 
(due to pressure and shear stresses) on the two upper links with 
respect to 𝑧2 axis and the moment 1 – describes the action 
of water on the whole manipulator about 𝑧1 axis. They can be 
considered as joint torques experienced by the manipulator 
placed into the current of water and which have to be compen-
sated by motors in order to maintain the positions of the links. 

Incompressible fluid flow surrounding the robotic arm, when 
temperature effect is neglected,  is governed by the set of continu-
ity equation and Navier-Stokes equation of motion.  

For 3D problems, the governing equations can be described 
as: 

 the continuity equation: 

∇ ∙ 𝑉⃗ = 0;                                                                                    (3) 

 the Navier-Stokes equation of motion: 

𝜕𝑉⃗⃗ 

𝜕𝑡
+ (𝑉⃗ ∙ ∇)𝑉⃗ =  − 

1

𝜌
 ∇𝑝 + 

𝜇

𝜌
 ∇2𝑉⃗ + 𝑓,                                    (4)  

where: 𝑉⃗ =  [𝑉𝑥 , 𝑉𝑦 , 𝑉𝑧] is the velocity vector,  is  the density 

of fluid, 𝑝 is the pressure,  – the viscosity, 𝑓 – the body force 

(in this case – apparent weight) per unit mass, and ∇ is the vector 
differential operator (gradient).  

The present considerations were bounded to the computa-
tional domain in the shape of a box of 8m long, 3m wide and 2.5m 
tall, depicted in Fig. 2. The manipulator was attached to the  solid 
base in the middle of the width of the base at a distance of 2.5m 
from free current inlet, as it is shown in Fig. 2. The other sides 
of computational domain were in contact with surrounding flowing 
water with the assumption that the backflow into the domain was 
allowed and computed using the direction of the flow in the cell 
layer adjacent to these sides (pressure outlet boundary condi-
tions).  

Gulf Stream, Kuroshio, Agulhas, Brazil, and East Australian 
Currents flow at speeds up to 2.5 m/s. It was decided to limit the 
velocity to 1.5 m/s at most. This was the maximum current speed 
far away from the base in free stream of water. Reynolds number 
computed with respect to the links diameters and the maximum 
current speed was equal to 126 000. The 1/7th power law was 
used to specify turbulent velocity profile near the solid base at the 
inlet to the domain (see Fig. 2). 

The considerations were carried out for two cases investigat-
ing two different current disturbances. The first one  concerned 
the change in the direction of the current with respect to the posi-
tion of the robotic arm. The second one examined the properties 
of the flow, when the speed of the current changes in time. The 
investigations of the current direction effect on the load on the 
manipulator were performed as steady-state, whilst the second 
ones, dealing with the time dependence of the current speed, 
were considered as transient problem. The change in the direction 
of the current with respect to the fixed robotic arm was modeled 
as the change in position of the arm (its rotation about vertical 
axis) to the unchanged current direction, because it was the easi-
est way to maintain the shape of the computational domain un-
changed. The relative positions of the robotic arm and the direc-
tion of the current are indicated in Fig. 3 as the angles of rotation 

1 about vertical axis with respect to the initial position, when the 
third upper link is inclined  exactly towards the current (1 = 0). 
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Tab. 2. Resolving moments into components due to  viscosity v   and pressure 𝑝 

 1 0 45 90 135 180 225 270 315 

 v  -0.0497 0.0996 0.1724 0.1833 0.0483 -0.0877 -0.1379 -0.1854 

1 
[Nm] 

p  -4.2703 0.5536 4.2854 5.5586 1.0702 -3.0283 -5.4013 -5.4408 

 v 𝑝⁄  0.012 0.179 0.040 0.033 0.045 0.029 -0.026 0.034 

 v  0.407 0.2793 0.00276 -0.3426 -0.4648 -0.3354 0.0229 0.3255 

2 
[Nm] 

p  3.548 3.3682 -0.4384 -6.0219 -8.8238 -7.4930 -0.0560 3.4445 

 v 𝑝⁄  0.115 0.083 -0.006 0.057 0.053 0.045 -0.409 0.094 

 v  -0.215 -0.1721 -0.00012 0.1555 0.1849 0.1511 0.0038 -0.1492 

3 
[Nm] 

p  -11.872 -10.2525 0.04047 4.2664 5.1017 3.7452 -0.1965 -7.6076 

 v 𝑝⁄  0.018 0.017 -0.003 0.036 0.036 0.040 -0.019 0.019 

  
  

      

The ANSYS CFD (ANSYS, Canonsburg, PA) software was 
used to conduct simulations. For the computational domain with 
different manipulator positions to the current the set of eight 
meshes of approx. 9 500 00 ÷ 10 500 000 elements were gener-
ated using cut-cell method. Simulations were executed in Parallel 
Fluent 16.0 (which implements the finite volume method) with 
twelve  parallel processes utilizing a second order spatial pressure 
discretization and second order upwind discretization schemes for 
momentum equations and for the model of turbulence. In steady-
state simulations  the SIMPLE algorithm (Semi-Implicit Method for 
Pressure Linked Equations) was used as the method of solution, 
whilst in transient simulation – the PISO (Pressure Implicit with 
Splitting of Operators) scheme was applied with second order 
implicit transient formulation  and 20 iterations per time step equal 
to 0.01s. 

Grid independence analysis was carried out for steady-state 
flow and initial arm position, i.e. for the rotation angle 1 = 0, 
comparing resulting torques 1, 2, 3, obtained for meshes 
of different resolutions, as it is shown in Tab. 1. Grid independ-
ence factor was defined as 

𝑗 = |
𝑗(𝑖)− 𝑗 (4)

𝑗(4)
|,                                                                        (5) 

where: 𝑗 is an indicator of the torque (1, 2 or 3), 𝑖 – stands for 
a serial number of the mesh (Tab. 1), 𝑗(4) is the “𝑗” torque 

computed for the reference grid No. 4 of maximum number 
of cells. As one can see in Tab. 1, grid independence factor con-
stantly decreases with increasing number of cells and for two 
finest meshes of cell numbers 7 986 142 and 9 747 773, the 
relative differences of the torques were less than 3%. In order to 
better capture the flow structures, the finest mesh (No. 4) was 
chosen and, consequently, the number of cells for all computa-
tional cases  was kept in the range of  950000÷10500000. Fig. 4 
depicts some details of the computational grid near and on the 
surface of the manipulator. 

4. RESULTS AND DISCUSSION  

A number of steady-state numerical simulations were con-
ducted under a series of various environmental disturbances 
caused by different current directions. The influence of changing 
with time current speed has been studied utilizing transient simu-

lations for the initial position of the arm (1 = 0). The effects of 
these environmental disturbances on hydrodynamic load on the 
robotic arm are analyzed in the following subsections. 

4.1. The effect of current direction change   

Several numerical calculations were carried out for eight dif-
ferent relative positions of the arm and the current direction indi-

cated by the angle 1 (0, 45, 90, 135, 180, 225, 270, 

315). The angle 1 is measured from the x0 axis directed oppo-
site the flow as it is depicted in Fig. 1. The results are gathered 
and presented in Fig. 5 in terms of hydrodynamic torques 1, 2, 
3 plotted against the angle 1. All the moments were calculated 
in local reference frames shown in Fig. 1.   

 
Fig. 5. Hydrodynamic torques vs. the angle 1 

The torque 1 of the whole manipulator around vertical z1 axis 

vanishes changing its direction at 1 = 38 and 190 mainly due 
to dissymmetry of the arm. It is a common practice for underwater 
vehicles and manipulator systems (UVMS) to align them with the 
current in order to minimize the drag forces, but in our case the 

torque 1 at the position aligned with the flow (1 = 0) was only 
a little less than maximum absolute value achieved. Taking into 
account, that drag forces are usually estimated only approximate-
ly, neglecting some geometric details of the system disturbing the 
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symmetry of the structure, one has to be aware of inaccuracies 
induced by this practice. Even that dissymmetry of the structure, 
as we have in the case of our manipulator located at the initial 
position, can cause unanticipated increase of the joint torque 
required to maintain the position of the arm.  

 The maximum magnitude of 1 was obtained for 1 = 135 

and between 270÷315. It is worth mentioning, that 1 takes 

unexpectedly different values at corresponding positions with 

respect to the current, e.g. at 1 equal to  135 and 225 or 45 

and 315. The behavior of 2 and 3 is more predictable and 

intuitive. They are equal to zero for 1 = 90 and 270.Their plots 

are almost symmetrical with respect to 1 = 180 and they take 
approximately the same values for corresponding positions.  

 
Fig. 6. Time history of joint torques 1, 2, 3 

Moments of hydrodynamic forces appear mainly due to the 
pressure distribution around the links. Tab. 2 shows moments 1, 
2, 3broken into components v and p,  generated due to shear 

and pressure forces, respectively. Maximum magnitude of viscous 
v equal to about 0.5 Nm acted on the two upper links with re-
spect to 𝑧2 axis (Fig. 1) at position of the arm indicated by 

1 = 180 (Fig. 3), but in most cases they were less than 0.1 Nm 
and made significant fraction of pressure induced moments 
(𝑣 𝑝⁄ ) only when the pressure component notably decreases 

due to flow conditions (for example 1 at the position indicated by 

1 = 45). 

4.2. The effect of changing with time current speed 

The effect of current speed was examined applying transient 
CFD simulation for time dependent inlet velocity to the domain. At 
the inlet to the computational domain turbulent velocity profile has 
been changing with time according to the saw function shown at 
the top of Fig. 6. For the sake of clarity only a part of time history 
of joint torques 1, 2, 3 is displayed, although simulation was 
performed  over time duration of 17s and above, starting from 
initial conditions obtained from steady-state calculations for arm 
initial position denoted in Fig. 3 as 1  = 0. The free stream speed 
has been changing linearly from zero to 1.5m/s there and back 
again with two different periods of change. In the first interval 
(below 11.7s) the period of speed change was equal to 3.33s, and 
after that it has been reduced to 1.0s. 

As one can see from plots in Fig. 6, the torques 1, 2, 3 fol-
low the changes of inlet velocity. It is especially clearly seen for 
the first time interval (below 11.7s), when speed frequency was 

fairly  low.  After  reducing  the time period to 1.0s, the behavior of 
the plots is not so obvious, but it can be observed, that the magni-
tudes of torques are increasing with increasing velocity and, in 
most cases, decreasing with decreasing speed, but changes 
become more irregular and violent. Velocity distributions depicted 
in Fig. 7 for time instances 14.2s and 14.7s, that is, when current 
speed sharply starts dropping or rising, respectively, show how 
agitated becomes the flow after increasing the frequency of inlet 
velocity changes (upstream the manipulator)  compared with that 
of lower frequency (downstream the arm). 

a) 

 

b) 

 
Fig. 7. Velocity distributions in the midplane of the domain of solution:  
            a) 𝑡 = 14.2s; b) 𝑡 = 14.7s 
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In the second interval (beyond 11.7s), when the time period 
was very short (1.0s), sharp and sudden changes of torques 
magnitudes can be observed for sharp changes of speed, e.g. 
in 𝑡 =14.2s and 14.7s. For lower frequency at an earlier time 
(below 11.7s), such phenomena were not discovered.  The hydro-
dynamic loads expressed in terms of joint torques changed grad-
ually with speed changes, much smoother than for higher speed 
frequency.  

 a) b) 

   
 c) d) 

   
 e) f) 

 
  

 

Fig. 8. Pressure (gauge pressure) distributions on the robotic arm  
            and in the midplane of the domain in selected time points: 
           a) 𝑡 = 10.0s; b) 𝑡 = 10.1s; c) 𝑡 = 14.2s; d) 𝑡 = 14.3s; e) 𝑡 = 14.7s;  
            f) 𝑡 = 14.8s 

The explanation to that flow behavior comes from pressure 
distribution analysis carried out on the basis of plots shown 
in Fig. 8.  Suffice it to compare the pressure distributions on and 
in the vicinity of the manipulator, drawn for two subsequent time 
points, when the speed starts dropping for higher and lower fre-
quency. For example, the pressure maps presented  in Fig. 8c) 
and 8d), drawn for time 𝑡 = 14.2s and 𝑡 = 14.3s, respectively, 
reveal much more intense changes in pressure than in corre-
sponding situation for lower frequency (compare Fig. 8a and 
8b).The same conditions, but in opposite direction of pressure 
change, are when current speed starts rising, e.g. from the time 
point 𝑡 = 14.7s to 𝑡 = 14.8s, for which pressure distributions are 
presented in Fig. 8e) and 8f), respectively. More intense pressure 
changes caused by greater acceleration of water for higher fre-
quency induce sharp and sudden changes in joint torques depict-

ed in Fig. 7. The fast variations in velocity always cause great 
variations in pressure in the surroundings, which cannot be re-
duced by the viscous damping of water. This type of flow behavior 
may happen due to sudden changes in flow velocity during, for 
example, the gate opening or closing in structured underwater 
environment. 

It should be added at the end of this section, that in the kind of 
time dependent flow presented in this paper, periodically decreas-
ing velocity causes the great reduction of the magnitude of hydro-
dynamic moments experienced by the manipulator. For example, 
the greatest magnitude of 1 exceeds 12 Nm in steady flow, whilst 
in time dependent flow it takes the values not more than 8 Nm. 

The results obtained for changing current direction are more 
general than those for changing current speed. The latter ones 
depend strongly on the geometry of the computational domain, 
and especially on the distance of the manipulator from the source 
of disturbances (inlet), however they may serve as an example 
showing qualitatively the impact of such changeable environmen-
tal conditions as current speed. 

5. CONCLUSIONS  

In this paper attention is given to the physics of the problem 
of disturbances influencing underwater robotic arm, caused by 
varying current direction and speed. Realistic predictions of envi-
ronmental loads are needed to identify operational limitations and 
set proper operating ranges while doing a task. Usually they are 
assessed applying simplified theories and experimental studies. 
Compared to experiments, CFD software offers a less expensive 
alternative, and can serve as a useful and very promising tool to 
solve this problem. There are several works carried out in the area 
of CFD modeling of underwater vehicles performed in order to 
predict hydrodynamic load or hydrodynamic coefficients, e.g. 
Zhang et al. (2013), Joung et al. (2014), Bettle et al. (2014), Ku-
mar et al. (2015), Luo and Lyu (2015),  expressing the need for 
the synergy between lumped and continuum mechanics ap-
proaches.  

Although the usage of CFD analysis to the subsea vehicles 
problems grows steadily, there are little works in the literature 
concerning numerical analysis of underwater manipulators, and 
especially we have not found any papers relating to the effects 
of current disturbances on the moments experienced by the ma-
nipulator joints. The present work was prepared with the intention 
to fill the gap in this area and to give a deeper insight into physics 
of the environmental disturbances caused by water current. Nu-
merical simulations, performed by the use of ANSYS Fluent soft-
ware, enabled us to observe the effects of such disturbances as 
changes in the current velocity  direction and its magnitude on the 
moments experienced by the manipulator joints. The investiga-
tions of the current direction effect on the load on the manipulator 
were carried out as steady-state whilst those for the time depend-
ent current speed, were considered as transient problem.  

As a result of investigations the joint moments of hydrodynam-
ic forces were plotted as a function of relative angle between the 
manipulator and the current and analyzed, showing that even 
small dissymmetry of the structure can cause unanticipated in-
crease of the joint torque required to maintain the position of the 
arm. The time history of joint torques due to periodically varying 
with time current speed reveals that load variations follow gradual-
ly the variation of current speed for lower speed frequency, but 
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when the period of change becomes short enough, the hydrody-
namic load may change very sharply and violently due to the 
sudden pressure variations  associated with changes of velocity 
field. These flow phenomena, which may strongly affect the un-
derwater manipulators control, can be predicted quantitatively 
through appropriate experiments, still - CFD analysis may be 
considered as a useful and less expensive research tool in this 
regard. The present study is just a first step in modeling of hydro-
dynamic load on the underwater arm. The next step will focus on 
the problem of making the manipulator move through the applica-
tion of dynamic meshes.  
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Abstract: In the paper the influence of both bearing surfaces roughness and porosity of one bearing surface on the pressure distribution 
and load-carrying capacity of a thrust bearing surfaces is discussed. The equations of motion of a pseudo-plastic fluid of Rotem-Shinnar, 
are used to derive the Reynolds equation. After general considerations on the flow in a bearing clearance and in a porous layer using 
the Morgan-Cameron approximation and Christensen theory of hydrodynamic lubrication the modified Reynolds equation is obtained. 
The analytical solutions of this equation for the cases of squeeze film bearing and externally pressurized bearing are presented. As a result 
one obtains the formulae expressing pressure distribution and load-carrying capacity. Thrust radial bearing with squeezed film is consid-
ered as a numerical example. 

Key words: Pseudo-Plastic Fluid, Rotem-Shinnar Model, Thrust Bearing, Porous Layer, Christensen Roughness 

1. INTRODUCTION 

Viscosity of lubricating oils decreases with an increase 
of temperature. This viscosity increases with the additives concen-
tration and it is relatively independent on temperature and usually 
exhibits a non-linear relation between the shear stress and the 
rate of shear in shear flow. There is no generally acceptable 
theory taking into account the flow behavior of non-Newtonian 
lubricants. Studies have been done on fluid film lubrication em-
ploying several models such as micropolar (see e.g.: Walicka, 
1994), couple-stress (Walicki and Walicka, 1998), mixture (Khon-
sari and Dai, 1992), viscoplastic (Lipscomb and Denn, 1984; 
Dorier and Tichy, 1992), pseudo-plastic (Wada and Hayashi, 
1971; Swamy et al., 1975; Rajalingam et al., 1978). Naturally, this 
list is not complete and given only to present possibility of mathe-
matical modeling. More complete list may be found in (Walicka, 
2002; Walicki, 2005). 

In recent years, a considerable amount of tribology research 
has been devoted to the study of the effect of surface roughness 
or geometric imperfections on hydrodynamic lubrication because 
the bearings surfaces, in practice, are all rough and the height 
of the roughness asperities may have the same order as the 
mean bearing clearance. Under these conditions, the surface 
roughness affects the bearing performance considerably. 

The work in this area has mainly been confined to impermea-
ble surfaces. The well-established stochastic theory of hydrody-
namic lubrication of rough surfaces developed by Christensen 
(1970) formed the basis of this paper. In a series of works (Bu-
jurke et al., 2007; Lin, 2000; 2001; Prakash and Tiwari, 1985; 
Walicka 2009; 2012; Walicka and Walicki, 2002a; 2002b) the 
model was applied to the study of the surface roughness of vari-
ous geometrical configurations. 

Porous bearings have been widely used in industry for a long 
time. Basing on the Darcy model, Morgan and Cameron (1957) 

first presented theoretical research on these bearings. To get 
a better insight into the effect of surface roughness in porous 
bearings, Prakash and Tiwari (1984) developed a stochastic 
theory of hydrodynamic lubrication of rough surfaces proposed by 
Christensen (1970). 

The modified Reynolds equation (Gurujan and Prakash, 1999) 
applicable to two types of directional roughness structure were 
used by Walicka and Walicki (2002a; 2002b) to find bearing pa-
rameters for the squeeze film between two curvilinear surface. 

In this paper the Rotem-Shinnar fluid model is used to de-
scribe the pseudo-plastic behaviour of a lubricant. The modified 
Reynolds equation is derived and its solution for the curvilinear 
thrust bearing is presented. The analysis is based on the assump-
tion that the porous matrix consists of a system of capillaries 
of very small radii which allows a generalization of the Darcy law 
and use of the Morgan-Cameron approximation for the flow in 
a porous layer. According to Christensen’s stochastic model 
(1970), different forms of Reynolds equations are derived to take 
account of various types of surface roughness. Analytical solu-
tions for the film pressure are presented for the longitudinal and 
circumferential roughness patterns. 

2. DERIVATION OF THE REYNOLDS EQUATION  
FOR A ROTEM-SHINNAR FLUID 

It may be assumed that lubricating oils, with a viscosity index 
improver added, exhibit the same characteristics as pseudo-
plastic fluids. Rotem and Shinnar (1961) proposed a method for 
expressing empirically the relation between the stress and the 
shear rate as 

𝑑𝛾

𝑑𝑡
=

𝜏

𝜇
(1 + ∑ 𝑘𝑖𝜏

2𝑖𝑛
𝑖=−1 ). (1) 

mailto:E.Walicki@ijame.uz.zgora.pl


DOI 10.1515/ama-2016-0009              acta mechanica et automatica, vol.10 no.1 (2016) 

51 

Retaining only the first order term (𝑖 = 1) the above equation 
reduces to 

𝜇
𝑑𝛾

𝑑𝑡
= 𝜏 + 𝑘𝜏3. (2) 

Typical flow curves are shown in Fig.1. Since 𝜇 is the tangent 
at the original point of the flow curves, shown in Fig.1, 𝜇 is the 
initial viscosity. If the values of 𝜇 do not vary, the non-linearity of 
the flow curve increases with the value of 𝑘, which means the 
coefficient of pseudo-plasticity. In pseudo-plastic fluids 𝑘 ≠ 0 and 
in Newtonian fluids 𝑘 = 0. 

Therefore, in Newtonian fluids, the initial viscosity becomes 
the viscosity given by Newton’s law. 

The three-dimensional notation of Eq.(2) may be expressed 
as (Walicka, 2002) 

𝜇𝑨1 = 𝜦(1 + 𝑘𝛬2)      where       𝛬 = [
1

2
𝑡𝑟(𝜦2)]

1

2
          (3) 

is the magnitude of the second-order shear stress tensor 𝜦, but 
𝑨1 is the first Rivlin-Ericksen kinematic tensor. 

 

Fig. 1. Flows curves of a Rotem-Shinnar fluid of the first order (𝑖 = 1);  
           symbol NF means a Newtonian fluid 

Let us consider a thrust bearing with a curvilinear profile of the 
working surfaces shown in Fig.2. The upper bound of a porous 
layer is described by the function 𝑅(𝑥) which denotes the radius 
of this bound. The nominal bearing clearance thickness is given 
by the function ℎ(𝑥, 𝑡), while the porous layer thickness is given 
by 𝐻𝑝 = 𝑐𝑜𝑛𝑠𝑡. 

The expression for the film thickness is considered to be 
made up of two parts. 

𝐻 = ℎ(𝑥, 𝑡) + ℎ𝑠(𝑥, ϑ, 𝜉), (4) 

where: ℎ(𝑥, 𝑡) represents the nominal smooth part of the film 

geometry, while ℎ𝑠 = 𝛿𝑟 + 𝛿𝑠 denotes the random part resulting 

from the surface roughness asperities measured from the nominal 
level, 𝜉 describes a random variable which characterizes the 
definite roughness arrangement. An intrinsic curvilinear 
orthogonal coordinate system 𝑥, 𝜗, 𝑦 linked with the upper 
surface of a porous layer is also presented in Fig.2. 

Taking into account the considerations of the works (Walicka, 
2002; Walicki, 2005) one may present the equation of continuity 
and the equations of motion of a Rotem-Shinnar fluid for axial 
symmetry in the form 

1

𝑅

∂(𝑅𝜐𝑥)

∂𝑥
+

∂𝜐𝑦

∂𝑦
= 0,            (5) 

∂Λ𝑥𝑦

∂𝑦
=

∂𝑝

∂𝑥
,            

∂𝑝

∂𝑦
= 0.            (6) 

a) 

 

b) 

 

Fig. 2. Geometry of a curvilinear thrust bearing; (a) squeeze film bearing, 
(b) externally pressurized bearing 

The constitutive equation (3) takes the form: 

𝜇
∂𝜐𝑥

∂𝑦
= Λ𝑥𝑦 + 𝑘Λ𝑥𝑦

3 . (7) 

The problem statement is complete after specification 
of boundary conditions. These conditions for velocity component 
are stated as follows: 

𝜐𝑥(𝑥, 0, 𝑡) = 0,      𝜐𝑥(𝑥, 𝐻, 𝑡) = 0,             (8) 

𝜐𝑦(𝑥, 0, 𝑡) = 𝑉𝐻 ,      𝜐𝑦(𝑥, 𝐻, 𝑡) =
∂𝐻

∂𝑡
= 𝐻̇. (9) 

Solving the equations of motion (5), (6) and the constitutive 
taking into account equation (7) one obtains the Reynolds equa-
tion [detailed solution may be found in works (Walicka, 2002; 
Walicki, 2005)] 

1

𝑅

∂

∂𝑥
𝑅𝐻3 [

∂𝑝

∂𝑥
+

3

20
𝑘𝐻2 (

∂𝑝

∂𝑥
)

3

] = 12𝜇 (
∂𝐻

∂𝑡
− 𝑉𝐻) (10) 

for a lubricating pseudo-plastic fluid of Rotem-Shinnar. If 𝑘 = 0, 
the above equation is identical to the Reynolds equation for New-
tonian lubricant (Walicki, 1977). 

3. MODIFIED REYNOLDS EQUATION FOR A BEARING  
WITH A POROUS PAD 

To solve Eq.(10) let us study the flow of a Rotem-Shinnar fluid 
in the porous layer. Assume that this layer consists a system of 
capillaries with an average radius rc and porosity 𝜙𝑝. Let the 

porous layer be homogeneous and isotropic and let the flow within 
the layer satisfy the modified Darcy’s law. Thus one has (Walicki, 
2005): 
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𝜐̅𝑥 =
Φ𝑝

𝜇
(−

∂𝑝̅

∂𝑥
) +

Φ𝑝

𝜇

𝑘𝑟𝑐
2

6
(−

∂𝑝̅

∂𝑥
)

3

,

𝜐̅𝑦 =
Φ𝑝

𝜇
(−

∂𝑝̅

∂𝑦
) +

Φ𝑝

𝜇

𝑘𝑟𝑐
2

6
(−

∂𝑝̅

∂𝑦
)

3

,

 (11) 

where: 𝜐̅𝑥, 𝜐̅𝑦 are velocity components in the porous layer and  

Φ𝑝 =
ϕ𝑝𝑟𝑐

2

8
 (12) 

is a permeability of the porous layer but 𝜙𝑝 is a coefficient 

of porosity. 
Since the cross velocity component 𝜐̅𝑦  must be continuous at 

the porous wall-fluid film interface and must be equal to 𝑉𝐻 , we 
have then – by virtue of Eqs (10) and (11) – the following form of 
the modified Reynolds equation 

1

𝑅

∂

∂𝑥
𝑅𝐻3 [

∂𝑝

∂𝑥
+

3

20
𝑘𝐻2 (

∂𝑝

∂𝑥
)

3

] =

= 12𝜇 [
∂𝐻

∂𝑡
−

Φ𝑝

𝜇
{(−

∂𝑝̅

∂𝑦
) +

𝑘𝑟𝑐
2

6
(−

∂𝑝̅

∂𝑦
)

3

}|
𝑦=0

] .
 (13) 

Using the Morgan-Cameron approximation (Morgan and 
Cameron, 1957) one obtains 

{(−
∂𝑝̅

∂𝑦
) +

𝑘𝑟𝑐
2

6
(−

∂𝑝̅

∂𝑦
)

3

}|
𝑦=0

=

= −
𝐻𝑝

𝑅

∂

∂𝑥
𝑅 {(

∂𝑝

∂𝑥
) +

𝑘𝑟𝑐
2

6
(

∂𝑝

∂𝑥
)

3

} .

             (14) 

When formula (14) is inserted into Eq.(13) the modified Reyn-
olds equation takes the form: 

1

𝑅

∂

∂𝑥
𝑅 [(𝐻3 +

3

2
ϕ

𝑝
𝑟𝑐

2𝐻𝑝)
∂𝑝

∂𝑥
+

+
3𝑘

20
(𝐻5 +

5

3
ϕ

𝑝
𝑟𝑐

4𝐻𝑝) (
∂𝑝

∂𝑥
)

3

]  = 12𝜇
∂𝐻

∂𝑡
.

 (15) 

If the film thickness is regarded as a random quantity, a height 
distribution function must be associated. Many real bearing sur-
faces show a roughness height distribution which is closely 
Gaussian, at least up to three standard deviations. From a practi-
cal point of view, the Gaussian distribution is rather inconvenient 
and therefore a polynomial form of its approximation is chosen. 
Following Christensen (1970; 1971; 1973) such a probability 
density function is 

𝑓(ℎ𝑠) = {
35

32𝑐7
(𝑐2 − ℎ𝑠

2)3 ,     − 𝑐 ≤ ℎ𝑠 ≤ +𝑐

0,                                     elsewhere
            (16) 

where c is the half total range of the random film thickness varia-
ble. The function terminates at 𝑐 = ±3𝜎, where σ is the standard 
deviation. 

Inserting expected values in Eq.(15) we get the general form 
of the stochastic Reynolds equation 

1

𝑅

∂

∂𝑥
(𝐸 {𝑅 [(𝐻3 +

3

2
ϕ

𝑝
𝑟𝑐

2𝐻𝑝)
∂𝑝

∂𝑥
+

+
3𝑘

20
(𝐻5 +

5

3
ϕ

𝑝
𝑟𝑐

4𝐻𝑝) (
∂𝑝

∂𝑥
)

3

]}) = 12𝜇
∂𝐸(𝐻)

∂𝑡
 

 (17) 

where E(⋅) is the expectancy operator defined by 

𝐸(⋅) = ∫ (⋅)𝑓(ℎ𝑠)𝑑ℎ𝑠
+𝑐

−𝑐
. (18) 

The problem is now reduced to devising means of evaluating 
the left-hand side of Eq.(17) subject to the specific model 
of roughness. 

The calculation of the mean film pressure distribution would 
require the evaluation of the expected value of various film thick-
ness functions. 

The forms of the distribution function described by Eq.(18) are 
given in (Walicka, 2012). 

4. SOLUTIONS TO THE MODIFIED REYNOLDS EQUATION 

In the present study two types of roughness structure are 
of interest: the longitudinal (radial) one-dimensional roughness 
pattern, having the form of long narrow ridges and valleys running 
in the 𝑥 direction, and the circumferential (transverse) one-
dimensional roughness pattern, having the form of long narrow 
ridges and valleys running in the 𝜗 direction (Walicka and Walicki, 
2002a; 2002b; Walicka, 2009). 

For the longitudinal one-dimensional roughness 

𝐻 = ℎ(𝑥, 𝑡) + ℎ𝑠(ϑ, 𝜉)  (19) 

the stochastic Reynolds equation is 

1

𝑅

∂

∂𝑥
(𝑅 {[𝐸(𝐻3) +

3

2
ϕ

𝑝
𝑟𝑐

2𝐻𝑝]
∂(𝐸𝑝)

∂𝑥
+

+
3𝑘

20
[𝐸(𝐻5) +

5

3
ϕ

𝑝
𝑟𝑐

4𝐻𝑝] [
∂(𝐸𝑝)

∂𝑥
]

3

}) = 12𝜇
∂𝐸(𝐻)

∂𝑡
 ,

 (20) 

but for the circumferential one-dimensional roughness 

𝐻 = ℎ(𝑥, 𝑡) + ℎ𝑠(𝑥, 𝜉)  (21) 

the stochastic Reynolds equation is 

1

𝑅

∂

∂𝑥
(𝑅 {[

1

𝐸(𝐻−3)
+

3

2
ϕ

𝑝
𝑟𝑐

2𝐻𝑝]
∂(𝐸𝑝)

∂𝑥
+

+
3𝑘

20
[

1

𝐸(𝐻−5)
+

5

3
ϕ

𝑝
𝑟𝑐

4𝐻𝑝] [
∂(𝐸𝑝)

∂𝑥
]

3

}) = 12𝜇
∂𝐸(𝐻)

∂𝑡
 .

 (22) 

Note that it may present both Eqs (20) and (22) in one com-
mon form as follows: 

1

𝑅

∂

∂𝑥
(𝑅 {[𝐻𝑗

(3)
+

3

2
ϕ

𝑝
𝑟𝑐

2𝐻𝑝]
∂(𝐸𝑝)

∂𝑥
+

+
3𝑘

20
[𝐻𝑗

(5)
+

5

3
ϕ

𝑝
𝑟𝑐

4𝐻𝑝] [
∂(𝐸𝑝)

∂𝑥
]

3

}) = 12𝜇
∂𝐸(𝐻)

∂𝑡
 ,

 (23) 

where 

𝐻𝑗

(3)
= {

𝐸(𝐻3)                for            𝑗 = 𝑙,
1

𝐸(𝐻−3)
            for            𝑗 = 𝑐,

   

𝐻𝑗

(5)
= {

𝐸(𝐻5)                for            𝑗 = 𝑙,
1

𝐸(𝐻−5)
            for            𝑗 = 𝑐

  

the case 𝑗 = 𝑙 refers to the longitudinal one-dimensional rough-
ness, but the case 𝑗 = 𝑐 – to the circumferential one-dimensional 
roughness. 

Consider the case of the Rotem-Shinnar fluid of frequent oc-
currence for which the factor 𝑘𝛬𝑥𝑦

2 < 1; the value of this factor 
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indicates that the solutions to the Reynolds equation (23) may be 
searched in a form of the sum: 

𝐸𝑝 = 𝐸𝑝(0) + 𝐸𝑝(1).  (24) 

Assuming that 𝐸𝑝(1) << 𝐸𝑝(0) and substituting Eq.(24) into 
Eq.(23) we arrive at two linearized equations, the first one 

1

𝑅

∂

∂𝑥
{𝑅 [𝐻𝑗

(3)
+

3

2
ϕ

𝑝
𝑟𝑐

2𝐻𝑝]
∂(𝐸𝑝

(0))

∂𝑥
} = 12𝜇

∂𝐸(𝐻)

∂𝑡
 , (25) 

and the second 

1

𝑅

∂

∂𝑥
{𝑅 [𝐻𝑗

(3)
+

3

2
ϕ

𝑝
𝑟𝑐

2𝐻𝑝]
∂(𝐸𝑝

(1))

∂𝑥
} =

= −
3𝑘

20

1

𝑅

∂

∂𝑥
{𝑅 [𝐻𝑗

(5)
+

5

3
ϕ

𝑝
𝑟𝑐

4𝐻𝑝] [
∂(𝐸𝑝

(0))

∂𝑥
]

3

} .

 (26) 

The boundary conditions for pressure are: 

 for squeeze film bearing (
∂𝐻

∂𝑡
≠ 0)  

∂𝐸𝑝
(0)

∂𝑥
|

𝑥=0
= 0,            𝐸𝑝(0)(𝑥𝑜) = 𝑝

𝑜
,            

∂𝐸𝑝
(1)

∂𝑥
|

𝑥=0
= 𝐸𝑝(1)(𝑥𝑜) = 0,

   (27) 

 for externally pressurized bearing (
∂H

∂t
= 0) 

𝐸𝑝(0)(𝑥𝑖) = 𝑝
𝑖
,            𝐸𝑝(0)(𝑥𝑜) = 𝑝

𝑜
,            

𝐸𝑝(1)(𝑥𝑖) = 𝐸𝑝(1)(𝑥𝑜) = 0.
  (28) 

The solutions of Eqs (25) and (26) are given, respectively, 
as follows: 

𝐸𝑝(𝑥, 𝑡) = 𝑝𝑜 − 12𝜇[𝐹𝑜 − 𝐹(𝑥, 𝑡)]  (29) 

and 

𝐸𝑝(𝑥) = −
3𝑘𝐶3

20
𝐺(𝑥) +

[𝐴(𝑥)−𝐴𝑜](𝑝𝑖+
3𝑘𝐶3

20
𝐺𝑖)

𝐴𝑖−𝐴𝑜
−

[𝐴(𝑥)−𝐴𝑖](𝑝𝑜+
3𝑘𝐶3

20
𝐺𝑜)

𝐴𝑖−𝐴𝑜
 , 

(30) 

where: 

𝐼(𝑥, 𝑡) = ∫
∫ 𝑅

∂𝐸(𝐻)

∂𝑡
𝑑𝑥

𝑅[𝐻𝑗
(3)

+
3

2
ϕ𝑝𝑟𝑐

2𝐻𝑝]
𝑑𝑥,  

𝐽(𝑥, 𝑡) = ∫ {
[𝐻𝑗

(5)
+

5

3
ϕ𝑝𝑟𝑐

4𝐻𝑝]

𝑅3[𝐻𝑗
(3)

+
3

2
ϕ𝑝𝑟𝑐

2𝐻𝑝]
4 [∫ 𝑅

∂𝐸(𝐻)

∂𝑡
𝑑𝑥]

3

} 𝑑𝑥,  

𝐹(𝑥, 𝑡) = 𝐼(𝑥, 𝑡) −
108𝑘𝜇2

5
𝐽(𝑥, 𝑡),    𝐹𝑜 = 𝐹(𝑥𝑜, 𝑡); (31) 

𝐴(𝑥) = ∫
𝑑𝑥

𝑅[𝐻𝑗
(3)

+
3

2
ϕ𝑝𝑟𝑐

2𝐻𝑝]
,      𝐴𝑖 = 𝐴(𝑥𝑖), 

𝐴𝑜 = 𝐴(𝑥𝑜),     𝐶 =
𝑝𝑖−𝑝𝑜

𝐴𝑖−𝐴𝑜
, 

𝐺(𝑥) = ∫
[𝐻𝑗

(5)
+

5

3
ϕ𝑝𝑟𝑐

4𝐻𝑝]𝑑𝑥

𝑅3[𝐻𝑗
(3)

+
3

2
ϕ𝑝𝑟𝑐

2𝐻𝑝]
4 ,           

𝐺𝑖 = 𝐺(𝑥𝑖),         𝐺𝑜 = 𝐺(𝑥𝑜). 

The load-carrying capacity is defined by 

𝑁 = 2𝜋 ∫ (𝐸𝑝 − 𝑝𝑜)𝑅cosϕ𝑑𝑥
𝑥𝑜

0
  (31a) 

or 

𝑁 = 𝜋𝑅𝑖
2𝑝𝑖 + 2𝜋 ∫ 𝐸𝑝𝑅cosϕ𝑑𝑥

𝑥𝑜

𝑥𝑖
  (31b) 

the sense of angle 𝜙 arises from Fig. 2. 
The calculation of the mean film pressure distribution would 

require the calculation of the expected value for various film thick-
ness. For the distribution function given by Eq. (17) we have 
(Walicka, 2012): 

𝐸(𝐻) = ℎ,            𝐸(𝐻3) = ℎ3 (1 +
1

3
𝑌2),          

𝐸(𝐻5) = ℎ5 (1 +
10

9
𝑌2 +

5

33
𝑌4) ,

  

𝐸(𝐻−3) =
1

ℎ3
[1 + ∑

105(𝑛+1)𝑌2𝑛

(2𝑛+3)(2𝑛+5)(2𝑛+7)
∞
𝑖=1 ], (32) 

𝐸(𝐻−5) =
1

ℎ5
[1 + ∑

35(𝑛+1)(𝑛+2)𝑌2𝑛

2(2𝑛+5)(2𝑛+7)
∞
𝑛=1 ],          𝑌 =

𝑐

ℎ
. 

5. RADIAL THRUST BEARING WITH SQUEEZED FILM 

The radial thrust bearing with squeezed film of lubricant 
is modelled by two parallel disks (Fig. 3). 

 
Fig. 3. Squeeze film in a radial thrust bearing 

a)

 
b)

 
Fig. 4. Dimensionless pressure distribution in the squeeze film thrust  

            bearing with rough surfaces for 𝐻̃𝑝 = 0.2, 𝐾𝑝 = 0.2,  

            𝜆 = −0.01 and 𝜆 = 0 and 𝜀 = 0.5; (a) longitudinal roughness  
           and (b) circumferential roughness 
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a)

 

b)

 
Fig. 5. Dimensionless pressure distribution in the squeeze film thrust  

            bearing with rough surfaces for 𝐻̃𝑝 = 0.2, 𝐾𝑝 = 0.2, 𝜆 = 0  

            and 𝜆 = 0.01 and 𝜀 = 0.5; (a) longitudinal roughness  
            and (b) circumferential roughness 

a)

 

b)

 
Fig. 6. Load-carrying capacity for the squeeze film thrust bearing  

            with rough surfaces for 𝐻̃𝑝 = 0.2, 𝐾𝑝 = 0.2, 𝜆 = −0.01  

            and 𝜆 = 0 and 𝜀 = 0.5; (a) longitudinal roughness  
            and (b) circumferential roughness 

 

a)

 
b)  

Fig. 7. Load-carrying capacity for the squeeze film thrust bearing  

            with rough surfaces for 𝐻̃𝑝 = 0.2, 𝐾𝑝 = 0.2, 𝜆 = 0  

            and 𝜆 = 0.01 and 𝜀 = 0.5; (a) longitudinal roughness  
            and (b) circumferential roughness 

Introducing the following parameters: 

𝑥̃ =
𝑥

𝑅𝑜

, 𝑥 = 𝑅,   𝑅̃ =
𝑅

𝑅𝑜

, ℎ̃ =
ℎ

ℎ𝑜

= 𝑒(𝑡),    

𝑒(𝑡) = 1 − 𝜀(𝑡), 𝐾𝑝 =
𝑟𝑐

ℎ𝑜

, 𝐻̃𝑝 =
ϕ𝑝𝐻𝑝

ℎ𝑜

, 

𝑝̃ =
(𝐸𝑝 − 𝑝

𝑜
)

𝜇𝜀̇
(

ℎ𝑜

𝑥𝑜

)
2

, 𝜀̇ =
𝑑𝜀

𝑑𝑡
, 𝑁̃ =

𝑁ℎ𝑜
2

𝜇𝜀̇𝑥𝑜
4
,  

𝜆 = 𝑘 (
𝜇𝜀̇𝑥𝑜

ℎ𝑜

)
2

 

(33) 

we will obtain the formulae for the dimensionless pressure 
distribution and load-carrying capacity for the radial thrust bearing 
with a squeeze film of the Rotem-Shinnar type lubricant: 

𝑝̃ =
3

𝑀𝑗
(3) [1 − 𝑥̃

2
−

27

10
𝜆

𝑀𝑗
(5)

(𝑀𝑗
(3)

)
3 (1 − 𝑥̃

4)], (34) 

𝑁̃ =
3𝜋

2𝑀𝑗
(3) [1 −

18

5
𝜆

𝑀𝑗
(5)

(𝑀𝑗
(3)

)
3],  (35) 

where: 

𝑀𝑗

(3)
= 𝐻̃𝑗

(3)
+

3

2
𝐾𝑝

2𝐻𝑝,   𝑀𝑗

(5)
= 𝐻̃𝑗

(5)
+

5

3
𝐾𝑝

4𝐻𝑝,

𝑐∗ =
𝑐

ℎ0

,
  (36) 
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𝐻̃𝑗
(3)

= {
𝑒3 [1 +

1

3
(

𝑐∗

𝑒
)

2

]            for 𝑗 = 𝑙,      

 (
1

𝑒3
[1 +

2

3
(

𝑐∗

𝑒
)

2

])
−1

 for  𝑗 = 𝑐,

  

𝐻̃𝑗
(5)

= {
𝑒5 [1 +

10

9
(

𝑐∗

𝑒
)

2

]          for  𝑗 = 𝑙,      

(
1

𝑒5
[1 +

5

3
(

𝑐∗

𝑒
)

2

])
−1

  for 𝑗 = 𝑐.  

  

  

6. CONCLUSIONS 

The modified Reynolds equation for a Rotem-Shinnar type 
of pseudo-plastic lubricants flowing in a clearance of the thrust 
curvilinear bearing with rough surfaces is derived; to one bearing 
surface a porous layer adheres. As a result the general formulae 
for pressure distributions and load-carrying capacity are obtained. 

If follows from carried out calculations and their graphic 
presentations that the both magnitudes are dependent on the 
signs of rheological parameters 𝑘 or 𝜆. 

For squeeze film radial bearings the pressures and load-
carrying capacities increase with a decrease of the 𝜆 values with 
respect to the suitable values of Newtonian lubricants. 

Basing on the adequate formulae for thrust externally pressur-
ized bearing it may conclude that this phenomenon should run 
inversely. Note the changes of the bearing parameters presented 
in this paper for rough surfaces and the Rotem-Shinnar lubricant 
are similar to those for smooth surfaces (Walicki, 2005). The 
bearing surfaces porosity, expressed as a product of the parame-

ters 𝐻̃𝑝 and 𝐾𝑝, results in some small decrease of the pressure 

and load-carrying capacity. 

Nomenclature: 𝑨1 – the first Rivlin-Ericksen kinematic tensor,  
𝑐 – maximum asperity deviation, 𝑐∗ – nondimensional roughness 
parameter, 𝑒(𝑡) – bearing squeezing, 𝐸(•) – expectancy opera-
tor, 𝑓(ℎ𝑠) – probability density distribution function, ℎ(𝑥, 𝑡) – 

nominal film thickness, ℎ𝑠(𝑥, 𝜗, 𝜉) – random deviation of film 
thickness, 𝐻 – film thickness, 𝐻𝑝 – porous pad thickness,  

𝑘, 𝑘𝑖  – pseudo-plasticity coefficients, 𝑁 – load-carrying capacity, 
𝑝 – pressure, 𝑟 – radius, 𝑅, 𝑅(𝑥) – local radius of the lower 
bearing surface, 𝜐𝑥 , 𝜐𝑦  – velocity components, 𝑥, 𝑦 – orthogonal 

coordinate, 𝜀(𝑡) – squeezing ratio, 𝜗 – angular coordinate,  
𝜇 – coefficient of viscosity, 𝜉 – random variable, 𝜌 – fluid density. 
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Abstract: In this paper, the applications of mesh-free SPH (Smoothed Particle Hydrodynamics) continuum method to the simulation 
and analysis of trimming process is presented. In dealing with shearing simulations for example of blanking, piercing or slitting, existing  
literatures apply finite element method (FEM) to analysis of this processes. Presented in this work approach and its application to trimming 
of aluminum autobody sheet allows for a complex analysis of physical phenomena occurring during the process without significant deterio-
ration in the quality of the finite element mesh during large deformation. This allows for accurate representation of the loss of cohesion 
of the material under the influence of cutting tools. An analysis of state of stress, strain and fracture mechanisms of the material is present-
ed. In experimental studies, an advanced vision-based technology based on digital image correlation (DIC) for monitoring the cutting  
process is used. 

Key words: Trimming, Smoothed Particle Hydrodynamics, Digital Image Correlation 

1. INTRODUCTION 

The process of forming parts from sheet metal using shearing 
frequently includes blanking, piercing, slitting, and trimming opera-
tions. This operations realized with high speed, are a very compli-
cated technological processes in which material undergoes plastic 
deformations. The main challenge when analyzing trimming is to 
obtain high quality products characterized optimum sheared edge 
condition, freedom from burrs and residual stresses. In the auto-
motive industry for instance, burrs formed in the trimming process 
often scratch the surface of the formed parts in the downstream 
processes. In order to satisfy the existing standards of quality and 
to meet customer satisfaction requirements, stamped parts fre-
quently need an additional deburring operation. Therefore, debur-
ring adds significantly to the cost of a stamped part (Golovash-
chenko, 2006). 

Knowledge of the trimming process is based mainly on exper-
imental methods, which are often expensive and unable to be 
extrapolated to other cutting configurations. Trimming modelling 
is becoming an increasingly important tool in gaining understand-
ing and improving this process. At the moment the trimming nu-
merical models are based on Lagrangian or Arbitrary Lagrangian 
Eulerian (ALE) Finite Element Methods (FEM) (Golovashchenko, 
2007; Hilditch and Hodgson, 2005b). 

The operation of trimming has been studied with respect to 
sheared edge morphology (Golovashchenko, 2006; Li, 2000) 
shearing parameters optimization (Ilinichet al., 2011), residual 
stress analysis,  or forming defects using FEM (Hilditch and 
Hodgson, 2005b; Golovashchenko, 2007). An analysis of the 
current literature suggests that these approaches imply difficulties. 
The difficulty in modeling this kind of process using FEM is that all 
the stages of the material behavior have to be represented: elas-
toplasticity, damage, crack initiation and propagation, and failure. 

Many of problems are resulted from the use of mesh, which 
should always ensure that the numerical compatibility condition 
is the same as the physical compatibility condition for a continu-
um. Hence, the use of grid/mesh can lead to various difficulties in 
dealing with problems with free surface, deformable boundary, 
moving interface, and extremely large deformation and crack 
propagation. Moreover, for problems with complicated geometry, 
the generation of a quality mesh has become a difficult, time-
consuming and costly process. 

Mentioned disadvantages of the finite element models can be 
eliminated using following mesh-free methods: smoothed particle 
hydrodynamics (SPH), element - free Galerkin method, amongst 
others (Heisel et al., 2013). SPH-method is used not only to de-
scribe the behavior of fluids and granular materials, but also for 
the modeling of large plastic deformation of solids, such as simu-
lation of the orthogonal cutting processes (Bagci, 2011; Xi et al., 
2014; Heisel et al., 2013) shoot peening (Jianming et al., 2011), 
or guillotining (Gąsiorek, 2013). 

In this paper, the applications of mesh-free SPH  methodology 
to the simulation and analysis of 3-D trimming process is present-
ed. At the moment in current literature applications of mesh-free 
methods to modeling of trimming process is lacking. Developed 
model is used to analysis of residual stresses in workpiece during 
and after process under different conditions. Next, the model 
is validated with experimental research by using vision-based 
solutions. The proposed advanced vision-based technology 
is a modern tool which  provide accurate measurement of sheet 
surface shape or deformation (displacement). 

2. BASIS OF THE SPH METHOD 

SPH is total Langrangian and is a truly mesh-free technique 
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initially developed by Gingold and Monaghan (1977) for the analy-
sis and simulation of astrophysics problems. The idea of this 
method is to divide a continuum into discrete elements, called 

particles which are placed at some distance 𝑑 from each other. 
This distance is called particle density 𝑑 (Fig. 1).  

 
Fig. 1. Smoothing kernel in material volume and at the boundary 

The smoothing of field variables is performed in the area with 
radius h, called the smoothing length, over which the variables 
are smoothed by a kernel function. This means that the value 
of a variable in any spatial point can be obtained by adding the 
relevant values of the variables within two smoothed circles. 

Sometimes relative to particle density smoothing length ℎ̅ = ℎ/
𝑑 is used. In contrast to mesh methods such as, e.g., the FEM, 
in which the mesh distorts in the case of large deformations, 
the SPH method can be used to model processes accompanied 
by large deformations. The SPH approximation of the searched 
function for continuum mechanics uses the following approaches. 
A function 𝑓(𝑥) is substituted by its approximation 

𝐴𝑓(𝑥, ℎ),  characterising a body condition. For example, the 

velocities of a body’s points in a particular area are approximated 
with the following expression: 

𝐴𝑓(𝑥, ℎ) = ∫ 𝑓(𝑦) ∙ 𝑊(𝑥, ℎ)𝑑𝑦, (1) 

where: 𝑊(𝑥, ℎ) is a smoothed kernel function (Heisel et al., 
2013). The size of the smoothing kernel is defined by the function 
of Θ : 

𝑊(𝑥, ℎ) = (
1

ℎ(𝑥)𝑝) ∙ Θ(𝑥), (2) 

where: p is the dimension of space (Das and Cleary, 2007). 
The majority of the smoothing kernels used in the SPH meth-

od is represented as cubic B-spline, determining the selection 

of the function 𝛩 as follows: 

Θ(𝑥) = 𝐶 ∙ {

1 −
3

2
∙ 𝑥2 +

3

4
∙ 𝑥3,                      𝑖𝑓|𝑥| ≤ 1

1

4
∙ (2 − 𝑥)3,                         𝑖𝑓 1 ≤ |𝑥| ≤ 2

0                                                      𝑖𝑓 2 ≤ |𝑥|

 (3) 

where: 𝐶 is the normalisation constant. Integration time step can 
be determined by following equation: 

∆𝜏 = 𝐶∆𝜏 ∙ 𝑚𝑖𝑛𝑖 (
ℎ𝑖

𝐶𝑖+𝑣𝑖
), (4) 

where: i is the particle number; 𝐶∆𝜏 is the timestep increase coef-

ficient (in this work 𝐶∆𝜏 = 0.2); 𝑣𝑖 is the velocity of particle 𝑖. It is 
important to notice that coefficient 𝐶∆𝜏 directly influences the 
integration time step. 

The smoothing length in LS-DYNA solver used in this work 
dynamically varies so that the number of neighbouring particles 
remains relatively constant. It is realized by recalculating the 
smoothing length in accordance with the average particle density: 

ℎ = ℎ0 (
𝑑0

𝑑𝑖
)

1/𝑝

,  (5) 

or by solving the continuity equation: 

𝑑ℎ

𝑑𝑡
=

1

𝑑
∙

ℎ

𝑑
∙

𝜕𝑑

𝜕𝑡
, (6) 

where: 𝑑0 and ℎ0 are the initial density and the initial smoothing 
length.   

A quadratic approximation of the particle motion is mainly 
used for the SPH method. A motion of the particles can be de-
scribed here with the following equation: 

𝜕𝑣𝑖
𝛼

𝜕𝑡
= ∑ 𝑚𝑗

𝑁
𝑗=1 ∙ (

𝜎𝑖
𝛼𝛽

𝑑𝑖
2 +

𝜎𝑗
𝛼𝛽

𝑑𝑗
2 + 𝐴𝑖𝑗) ∙

𝜕𝑊𝑖𝑗

𝜕𝑥
𝑖
𝛽 , (7) 

where: 𝑗 is particle number; 𝑁 is the number of neighbouring 
particles; 𝑑𝑖 and 𝑑𝑗  are the densities of 𝑖 and 𝑗 particles respec-

tively; 𝐴𝑖𝑗  are the specific external forces; 𝑊𝑖𝑗 = 𝑊(𝑥𝑖 −

𝑥𝑗 , ℎ) is the smoothing kernel; vi
α =

dxi
α

dt
 is the velocity of particle 

𝑖; 𝑚𝑗  is the mass of particle j; 𝜎𝑖
𝛼𝛽

, 𝜎𝑗
𝛼𝛽

,  are the stress tensors 

of 𝑖 and 𝑗 particles respectively (Heisel et al., 2013). 

3. CONSTITUTIVE MODEL FOR MATERIAL 

In trimming models, accurate and reliable flow stress models 
are considered as highly necessary to represent workpiece mate-
rials’ constitutive behavior, the constitutive material model report-
ed by Johnson and Cook (1985) was employed in this study, it is 
often used for ductile materials in cases where strain rate vary 
over a large range and where adiabatic temperature increase due 
to plastic heating cause material softening. The model can be 
represented by Eq (8): 

𝜎𝑌 = [𝐴 + 𝐵(𝜀 ̅𝑝)𝑛][1 + 𝐶𝑙𝑛𝜀 ∗̇][1 − (𝑇∗)𝑚], (8) 

where:  𝐴, 𝐵, and n are strain hardening constants; 𝐶 is the strain 

rate hardening constant, σY is the equivalent flow stress, 𝜀 ̅𝑝 is the 
equivalent plastic strain and m is the thermal softening constant 

that modifies the homologous temperature term, 𝑇∗. The homolo-

gous temperature is defined as, 𝑇∗ =
𝑇−𝑇𝑟

𝑇𝑚−𝑇𝑟
, where 𝑇 is the 

temperature of the material, 𝑇𝑟 is a reference temperature (typi-

cally room temperature), and 𝑇𝑚 is the melt temperature of the 

material. The term, 𝜀∗̇ , is the normalized strain rate of the material 

or 𝜀 ∗̇ =
𝜀̇̅𝑝

𝜀̇0
 , where 𝜀0̇ = 1.0𝑠−1. 

Tab. 1.The Johnson-Cook constitutive model constants for AA6111-T4 

𝑨 [𝑴𝑷𝒂] 𝑩 [𝑴𝑷𝒂] 𝑪  𝒏 𝒎 

324.1 113.8 0.002 1.34 0.42 

The failure model must accurately predict the material equiva-
lent plastic failure strain for various stress states, strain rates, and 
temperatures. The Johnson Cook failure model is:  

𝜀𝑓̅
𝑝

= [𝐷1 + 𝐷2𝑒𝐷3𝜎∗
][1 + 𝐷4𝑙𝑛𝜀 ∗̇][1 + 𝐷5𝑇∗], (9) 
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where: 𝐷1, 𝐷2, 𝐷3, 𝐷4 and 𝐷5 are material specific constants, 

𝜀𝑓̅
𝑝

 is the equivalent plastic failure strain of the material and 

𝜎∗ is the stress triaxiality factor defined as 𝜎∗ =
𝜎𝑚

𝜎̅
, where 

σm is the average of the three principle stresses. Aluminum alloy 
AA6111-T4, which is often employed for exterior panels in the 
automotive industry, is used to simulate typical production condi-

tions. For AA6111-T4: 𝐷1 = −0.77; 𝐷2 = 1.45; 𝐷3 = −0.47; 
𝐷4 = 0; 𝐷5 = 1.6. 

4. COUPLED SPH+FEM MODEL 

In the suggested approach to the modeling of the trimming 
process, a coupling of the FEM model and the model based on 
hydrodynamic particles (the SPH method) has been proposed. 
The one big disadvantage of meshless methods over the Lagran-
gian models is their computational demand. For that reason, in the 
trimming model, only an area in which there is a direct interaction 
between the upper knife and the sheet metal is modeled with SPH 
particles (Fig. 2). In the case of the SPH approach, the particles 
are tied to the Lagrangian portion of domain using tied types of 
the contact. The implementation of the SPH method in LS-DYNA 
allows for seamless transition between the two domains without 
resorting to the contact definitions. A three-dimensional model 
of trimming is built in LS - DYNA solver. Numerical calculations 
are performed for the 3D state of strain and 3D state of stress 
in this model. 

a) 

 
b) 

 

Fig. 2. FEM+SPH coupled model: a) side view; b) front view 

 

Aluminum alloy with thickness of 𝑡 = 1 mm is used as the ma-
terial to be cut in the numerical and experimental studies. 

A velocity of 𝑣 = 100 mm/s is applied to the upper knife in the 𝑦 
direction. The contact between ideally rigid tools and the deform-
able sheet metal is described using Coulomb’s friction model, and 

constant coefficients of static friction 𝜇𝑠 = 0.08 and kinetic fric-
tion 𝜇𝑑 = 0.009 are accepted. A rake angle of upper knife is set 

about 𝛼 = 3° and clearance 𝑐 = 0.1 mm. 

5. RESULTS AND DISCUSSION 

5.1. Analysis of trimming mechanism 

Sample results of numerical and experimental investigations 
at various stages of the trimming process are shown in Figs.  
3–5. At the beginning of the cutting process during the elastic-
plastic phase the plasticised zone occurs only at the highest 
concentration of stresses, that is in direct contact with the cutting 
edges of tools. During the second phase the intensive plastic flow 
of the material in the surroundings of the cutting surface can be 
observed (Fig. 3a). A characteristic distortion of SPH particles 
in this areas can be seen. The highest stresses occurs near the 
cutting edges of the tools in this phase (𝜎𝑚𝑎𝑥 = 411 MPa). 
Figure 3b shows the image from a high-speed camera i-SPEED 
TR in the same phase of process. 

a) 

 
b) 

 
Fig. 3. Comparison of the numerical and experimental results for upper 

knife penetration w = 0.25 mm: a) FEM+SPH model (equivalent 
stress distribution [Pa]), b) recorded image from a high-speed 
camera 

During the trimming process, a camera together with a com-
puter record a set of consecutive images of the sample surface. 
To quantify the displacements of material, a digital image correla-
tion technique (DIC) is used (Domski and Katzer, 2013). In two-
dimensional digital image correlation, displacements are directly 
detected from digital images of the surface of an object (speci-
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men) (Kozicki and Tejchman, 2007). Then, the images on the 
surface of the object, one before and another after deformation 
are recorded and saved in a computer as digital images. These 
images are compared to detect displacements by searching 
a characteristic features from one image to another. This features 
might be material texture, machining marks (for example an area 
of multiple pixel points), oxide deposits, finishing/polishing marks. 
Using this method it is possible to determine the areas of strong 
nonlinearities and deformation of material structure (Fig. 3b). The 
formation of rollover can be identified.  

Both in numerical model and experimental investigations the 
plastic strain localization zones propagate much faster from the 
moving (upper knife) blade than from the bottom stationary blade 
(Fig 4c). The deformation zone is non-symmetric with respect to 
the top and bottom blades (Fig. 4). According to work (Li, 2000) 
this is not due to dynamic (or inertial) effects but rather to the 
shearing configuration of the experimental setup. It can be ob-
served the large distortions of the SPH particles near the bottom 
edge of sheet just before burr formation (Fig. 4a). The mechani-

cally affected zone in this area is extended along the 𝑥 direction 
(Figs. 4a and b). 

a) 

 
b)         c) 

 

Fig. 4. Comparison of the numerical and experimental results for upper 
knife penetration 𝑤 = 0.35 mm: a) FEM+SPH model (equivalent 

stress distribution), b) recorded image from a high-speed camera 
(deformation zone is extended on a whole sheet thickness 
and along x direction which is observed as an area with high light 
intensity), c) FEM+SPH model (equivalent strain distribution 
in contact zone) 

Fig. 5 shows the equivalent stress and strain distribution dur-
ing the cracking phase. Since the crack will initiate and propagate 
through the localization zone, the cut surface will be curved and 
the burr will form because the crack will not run to the bottom 

blade tip. This trend is evident in both the numerical model as well 
as experimental studies (Fig. 5). Results in the study by Golo-
vashchenko (2006, 2007) and Hilditch (2005a), show that no burr 
formation occurs at clearances below 5% of the sheet thickness, 
attributed to the crack initiation in the sheet at the bottom blade 
tip. In mechanically affected zone a characteristic material flow 
along the crack path can be observed. To accurately measure the 
material flow on the surface of an object using DIC, a texture 
patterns need to be related to small group areas. Obtained results 
are in agreement with these experimental observations with ap-
proximately error margin about 5° in flowing angle measurement. 

a) 

 
b)         c) 

 
Fig. 5. Comparison of the numerical and experimental results for upper 

knife penetration w = 0,45 mm: a) FEM+SPH model (equivalent 
stress distribution), b) recorded image from a high-speed camera, 
c) FEM+SPH model (equivalent strain distribution in contact 
zone) 

a)                                             b) 

 
Fig. 6. Comparison of the numerical and experimental results at final 

separation: a) recorded image from a high-speed camera,  
b) FEM+SPH model (equivalent strain distribution in contact zone) 
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5.2. Sheared edge quality 

The quality of the sheared edge produced from the trimming 
of the sheet would depend upon the damage caused to the edge, 
the extent of the damage around the edge and burr height. The 
extend of the mechanically affected region can be quantified 
trough the equivalent plastic strain state. Strain measurements 
are made at three locations on the cut surface: without burr side, 
middle and burr side (Fig. 7). 

An analysis of strain state shows that the maximum values 
of plastic strain occurs at the edge and then gradually decreases 
with increasing distance from the cut edge until it reaches a low 
constant value (Fig. 8). The measured results indicate that the 
maximum strain has reached a value of 1.5 at the middle of cut 
surface, and it exponentially decays away from the edge.  
The lowest values of strain occur in the upper part of the sample. 
The width of the deformed area is small and carry out approxi-
mately 0.1 mm. 

a)                                                          b) 

 

    
 

Fig. 7. Strain measurement areas at cut surface: a) schematic diagram,  
b) experimental profile 

 
Fig. 8. Results of the true strain measured in sheared edge 

Analysis of residual stress state in cut surface is presented 
on Fig 9. In the following, the von Misses equivalent stress is used 
to define and compare the residual stress state (Achouri et al., 
2014) which is by definition is a complex three-dimensional stress 
state with interaction between the components of the stress ten-
sor. In each analyzed cut surface area a high increase of stresses 
at a small tool penetration can be seen. In the initial phases of the 
cutting process the maximum stress values occur at the edge of 
cut surface and then decreases with increasing distance from the 

cut edge. During the workpiece forming large oscillations in stress 
values in unsteady state of process are observed. Stabilization 
of stresses occur after complete separation of the material and 
depends on distance from the edge. At any measured areas 
stress after stabilization did not exceed 200 MPa. 

a) 

 
b) 

 
c) 

 
Fig. 9. Results of the equivalent stress measured in sheared edge during 

process [Pa]: a) without burr side, b) middle, c) burr side  

Comparison of the characteristic features of cut surface ob-
tained from numerical model and experiment shows good agree-
ment in the depth angle and the burr height. Some differences 
occurs in the measurement of the rollover of the upper edge 
of workpiece (Fig. 10). Developed 3D FEM-SPH model of the 
trimming process allows for the observation of non-uniform burr at 
selected locations along the cutting line. From the results obtained 
it can be seen that the fracture process because less steady and 
progresses in a non-uniform manner in some locations along the 
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shearing line. The transition of the material fracture from the 
“shear mode” to the “shear and tear mode” is observed. 

a)                                               b) 

 
 
c) 

 
Fig. 10. Characteristic features of the sheared edge: a) FEM+SPH model 

(equivalent stress distribution – front view), b) experimental pro-
file, c) FEM+SPH model (equivalent stress distribution - side 
view) 

6. CONCLUSIONS 

This paper presents a SPH coupled FEM method to simulate 
the trimming process. The application of SPH method is fairly new 
in metal forming simulations. Its features are not fully understood 
and the most effective means to exploit it are still being discov-
ered. A hybrid approach that used the SPH formulation in the 
shearing zone with high material distortion and the Lagrangian 
formulation in the region away from the highly distorted zone 
is very robust and reliable. It reduces the simulation time needed 
to obtain the results. The FEM-SPH method is validated using the 
advanced vision based system and DIC method. Based on the 
experimental data, the model has been shown to be able to pro-
vide adequate estimation of the deformation state of material and 
might be used for process control as well as optimizing the trim-
ming parameters. The good agreement between simulation re-
sults and the experimental data have confirmed the correctness 
and credibility of the model. Additionally, next paper will be fo-
cused on examination and analysis of influence of process tech-
nological parameters for example: the clearance, tool geometry, 
cutting velocity on residual stresses and quality of cut surface 
using the SPH method. 
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Abstract: The paper presents a comparison of the fatigue life curves based on test of 15Mo3 steel under cyclic, pendulum bending 
and tension-compression. These studies were analyzed in terms of a large and small number of cycles where strain amplitude is depend-
ent on the fatigue life. It has been shown that commonly used Manson-Coffin-Basquin model cannot be used for tests under cyclic bending 
due to the impossibility of separating elastic and plastic strains. For this purpose, some well-known models of Langer and Kandil and one 
new model of authors, where strain amplitude is dependent on the number of cycles, were proposed. Comparing the results of bending 
with tension-compression it was shown that for smaller strain amplitudes the fatigue life for both test methods were similar, for higher strain 
amplitudes fatigue life for bending tests was greater than for tension-compression. 

Key words: Lifetime, Strain Control, Bending, Push-Pull, Tension-Compression 

1. INTRODUCTION 

Most often fatigue tests for a range of low number of cycles 
(Low Cycle Fatigue) are performed at a controlled strain (Walat 
et al., 2015) and the high range of cycles (High Cycle Fatigue) 
tests are characterized by a study in strength-controlled environ-
ment (Karolczuk et al., 2015). Such tests are carried out for ten-
sion-compression and torsion of thin specimens. However, in the 
case of bending or torsion of full specimens, as is the case of 
many experimental studies, the torque causing bending or torsion 
is controlled and therefore the tests are conducted in terms of 
large number of cycles (Achtelik et al., 1996). In the literature to 
describe the fatigue test results for tension-compression both 
stress and strain models are used (Niesłony et al., 2012; Zhao et 
al., 2007; Shul’ginov 2008, Lee, Song, 2006). However there is a 
significant amount of fatigue tests for bending, often pendulum 
rather than rotary. It turns out that for bending, due to the stress 
(strain) gradient, those two types of models are not equal. There 
aren’t many studies comparing stress and strain fatigue curves 
(models). For stress curves some comparison might be found in 
(Manson and Muralidharan, 1987; Troschenko, 1996, Megahed 
1990). While in (Krzyżak et al., 2014) authors prove that changes 
in bending plane has an effect on fatigue strength relative to the 
constant surface bending (pendulum bending). Results from these 
comparisons show that on the level of fatigue limit the loading 
method does not affect fatigue life. However for higher stress 
levels fatigue strength obtained from bending tests is higher than 
corresponding push-pull results. There is no comparison of this 
kind for strain curves. 

Therefore, the present study compares the fatigue life curves 
of 15Mo3 steel obtained from new test stand capable of conduct-
ing pendulum bending with controlled strain amplitude with push-
pull results. The results for push-pull tests were taken from the 
literature (Boller and Seeger, 1987).  

2. STRAIN-LIFE CURVES 

The most well-known equation allowing to describe fatigue 
properties from strain-controlled tests is proposed by Manson-

Coffin-Basquin (MCB) for the strain-life curve (𝜀𝑎 − 𝑁𝑓): 

𝜀𝑎𝑡 = 𝜀𝑎𝑝+𝜀𝑎𝑒 = 𝜀′𝑓(2𝑁𝑓)
𝑐

+
𝜎𝑓

′

𝐸
(2𝑁𝑓)

𝑏
,  (1) 

where: 𝐸 – Young’s modulus; 𝜀′𝑓 , 𝑐 – coefficient and exponent 

of the plastic strain, respectively; 𝜎′𝑓, 𝑏 – coefficient and 

exponent of the fatigue strength, respectively. 
This model (1) can only be used when it is possible to distin-

guish elastic 𝜀𝑎𝑒   and plastic 𝜀𝑎𝑝 parts of the strain amplitude 𝜀𝑎𝑡 

(Niesłony et al., 2008, Basan et al., 2011). 
Then for cyclic loadings we get:  

𝜀𝑎𝑒 =
𝜎𝑎

𝐸
  (2) 

and 

𝜀𝑎𝑝 = 𝜀𝑎𝑡 − 𝜀𝑎𝑒.  (3) 

The relation between stress and strain amplitude is described 
with Ramberg-Osgood equation: 

𝜀𝑎𝑡 =
𝜎𝑎

𝐸
+ (

𝜎𝑎

𝐾′
)

1/𝑛′
.   (4) 

where: 𝐾′ – coefficient of cyclic strength; 𝑛′ – exponent of cyclic 
hardening. 

However we often face the problem with distinguishing elastic 
and plastic parts of strain amplitude. This problem occurs for 
example when the stress amplitude σa is greater than twice yield 
strength of the material 2R’e (Marcisz et al., 2012) 

𝜀𝑎𝑡 = 𝜀𝑎𝑝+𝜀𝑎𝑒 + 𝜀𝑎𝑛𝑒 = 𝜀𝑎 =
𝜎𝑎

𝐸
+ (

𝜎𝑎

𝐾′
)

1/𝑛′
+ (

𝜎𝑎

𝐾′′
)

1/𝑛′′
,  (5) 

where: 𝜀𝑎𝑛𝑒 – unelastic strain amplitude. 
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Another problem is shown in (Radhakrishnan, 1992), where 
authors prove that the importance of plastic deformation amplitude 
in the expression (1) depends on fatigue life, therefore c is not 
a constant value.  

Furthermore different authors have proposed different empiric 
models subordinating total strain amplitude on the number 
of cycles.  

Langer’s (1962) proposal can be one of the examples. It is 
commonly used in many studies and is prompted by Manson 
(1965, 1979) and Chopra (1999) 

𝑙𝑜𝑔𝑁𝑓 = 𝐴 − 𝐵 𝑙𝑜𝑔(𝜀𝑎𝑡 − 𝐶),  (6) 

where: 𝐴, 𝐵, 𝐶 – material constants. 
Another model was proposed by Kandil (2000) and Gorash 

and Chen (2013): 

𝑙𝑜𝑔𝜀𝑎𝑡 = 𝐴 − 𝐵 𝑙𝑜𝑔(𝑁𝑓) + 𝐶 𝑙𝑜𝑔2 (𝑁𝑓), (7) 

where: 𝐴, 𝐵, 𝐶 – material constants. 
As in the case of cyclic bending tests where there is no possi-

bility to distinguish elastic and plastic parts of total strain ampli-
tude the MCB model (1) cannot be used. However both (6) and 
(7) or any other empirical form of strain-life model can be used. 
It can be for example combination of (6) and (7): 

𝑙𝑜𝑔(𝜀𝑎𝑡 − 𝐷) = 𝐴 − 𝐵 𝑙𝑜𝑔(𝑁𝑓) + 𝐶 𝑙𝑜𝑔2 (𝑁𝑓), (8) 

where: 𝐴, 𝐵, 𝐶, 𝐷 – material constants. 
Very rich overview of fatigue life models can be found among 

others in (Kurek et al., 2015).  
The newly proposed form of the strain-life curve model (8) re-

quires the calculation of four material constants as well as the 
popular MCB model (1). 

3. EXPERIMENT 

In this paper we will present new test stand for fatigue tests 
under bending and capable of experimental studies with controlled 
strain in the range of a small number of cycles (LCF). Operation 
of the machine was verified on the basis of experimental tests 
on specimens made of steel commonly used in the power industry  
– 15Mo3 (16Mo3, 1.5415) (Boller and Seeger, 1987). Finally the 
strain controlled experimental data for tension-compression and 
pendulum bending was compared.  

The Manson-Coffin-Basquin curve (1) for tension-compression 
on the basis of results from three different tests collected in (Boller 
and Seeger, 1987) can be written as: 

𝜀𝑎𝑡 = 0.229(2𝑁𝑓)
−0.470

+
766.5

210000
(2𝑁𝑓)

−0.094
, (9) 

and Ramberg-Osgood curve (4) as: 

𝜀𝑎𝑡 =
𝜎𝑎

210000
+ (

𝜎𝑎

1035
)

1/0,202
. (10) 

Our studies were performed on the newly constructed ma-
chine, as shown in Fig. 1. 

The idea behind this machine is that using the screw on the 
eccentric we can set the deflection of machine arm acting on the 
specimen, that deflection is set as constant and controlled by the 
micrometer. This way we obtain a constant strain amplitude 
on specimen. One of those specimens after experiment is shown 
in Fig. 2. 

Additionally, during the test, bending torque is monitored. 
At the time, when this torque drops significantly, the initiation 

of fatigue crack occurs but further tests allow us to obtain total 
fatigue life of the tested specimen.  

 
Fig. 1. Strain controlled stand for bending loading 

 
Fig. 2. Specimen with fracture after bending loading 

The study determined the fatigue life both to the initiation point 
and total fatigue life. At the fatigue crack initiation point there is 
a sharp drop of the bending moment acting on specimen which 
correlate with the appearance of visible cracks on a specimen 
of a size of less than 1 mm. 

 
Fig. 3. Change of the moments causing bending as a function of number  
            of cycles at a constant strain amplitudes 

In the Fig. 3 change of the moment depending on time at fixed 
arm deflection amplitudes, which means a constant strain, was 
presented. The graph shows that the material slightly weakens 
cyclically. From the analysis of moment changes it can be seen 
that for larger deflection amplitudes we obtain larger amplitudes 
of bending moment and consequently lower fatigue durability. 

This quantity of cycles is adopted as an initiation of a fatigue 
crack. In the Fig. 4 strain amplitudes as a function of number 
of cycles leading to initiation for material 15Mo3 were established. 
The data come from literature for tension-compression and own 
research for oscillatory bending as a function of number of cycles 
for initial bending and total lifetime.  

Cross-section of the specimen after fatigue tests under pendu-
lum bending is shown in Fig. 5. The photograph clearly shows 
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a neutral plane of bending and the symmetry of the fatigue crack 
process. 

 
Fig. 4. Experimental strain amplitudes as a function of number of cycles  

 
Fig. 5. Cross-section of the specimen after fatigue tests  
           under pendulum bending 

4. COMPARISON OF FATIGUE LIFE CURVES 

Fig. 6 shows the fatigue strain-life curves for pendulum bend-
ing and tension-compression according to the Kandil proposal (7) 
and Fig. 7 as proposed by Langer (6). In addition the calculation 
of the model proposed by the authors (8) is shown in Fig. 8. 

 
Fig. 6. Strain-life curves according to Kandil’s model  
            for both push-pull and bending tests 

Then, for all analyzed curves the correlation parameter R-
squared was determined both for tension-compression (Tab. 1) 
and bending (Tab. 2). From the analysis of data it should be noted 

that relatively similar statistical parameters were obtained for the 
analyzed models. By analyzing the shapes of fatigue curves it can 
be seen that for Langer’s proposal for higher strain amplitudes 
both curves for bending and push-pull tests are very close. The 
two other models lack this flaw. What is more, author’s proposal 
(8) is shaped like a letter ‘S’ which is sometimes advised for 
stress-life models (Kurek et al., 2015). 

 
Fig. 7. Strain-life curves according to Langer’s model  
            for both push-pull and bending tests 

Fig. 8. Strain-life curves according to Author’s model 

 
Fig. 9. Strain-life curves for push-pull tests 
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In addition, Fig. 9 and 10 summarize the characteristics ap-
propriate for tension-compression and pendulum bending to com-
pare the curve shapes obtained for different states of the load. 
In the case of tension-compression most popular Manson-Coffin-
Basquin (1) curve was added to the comparison. 

Tab. 1. Push-pull 

Model R2 

Kandil 0.9488 

Langer 0.9438 

Authors 0.9676 

Tab. 2. Bending 

Model R2 

Kandil 0.9857 

Langer 0.9843 

Authors 0.9854 

 
Fig. 10. Strain-life curves for bending tests 

5. CONCLUSIONS 

1. The newly designed and built test stand is capable 
of experimental studies with controlled strain for bending 
in the range of a small number of cycles (LCF).  

2. Preliminary experimental studies of pendulum bending, with 
controlled strain amplitude, have shown that fatigue life for 
bending is close to tension-compression tests for small 
loading and lager for high strain.  

3. Further verification of the correlation between the bending 
fatigue curves for other materials is necessary.  

4. In the future strain-controlled test for pure torsion and 
combination of bending and torsion should be performed.  
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Abstract: This paper studies a thermoelastic anisotropic bimaterial with thermally imperfect interface and internal inhomogeneities. Based 
on the complex variable calculus and the extended Stroh formalism a new approach is proposed for obtaining the Somigliana type integral 
formulae and corresponding boundary integral equations for a thermoelastic bimaterial consisting of two half-spaces with different thermal 
and mechanical properties. The half-spaces are bonded together with mechanically perfect and thermally imperfect interface, which model 
interfacial adhesive layers present in bimaterial solids. Obtained integral equations are introduced into the modified boundary element 
method that allows solving arbitrary 2D thermoelacticity problems for anisotropic bimaterial solids with imperfect thin thermo-resistant inter-
facial layer, which half-spaces contain cracks and thin inclusions. Presented numerical examples show the effect of thermal resistance 
of the bimaterial interface on the stress intensity factors at thin inhomogeneities. 

Key words: Bimaterial, Imperfect Interface, Thermoelastic, Anisotropic, Crack, Thin Inclusion 

1. INTRODUCTION 

Bimaterial parts and structures with different thermal and me-
chanical properties of their components are widely used in mod-
ern engineering design due to their useful anisotropic properties, 
which thus operate different way in different directions. As a result 
of such bondage of different materials a thin interfacial layer with 
finite thickness appears at the interface, which affects the temper-
ature and stress fields in the obtained bimaterial solid. In modeling 
of the effect of this layer, due to small thickness of the latter it can 
be reduced to consideration of certain boundary conditions 
of imperfect interface at the surface of material bondage. Howev-
er, besides the imperfect interface, another inhomogeneities (such 
as cracks, thin inclusions etc.) are usually present in structural 
materials. Therefore, in the study of bimaterial solids one should 
account for both. Thus, the development of effective methods for 
modeling of thermal and mechanical fields’ distribution in bimate-
rial solids with imperfect interface and internal thin inhomogenei-
ties is an important practical problem. 

Development of efficient techniques for analysis of thermoe-
lasticity problems is very important in the study of contact and 
friction problems, especially those accounting for thermal emis-
sion. Polish scientists vastly develop these studies. Those are 
Z. Baczyński, J. Ignaczak, A. Kaczyński, M. Kuciej, S.J. Matysiak, 
V. Pauk, E. Wierzbicki, A. Yevtushenko (e.g. see the recent re-
view by Yevtushenko and Kuciej (2012) and monograph 
Jewtusheko et al (2014)). 

The study of bimaterial solids is widely covered in scientific lit-
erature (Benveniste, 2006, Kattis and Mavroyannis, 2006, Pan 
and Amadei, 1999, Pasternak et al., 2014, Qin, 2007, Wang and 

Pan, 2010). In particular, Pan and Amadei (1999) developed 
an efficient boundary element approach for defective elastic ani-
sotropic bimaterial solids. Hwu (1992) obtained analytic solutions 
for interfacial cracks in thermoelastic anisotropic dissimilar media. 
Wang and Pan (2010) derived thermoelastic Green’s functions 
for anisotropic thermoelastic bimaterial with Kapitza-type and 
spring-type imperfect interface. Pasternak et al. (2014) obtained 
truly boundary integral equations for 2D thermoelectroelasticity 
of a defective bimaterial solid with a perfect interface. 

However, the thermoelasticity of anisotropic bimaterial solids 
with imperfect interface containing internal inhomogeneities is less 
studied. In general, there are mainly two types of imperfect inter-
faces in the context of heat conduction (Benveniste, 2006, Chen, 
2001, Kattis and Mavroyannis, 2006), namely the weakly conduct-
ing interface (or the well known Kapitza thermal contact resistance 
model) and the highly conducting interface. At a weakly conduct-
ing interface it is assumed that the normal heat flux is continuous 
across the interface, and the temperature possesses an interfacial 
discontinuity, which is proportional to the normal heat flux (Wang 
and Pan, 2010). 

Therefore, this paper studies the thermoelastic anisotropic bi-
material with thermally imperfect and mechanically perfect inter-
face. It is assumed the weakly temperature conducting interface, 
as in Ref (Wang and Pan, 2010), and tractions and displacements 
are assumed to be continuous across the interface (perfect me-
chanical contact). The general complex variable approach 
of Pasternak et al. (2014) is used to derive closed-form boundary 
integral formulae and equations for a bimaterial solid with thermal-
ly imperfect interface. 

mailto:h.sulym@pb.edu.pl
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2. GOVERNING EQUATIONS OF PLANE ANISOTROPIC 
THERMOELASTICITY AND THE EXTENDED STROH 
FORMALISM 

In a fixed rectangular system of coordinates 𝑂𝑥1𝑥2𝑥3 the 
equilibrium, heat balance, and constitutive equations of plane 

(in a plane 𝑂𝑥1𝑥2) strain and plane heat conduction for a linearly 
thermoelastic anisotropic solid can be written as (Hwu, 2010, 
Pasternak, 2012, Ting, 1996): 

σ𝑖𝑗,𝑗 = 0,  ℎ𝑖,𝑖 = 0  (𝑖, 𝑗 = 1,2,3); (1) 

σ𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑚ε𝑘𝑚 − β𝑖𝑗θ,  ℎ𝑖 = −𝑘𝑖𝑗θ,𝑗 , (2) 

where: 𝜀𝑖𝑗 = (𝑢𝑖,𝑗 + 𝑢𝑗,𝑖)/2 is a strain tensor; 𝜎𝑖𝑗  is a stress 

tensor; ℎ𝑖 is a heat flux; 𝑢𝑖 is a displacement vector;  𝜃 is a tem-

perature change with respect to the reference one; 𝐶𝑖𝑗𝑘𝑚 

are elastic moduli; 𝑘𝑖𝑗  are heat conduction coefficients; 𝛽𝑖𝑗 =

𝐶𝑖𝑗𝑘𝑚𝛼𝑘𝑚 (𝑖, 𝑗, 𝑘, 𝑚 = 1, . . ,3) are thermal moduli; αij are 

thermal expansion coefficients. Tensors 𝐶𝑖𝑗𝑘𝑚, 𝑘𝑖𝑗 , 𝛼𝑖𝑗 , and 𝛽𝑖𝑗  

are fully symmetric. Here and further, the Einstein summation 
convention is used. A comma at subscript denotes differentiation 
with respect to a coordinate indexed after the comma, i.e. 

𝑢𝑖,𝑗 =
𝜕𝑢𝑖

𝜕𝑥𝑗
. 

According to the extended Stroh formalism (Hwu, 2010, Ting, 
1996) the general homogeneous solution of Eqs (1), (2) writes as: 

θ = 2Re{𝑔′(𝑧𝑡)}, ϑ = 2𝑘𝑡Im{𝑔′(𝑧𝑡)}, 

ℎ1 = −ϑ,2,  ℎ2 = ϑ,1, 𝑘𝑡 = √𝑘11𝑘22 − 𝑘12
2
, 

𝐮 = 2Re[𝐀𝐟(𝑧∗) + 𝐜𝑔(𝑧𝑡)],   

ϕ = 2Re[𝐁𝐟(𝑧∗) + 𝐝𝑔(𝑧𝑡)],  (3) 

σ𝑖1 = −φ𝑖,2,  σ𝑖2 = φ𝑖,1, 

 𝑧𝑡 = 𝑥1 + 𝑝𝑡𝑥2, 𝑧α = 𝑥1 + 𝑝α𝑥2, 

𝐟(𝑧∗) = [𝐹1(𝑧1), 𝐹2(𝑧2), 𝐹3(𝑧3)]𝐓,  

where: 𝜗 is a heat flux function; 𝐹α(𝑧α) and 𝑔(𝑧𝑡) are complex 
analytic functions with respect to their arguments; the complex 

constant 𝑝𝑡  is a root (with a positive imaginary part) of the charac-

teristic equation for heat conduction 𝑘22𝑝𝑡
2 + 2𝑘12𝑝𝑡 + 𝑘11 =

0. Constant complex matrices 𝐀, 𝐁, vectors 𝐜, 𝐝, and scalars 𝑝α 
(α = 1,2,3) are determined from the extended Stroh eigenvalue 
problem (Ting, 1996). 

Vector 𝑓(𝑧∗) of Stroh complex functions is related to the real-
valued stress and displacement functions as (Pasternak, 2012): 

𝐟(𝑧∗) = 𝐁T𝐮 + 𝐀Tϕ − 𝐁T𝐮𝑡 − 𝐀Tϕ𝑡, 

𝐮𝑡 = 2Re{𝐜𝑔(𝑧𝑡)},  ϕ𝑡 = 2Re{𝐝𝑔(𝑧𝑡)}.  
(4) 

According to Eq (3), the Stroh temperature function 𝑔′(𝑧𝑡) 
is related to the heat flux and temperature functions as: 

𝑔′(𝑧𝑡) =
1

2
(θ + 𝑖

ϑ

𝑘𝑡
). (5) 

3. DERIVATION OF THE INTEGRAL FORMULAE  
FOR A BIMATERIAL SOLID 

Consider plane strain of a medium consisting of two thermoe-
lastic anisotropic half-spaces 𝑆1 (𝑥2 > 0) and 𝑆2 (𝑥2 < 0) (see 

Fig. 1). Along the line 𝑥2 = 0 (actually, the plane 𝑂𝑥2𝑥3), which 

is a bondage line, the conditions of imperfect thermal contact are 
satisfied: 

𝜃(1)(𝑥1, 𝑥2)|
𝑥2=0

=

θ(2)(𝑥1, 𝑥2)|
𝑥2=0

−𝜌0 (ϑ,1
(2)(𝑥1, 𝑥2))|

𝑥2=0
,  

(6) 

ϑ(1)(𝑥1, 𝑥2)|
𝑥2=0

= ϑ(2)(𝑥1, 𝑥2)|
𝑥2=0

, (7) 

and perfect mechanical contact holds 

ϕ(1)(𝑥1, 𝑥2)|
𝑥2=0

= ϕ(2)(𝑥1, 𝑥2)|
𝑥2=0

 , 

𝐮(1)(𝑥1, 𝑥2)|
𝑥2=0

= 𝐮(2)(𝑥1, 𝑥2)|
𝑥2=0 

. 
(8) 

Here and further superscripts 1 or 2 denote corresponding 

half-space 𝑆1 or 𝑆2, respectively, which the field quantity belongs 
to. Boundary conditions (6) and (7) from the physical point of view 
correspond to a model of a thin layer, for which according to 
Fourier law of heat conduction the temperature difference at the 
bimaterial interface is proportional to the heat flux through it. Thus, 

the parameter ρ0 in Eq (6) is a thermal resistance of the above-
mentioned layer, and as a consequence, a thermal resistance 
of the bimaterial interface. As 𝜌0 → 0 or 𝜌0 → ∞ one obtains 
perfect thermal contact or thermally insulated bimaterial interface 
(adiabatic contact), respectively. 

 
Fig. 1. Thermoelastic anisotropic bimaterial medium 

It is considered that each of the half-spaces contains systems 
of cylindrical holes, which are represented with plane contours 

𝛤1 =∪𝑖 𝛤𝑖
(1)

 and 𝛤2 =∪𝑖 𝛤𝑖
(2)

, respectively. 

For derivation of the integral formulae for the Stroh complex 
functions for bonded half-spaces one can use the Cauchy integral 
formula (Muskhelishvili, 2008), which relates values of an arbitrary 

analytic function 𝜙(𝜏) at the boundary 𝜕𝑆 of the domain 𝑆 with its 
value inside this domain: 

1

2𝜋𝑖
∫

ϕ(𝜏)𝑑𝜏

𝜏−𝑧∂𝑆
= {

ϕ(𝑧)    ∀𝑧 ∈ 𝑆,
0 ∀𝑧 ∉ 𝑆,

 (9) 

where 𝜏, 𝑧 ∈ ℂ are complex variables, which define the position 
of the source and field points, respectively. Herewith, if the do-
main 𝑆 is infinite it is assumed that the function 𝜙(𝑧) vanishes 

at 𝑧 → ∞. 

3.1. Heat conduction 

Due to the linearity of the problem of heat conduction one can 
present its solution as a superposition of the homogeneous solu-
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tion given by the functions 𝑔1∞(𝑧𝑡
(1)

) and 𝑔2∞(𝑧𝑡
(2)

) (which 

should definitely satisfy the boundary conditions (6)), and the 

perturbed solution caused by the presence of the contours 𝛤1 

and 𝛤2. 
Denote the Cauchy integrals of the complex temperature func-

tions 𝑔′𝑖(𝑧𝑡
(𝑖)

) as: 

𝑞𝑡
(𝑖)

(𝑧𝑡
(𝑗)

) = ∫
𝑔𝑖

′(𝜏𝑡
(𝑖)

)𝑑𝜏𝑡
(𝑖)

𝜏𝑡
(𝑖)

−𝑧𝑡
(𝑗)𝛤𝑖

, 

𝑞̅𝑡
(𝑖)

(𝑧𝑡
(𝑗)

) = ∫
𝑔𝑖

′(𝜏𝑡
(𝑖)

)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑑𝜏𝑡
(𝑖)

𝜏̅𝑡
(𝑖)

−𝑧𝑡
(𝑗)𝛤𝑖

  

(10) 

and the improper integrals over the infinite path −∞ < 𝑥1 <
+∞ as 

𝑚𝑡 (𝑧𝑡
(𝑗)

) = ∫
ϑ(𝑥1)𝑑𝑥1

𝑥1−𝑧𝑡
(𝑗)

+∞

−∞
, 

𝑝𝑡(𝑧𝑡
(𝑗)

) = ∫
𝜃(2)(𝑥1)𝑑𝑥1

𝑥1−𝑧𝑡
(𝑗)

+∞

−∞
. 

(11) 

Integration by parts of the improper integral gives: 

∫
ϑ,1(𝑥1)

𝑥1−𝑧𝑡
(𝑗) 𝑑𝑥1 =

+∞

−∞

ϑ(𝑥1)

𝑥1−𝑧𝑡
(𝑗)|

−∞

+∞

+

∫
ϑ(𝑥1)

(𝑥1−𝑧𝑡
(𝑗)

)
2 𝑑𝑥1 =

+∞

−∞
𝑚′𝑡(𝑧𝑡

(𝑗)
). 

(12) 

Accounting for the thermal balance conditions, the function 
𝜗(𝑥1) tends to zero at the infinity, therefore the first term in Eq 
(12) vanishes, and the second term is a derivative of a function 

m′t(zt
(j)

). Thus, 

∫
ϑ,1(𝑥1)

𝑥1−𝑧𝑡
(𝑗) 𝑑𝑥1 =

+∞

−∞
𝑚′𝑡 (𝑧𝑡

(𝑗)
). (13) 

Utilizing Eqs (5), (9)–(11), (13) and accounting for the bounda-
ry conditions at the bimaterial interface the Cauchy integral formu-

lae for the functions 𝑔′1(𝑧𝑡
(1)

) and 𝑔′2(𝑧𝑡
(2)

) write as 

𝑔1
′ (𝑧𝑡

(1)
) = 𝑔1∞

′ (𝑧𝑡
(1)

) +
1

2𝜋𝑖
𝑞𝑡

(1)
(𝑧𝑡

(1)
) +

1

4𝜋𝑖
𝑝𝑡

(1)
(𝑧𝑡

(1)
) +

1

4𝜋𝑘𝑡
𝑚𝑡

(1)
(𝑧𝑡

(1)
) −

𝜌0

4𝜋𝑖
𝑚𝑡

′ (𝑧𝑡
(1)

), 

  ∀Im(𝑧𝑡
(1)

) > 0 

𝑔2
′ (𝑧𝑡

(2)
) = 𝑔2∞

′ (𝑧𝑡
(2)

) +
1

2𝜋𝑖
𝑞𝑡

(2)
(𝑧𝑡

(2)
) −

1

4𝜋𝑖
𝑝𝑡(𝑧𝑡

(2)
) −

1

4𝜋𝑘𝑡
(2) 𝑚𝑡(𝑧𝑡

(2)
), ∀Im(𝑧𝑡

(2)
) < 0 

(14) 

and for determination of the improper integrals (11) through the 
Cauchy integrals (10) one obtains the following system of first-
order ordinary differential equations: 

∀Im(𝑧𝑡
(1)

) > 0: 𝑞𝑡
(2)

(𝑧𝑡
(1)

) −
1

2
𝑝𝑡(𝑧𝑡

(1)
) −

𝑖

2𝑘𝑡
(2) 𝑚𝑡(𝑧𝑡

(1)
) = 0, 

𝑞̅𝑡
(1)

(𝑧𝑡
(1)

) +
1

2
𝑝𝑡(𝑧𝑡

(1)
) −

𝑖

2𝑘𝑡
(1) 𝑚𝑡(𝑧𝑡

(1)
) −

𝜌0

2
𝑚′(𝑧𝑡

(1)
) = 0, 

(15) 

∀Im(𝑧𝑡
(2)

) < 0: 𝑞̅𝑡
(2)

(𝑧𝑡
(2)

) −
1

2
𝑝𝑡(𝑧𝑡

(2)
) + (16) 

𝑖

2𝑘𝑡
(2) 𝑚𝑡(𝑧𝑡

(2)
) = 0, 

𝑞̅𝑡
(1)

(𝑧𝑡
(2)

) +
1

2
𝑝𝑡(𝑧𝑡

(2)
) +

𝑖

2𝑘𝑡
(1) 𝑚𝑡(𝑧𝑡

(1)
) −

𝜌0

2
𝑚′(𝑧𝑡

(2)
) = 0. 

Satisfying an evident condition that 𝑚𝑡(𝑧𝑡
(𝑗)

) → 0 as 𝑧𝑡
(𝑗)

→

∞ one obtains the solution of systems (15), (16) as: 

𝑝𝑡(𝑧𝑡
(1)

) = 2 ⋅ 𝑞𝑡
(2)

(𝑧𝑡
(1)

) +
2𝑖

𝜌0𝑘𝑡
(2) [𝑒𝑡

(2)
(𝑧𝑡

(1)
) +

𝑒̅𝑡
(1)

(𝑧𝑡
(1)

)], 

𝑚𝑡(𝑧𝑡
(1)

) = −
2

𝜌0
[𝑒𝑡

(2)
(𝑧𝑡

(1)
) + 𝑒̅𝑡

(1)
(𝑧𝑡

(1)
)], 

(17) 

𝑝𝑡(𝑧𝑡
(2)

) = 2 ⋅ 𝑞̅𝑡
(2)

(𝑧𝑡
(2)

) −
2𝑖

𝜌0𝑘𝑡
(2) [𝑒𝑡

(1)
(𝑧𝑡

(2)
) +

𝑒̅𝑡
(2)

(𝑧𝑡
(2)

)], 𝑚𝑡(𝑧𝑡
(2)

) = −
2

𝜌0
[𝑒𝑡

(1)
(𝑧𝑡

(2)
) +

𝑒̅𝑡
(2)

(𝑧𝑡
(2)

)].  

(18) 

New functions 𝑒𝑡
(𝑖)

(𝑧𝑡
(𝑗)

) and 𝑒̅𝑡
(𝑖)

(𝑧𝑡
(𝑗)

) are defined though 

the following integral formulae 

𝑒𝑡
(𝑖)

(𝑧𝑡
(𝑗)

) = ∫ 𝑔′𝑖(𝜏𝑡
(𝑖)

)K (𝐵(𝑗)(𝜏𝑡
(𝑖)

− 𝑧𝑡
(𝑗)

)) 𝑑𝜏𝑡
(𝑖)

Γ𝑖
,   (19) 

𝑒𝑡
(𝑖)

(𝑧𝑡
(𝑗)

) = ∫ 𝑔′𝑖(𝜏𝑡
(𝑖)

)K (𝐵(𝑗)(𝜏𝑡
(𝑖)

− 𝑧𝑡
(𝑗)

)) 𝑑𝜏𝑡
(𝑖)

Γ𝑖
,   (20) 

where: K(𝑧) = 𝑒𝑧𝐸1(𝑧), 

𝐵(1) =
𝑖

𝜌0

𝑘𝑡
(1)

+𝑘𝑡
(2)

𝑘𝑡
(1)

⋅𝑘𝑡
(2) , 

𝐵(2) = −
𝑖

𝜌0

𝑘𝑡
(1)

+𝑘𝑡
(2)

𝑘𝑡
(1)

⋅𝑘𝑡
(2)   

  
(21) 

and 𝐸1(𝑧) is an exponential integral defined as 

𝐸1(𝑧) = ∫
𝑒−𝑡

𝑡

∞

𝑧
𝑑𝑡.   (22) 

Substituting obtained solution into Eq (14) one can derive the 
integral formulae for the Stroh complex temperature functions 

𝑔′1(𝑧𝑡
(1)

) and 𝑔′2(𝑧𝑡
(2)

), which do not contain the improper 

integrals over the infinite bimaterial interface: 

∀Im(𝑧𝑡
(1)

) > 0: 𝑔′1(𝑧𝑡
(1)

) = 𝑔′1∞(𝑧𝑡
(1)

) +
1

2𝜋𝑖
[𝑞𝑡

(1)
(𝑧𝑡

(1)
) − 𝑞̅𝑡

(1)
(𝑧𝑡

(1)
) +

2𝑖

𝜌0𝑘𝑡
(1) (𝑒𝑡

(2)
(𝑧𝑡

(1)
) +

𝑒̅𝑡
(1)

(𝑧𝑡
(1)

))] , 

(23) 

∀Im(𝑧𝑡
(2)

) > 0: 𝑔′2(𝑧𝑡
(2)

) = 𝑔′2∞(𝑧𝑡
(2)

) +
1

2𝜋𝑖
[𝑞𝑡

(2)
(𝑧𝑡

(2)
) −𝑞̅𝑡

(2)
(𝑧𝑡

(2)
) −

2𝑖

𝜌0𝑘𝑡
(2) (𝑒𝑡

(1)
(𝑧𝑡

(2)
) +

𝑒̅𝑡
(2)

(𝑧𝑡
(2)

))]. 

(24) 

Using (5) one can derive the integral formulae for the func-

tions 𝑔′1(𝑧𝑡
(1)

) and 𝑔′2(𝑧𝑡
(2)

) relating them with the boundary 

values of temperature 𝜃 and normal component ℎ𝑛 = ℎ𝑖𝑛𝑖 

of a heat flux vector (𝑛𝑖 is a unit outwards normal vector 
to a curve 𝛤𝑖  at its certain point). 

According to Eqs (5), (23), and (24), one can obtain the inte-
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gral formulae for temperature and heat flux at the arbitrary point 𝜉 
of a bimaterial solid: 

𝜃(ξ) = {
2Re {𝑔′1 (𝑍𝑡

(1)(ξ))} (∀ξ ∈ 𝑆1),

2Re {𝑔′2 (𝑍𝑡
(2)(ξ))} (∀ξ ∈ 𝑆2),

=

∫ [ΘITC∗(𝐱, ξ)ℎ𝑛(𝐱) − 𝐻ITC∗(𝐱, ξ)𝜃(𝐱)]𝑑𝑠(𝑥)
Γ

+

𝜃∞(ξ), 

(25) 

ℎ𝑖(ξ) =

{
2𝑘𝑡

(1)
Im {(𝛿2𝑖 − 𝛿1𝑖𝑝𝑡

(1)
)𝑔′′1 (𝑍𝑡

(1)(ξ))} (∀ξ ∈ 𝑆1),

2𝑘𝑡
(2)

Im {(𝛿2𝑖 − 𝛿1𝑖𝑝𝑡
(2)

)𝑔′′2 (𝑍𝑡
(2)(ξ))} (∀ξ ∈ 𝑆2),

=

∫ [Θ𝑖
ITC∗∗(𝐱, ξ)ℎ𝑛(𝐱) − 𝐻𝑖

ITC∗∗(𝐱, ξ)𝜃(𝐱)]𝑑𝑠(𝐱)
Γ

+

ℎ𝑖
∞(ξ), 

(26) 

where: the functions 𝜃∞(ξ) and ℎ𝑖
∞(ξ) define the homogeneous 

solution for the unnotched bimaterial 

𝜃∞(ξ) = {
2Re[𝑔′1∞(𝑍𝑡

(1)
(ξ))] ∀ξ ∈ 𝑆1,

2Re[𝑔′2∞(𝑍𝑡
(2)

(ξ))] ∀ξ ∈ 𝑆2,
   (27) 

ℎ𝑖
∞(ξ) =

{
2𝑘𝑡

(1)
Im[(𝛿2𝑖 − 𝛿1𝑖𝑝𝑡

(1)
)𝑔′′1∞(𝑍𝑡

(1)
(ξ))] ∀ξ ∈ 𝑆1,

2𝑘𝑡
(2)

Im[(𝛿2𝑖 − 𝛿1𝑖𝑝𝑡
(2)

)𝑔′′2∞(𝑍𝑡
(2)

(ξ))] ∀ξ ∈ 𝑆2.
       (28) 

According to Eqs (3), (23), (24) the kernels of the heat con-
duction integral formulae are as follows: 

𝐱 ∈ 𝑆1 ∧ ξ ∈ 𝑆1:  

Θ𝐼𝑇𝐶∗(𝐱, ξ) =
1

2𝜋𝑘𝑡
(1) Re{ln𝑊𝑡

(1,1)
+ ln𝑊̅𝑡

(1,1)

+(𝐾 − 1)𝐿(1)(𝑊̅𝑡
(1,1)

)},
  

𝐻𝐼𝑇𝐶∗(𝐱, ξ) =
1

2𝜋
Im {

𝑛𝑡
(1)

𝑊𝑡
(1,1) −

𝑛̅𝑡
(1)

𝑊̅𝑡
(1,1) +

2𝑖 𝑛̅𝑡
(1)

𝜌0𝑘𝑡
(1) 𝐾(𝐵(1)𝑊̅𝑡

(1,1)
)}, 

Θ𝑖
𝐼𝑇𝐶∗∗(𝐱, ξ) = −

1

2𝜋
Im {𝛿𝑡

(1)
(

1

𝑊𝑡
(1,1) +

1

𝑊̅𝑡
(1,1)

−
2𝑖

𝜌0𝑘𝑡
(1) 𝐾(𝐵(1)𝑊̅𝑡

(1,1)
))} ,

  

𝐻𝑖
𝐼𝑇𝐶∗∗(𝐱, ξ) = −

𝑘𝑡
(1)

2𝜋
Re {𝛿𝑡

(1)
(

𝑛𝑡
(1)

(𝑊𝑡
(1,1)

)
2 −

𝑛̅𝑡
(1)

(𝑊̅𝑡
(1,1)

)
2

+
2𝑖 𝑛̅𝑡

(1)

𝜌0𝑘𝑡
(1) (𝐵(1)𝐾(𝐵(1)𝑊̅𝑡

(1,1)
) −

1

𝑊̅𝑡
(1,1)))} ;

   

𝐱 ∈ 𝑆2 ∧ ξ ∈ 𝑆1: 

Θ𝐼𝑇𝐶∗(𝐱, ξ) =
1−𝐾

2𝜋𝑘𝑡
(2) Re{ln𝑊𝑡

(2,1)
+ K(𝐵(1)𝑊𝑡

(2,1)
)}, 

𝐻𝐼𝑇𝐶∗(𝐱, ξ) =
1

𝜌0𝜋𝑘𝑡
(1) Im{𝑖𝑛𝑡

(2)
K(𝐵(1)𝑊𝑡

(2,1)
)}, 

Θ𝑖
𝐼𝑇𝐶∗∗(𝐱, ξ) = −

1

𝜌0𝜋𝑘𝑡
(2) Im{𝑖𝛿𝑡

(1)
K(𝐵(1)𝑊𝑡

(2,1)
)}  

,𝐻𝑖
𝐼𝑇𝐶∗∗(𝐱, ξ) = 

1

𝜌0𝜋
Re {𝛿𝑡

(1)
 𝑛𝑡

(2)
(𝑖𝐵(1)𝐾(𝐵(1)𝑊𝑡

(2,1)
) −

1

𝑊𝑡
(2,1))} ;  

𝐱 ∈ 𝑆1 ∧ ξ ∈ 𝑆2: 

Θ𝐼𝑇𝐶∗(𝐱, ξ) =
1+𝐾

2𝜋𝑘𝑡
(1) Re{ln𝑊𝑡

(1,2)
+ 𝐾(𝐵(2)𝑊𝑡

(1,2)
)}, 

𝐻𝐼𝑇𝐶∗(𝐱, ξ) = −
1

𝜌0𝜋𝑘𝑡
(2) Im{𝑖𝑛𝑡

(1)
K(𝐵(2)𝑊𝑡

(1,2)
)}, 

Θ𝑖
𝐼𝑇𝐶∗∗(𝐱, ξ) =

1

𝜌0𝜋𝑘𝑡
(1) Im{𝑖𝛿𝑡

(2)
K(𝐵(2)𝑊𝑡

(1,2)
)}, 

𝐻𝑖
𝐼𝑇𝐶∗∗(𝐱, ξ) = 

−
1

𝜌0𝜋
Re {𝛿𝑡

(2)
 𝑛𝑡

(1)
(𝑖𝐵(2)𝐾(𝐵(2)𝑊𝑡

(1,2)
) −

1

𝑊𝑡
(1,2))} ;  

𝐱 ∈ 𝑆2 ∧ ξ ∈ 𝑆2: 

Θ𝐼𝑇𝐶∗(𝐱, ξ) =
1

2𝜋𝑘𝑡
(2) Re{ln𝑊𝑡

(2,2)
+ ln𝑊̅𝑡

(2,2)

−(𝐾 + 1)𝐿(2)(𝑊̅𝑡
(2,2)

)},
                      (29) 

𝐻𝐼𝑇𝐶∗(𝐱, ξ) =
1

2𝜋
Im {

𝑛𝑡
(2)

𝑊𝑡
(2,2) −

𝑛̅𝑡
(2)

𝑊̅𝑡
(2,2) −

2𝑖 𝑛̅𝑡
(2)

𝜌0𝑘𝑡
(2) 𝐾(𝐵(2)𝑊̅𝑡

(2,2)
)}, 

Θ𝑖
𝐼𝑇𝐶∗∗(𝐱, ξ) = 

−
1

2𝜋
Im {𝛿𝑡

(2)
(

1

𝑊𝑡
(2,2) +

1

𝑊̅𝑡
(2,2) +

2𝑖

𝜌0𝑘𝑡
(2) 𝐾(𝐵(2)𝑊̅𝑡

(2,2)
))}  

𝐻𝑖
𝐼𝑇𝐶∗∗(𝐱, ξ) =

−𝑘𝑡
(1)

2𝜋
Re {𝛿𝑡

(2)
(

𝑛𝑡
(2)

(𝑊𝑡
(2,2)

)
2 −

𝑛̅𝑡
(2)

(𝑊̅𝑡
(2,2)

)
2  

−
2𝑖 𝑛̅𝑡

(2)

𝜌0𝑘𝑡
(2) (𝐵(2)𝐾(𝐵(1)𝑊̅𝑡

(2,2)
) −

1

𝑊̅𝑡
(2,2)))},  

where: 

𝑊𝑡
(𝑖,𝑗)

= 𝑍𝑡
(𝑖)(𝐱) − 𝑍𝑡

(𝑗)(ξ), 𝑊̅𝑡
(𝑖,𝑗)

= 𝑍̅𝑡
(𝑖)(𝐱) − 𝑍𝑡

(𝑗)(ξ),

𝑛𝑡
(𝑖)

= 𝑛2(𝐱) − 𝑝𝑡
(𝑖)

𝑛1(𝐱), 𝛿𝑡
(𝑗)

= 𝛿𝑖2 − 𝑝𝑡
(𝑗)

𝛿𝑖1,

L(𝑖)(𝑧) = K(𝐵(𝑖)𝑧) + ln𝑧.

 

According to Eqs (3) and (4), for derivation of integral formu-
lae for extended displacement and extended stress function one 

should evaluate the anti-derivatives of functions 𝑔′𝑖(𝑧𝑡
(𝑖)

), 

𝑚𝑡(𝑧), and 𝑝𝑡(𝑧) as: 

𝑔𝑖(𝑧𝑡
(𝑗)

) = ∫ 𝑔′𝑖(𝑧𝑡
(𝑗)

)𝑑𝑧𝑡
(𝑗)

,   (30) 

𝑀𝑡(𝑧) = ∫ 𝑚𝑡(𝑧)𝑑𝑧 = − ∫ ln(𝑥1 − 𝑧)ϑ(𝑥1)𝑑𝑥1
+∞

−∞
,   (31) 

𝑃𝑡(𝑧) = ∫ 𝑝𝑡(𝑧)𝑑𝑧 = − ∫ ln(𝑥1 − 𝑧)𝜃(𝑥1)𝑑𝑥1
+∞

−∞
.   (32) 

Utilizing Eqs (23), (24), one obtains: 

∀Im(𝑧𝑡
(1)

) > 0: 

𝑔1(𝑧𝑡
(1)

) = 𝑔1∞(𝑧𝑡
(1)

) +
1

2𝜋𝑖
[𝑄𝑡

(1)
(𝑧𝑡

(1)
) − 𝐾𝑄̅𝑡

(1)
(𝑧𝑡

(1)
)

+ (1 − 𝐾)𝑄𝑡
(2)

(𝑧𝑡
(1)

) + (𝐾 − 1) (𝑒𝑡
(2)

(𝑧𝑡
(1)

) + 𝑒̅𝑡
(1)

(𝑧𝑡
(1)

))] ,
  

𝑃𝑡(𝑧𝑡
(1)

) = (1 − 𝐾)𝑄𝑡
(2)

(𝑧𝑡
(1)

) − (1 + 𝐾)𝑄̅𝑡
(1)

(𝑧𝑡
(1)

)

+(1 + 𝐾) (𝑒𝑡
(2)

(𝑧𝑡
(1)

) + 𝑒𝑡̅
(1)

(𝑧𝑡
(1)

)) ,
  

𝑀𝑡(𝑧𝑡
(1)

) = −2𝑖𝑘𝑡
(1)(1 − 𝐾)[𝑄̅𝑡

(1)
(𝑧𝑡

(1)
) + 𝑄𝑡

(2)
(𝑧𝑡

(1)
) 

− (𝑒𝑡
(2)

(𝑧𝑡
(1)

) + 𝑒̅𝑡
(1)

(𝑧𝑡
(1)

))] ;    (33) 

∀Im(𝑧𝑡
(2)

) < 0: 

𝑔2(𝑧𝑡
(2)

) = 𝑔2∞(𝑧𝑡
(2)

) +
1

2𝜋𝑖
[𝑄𝑡

(2)
(𝑧𝑡

(2)
) + 𝐾𝑄̅𝑡

(2)
(𝑧𝑡

(2)
)

+ (1 + 𝐾)𝑄𝑡
(1)

(𝑧𝑡
(2)

) − (𝐾 + 1) (𝑒𝑡
(1)

(𝑧𝑡
(2)

) + 𝑒̅𝑡
(2)

(𝑧𝑡
(2)

))] ,
  

𝑃𝑡(𝑧𝑡
(2)

) = (1 − 𝐾)𝑄̅𝑡
(2)

(𝑧𝑡
(2)

) − (1 + 𝐾)𝑄𝑡
(1)

(𝑧𝑡
(2)

)

+(1 + 𝐾) (𝑒𝑡
(1)

(𝑧𝑡
(2)

) + 𝑒𝑡̅
(2)

(𝑧𝑡
(2)

)) ,
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𝑀𝑡(𝑧𝑡
(2)

) = 2𝑖𝑘𝑡
(2)(1 + 𝐾)[𝑄̅𝑡

(2)
(𝑧𝑡

(2)
) + 𝑄𝑡

(1)
(𝑧𝑡

(2)
) 

− (𝑒𝑡
(1)

(𝑧𝑡
(2)

) + 𝑒̅𝑡
(2)

(𝑧𝑡
(2)

))],   (34) 

where according to Eqs (5) and (28), (29), 

𝑄̅𝑡
(𝑖)(𝑧) = ∫ 𝑞̅𝑡

(𝑖)(𝑧)𝑑𝑧 =
𝑖

2𝑘𝑡
(𝑖) ∫ 𝑓∗(𝜏𝑡̅

(𝑖)(𝑠) − 𝑧)ℎ𝑛(𝑠)𝑑𝑠
Γ𝑖

  

+
1

2
∫ (𝑛2(𝑠) − 𝑝̅𝑡

(𝑖)
𝑛1(𝑠)) ln(𝜏𝑡̅

(𝑖)(𝑠) − 𝑧)𝜃(𝑠)𝑑𝑠
Γ𝑖

,         (35) 

𝑄𝑡
(𝑖)(𝑧) = ∫ 𝑞𝑡

(𝑖)(𝑧)𝑑𝑧 =
−𝑖

2𝑘𝑡
(𝑖) ∫ 𝑓∗(𝜏𝑡

(𝑖)(𝑠) − 𝑧)ℎ𝑛(𝑠)𝑑𝑠
Γ𝑖

+
1

2
∫ (𝑛2(𝑠) − 𝑝𝑡

(𝑖)
𝑛1(𝑠)) ln(𝜏𝑡

(𝑖)(𝑠) − 𝑧)
Γ𝑖

𝜃(𝑠)𝑑𝑠,
  

𝑓∗(𝑧) = 𝑧(ln(𝑧) − 1),  𝐾 = (𝑘𝑡
(1)

− 𝑘𝑡
(2)

) (𝑘𝑡
(1)

+ 𝑘𝑡
(2)

)⁄ . 

3.2. Thermoelasticity of an anisotropic bimaterial 

For obtaining the integral formulae of thermoelectroelasticity 
one should write the Cauchy integral formula (9) for the Stroh 

complex vector functions 𝑓(1)(𝑧∗
(1)

) and 𝑓(2)(𝑧∗
(2)

), which are 

analytic in the domains 𝑆1 and 𝑆2, respectively. Since the Cauchy 
integral formula define the analytic function that vanishes at the 
infinity, the complete solution of the problem can be presented as 
a sum of the perturbed solution defined by the Cauchy formula 

and a homogeneous solution given by the functions 𝑓∞
(1)

(𝑧∗
(1)

) 

and 𝑓∞
(2)

(𝑧∗
(2)

), which satisfy boundary conditions (8). Conse-

quently, one obtains 

𝐟(1)(𝑧∗
(1)

) = 𝐟∞
(1)

(𝑧∗
(1)

) +
1

2𝜋𝑖
[∫ ⟨

𝑑𝜏∗
(1)

𝜏∗
(1)

−𝑧∗
(1)⟩ 𝐟(1)(𝜏∗

(1)
)

Γ1

+ ∫ ⟨
𝑑𝑥1

𝑥1−𝑧∗
(1)⟩ 𝐟(1)(𝑥1)

+∞

−∞
]     (Im𝑧∗

(1)
> 0),

   (36) 

Im𝑧𝛽
(1)

> 0: 

∫ ⟨
𝑑𝜏∗

(1)

𝜏∗
(1)

−𝑧̅
𝛽
(1)⟩ 𝐟(1)(𝜏∗

(1)
)

Γ1
+ ∫

𝑑𝑥1

𝑥1−𝑧̅
𝛽
(1) 𝐟(1)(𝑥1)

+∞

−∞
= 0,   (37) 

∫ ⟨
𝑑𝜏∗

(2)

𝜏∗
(2)

−𝑧
𝛽
(1)⟩ 𝐟(2)(𝜏∗

(2)
)

Γ2
− ∫

𝑑𝑥1

𝑥1−𝑧
𝛽
(1) 𝐟(2)(𝑥1)

+∞

−∞
,   (38) 

𝐟(2)(𝑧∗
(2)

) = 𝐟∞
(2)

(𝑧∗
(2)

) +
1

2𝜋𝑖
[∫ ⟨

𝑑𝜏∗
(2)

𝜏∗
(2)

−𝑧∗
(2)⟩ 𝐟(2)(𝜏∗

(2)
)

Γ2

− ∫ ⟨
𝑑𝑥1

𝑥1−𝑧∗
(2)⟩ 𝐟(2)(𝑥1)

+∞

−∞
]    (Im𝑧∗

(2)
< 0);

   (39) 

Im𝑧𝛽
(2)

< 0: 

∫ ⟨
𝑑𝜏∗

(1)

𝜏∗
(1)

−𝑧
𝛽
(2)⟩ 𝐟(1)(𝜏∗

(1)
)

Γ1
+ ∫

𝑑𝑥1

𝑥1−𝑧
𝛽
(2) 𝐟(1)(𝑥1)

+∞

−∞
= 0;  (40) 

∫ ⟨
𝑑𝜏∗

(2)

𝜏∗
(2)

−𝑧̅
𝛽
(2)⟩ 𝐟(2)(𝜏∗

(2)
)

Γ2
− ∫

𝑑𝑥1

𝑥1−𝑧̅
𝛽
(2) 𝐟(2)(𝑥1)

+∞

−∞
,  (41) 

where: ⟨𝐹(𝑧∗)⟩ = 𝑑𝑖𝑎𝑔[𝐹1(𝑧1), 𝐹2(𝑧2), 𝐹3(𝑧3)],  

𝑧𝛽
(𝑖)

= 𝑥1 + 𝑝𝛽
(𝑖)

𝑥2(𝛽 = 1, . . ,3). 

Utilizing Eqs (4) and (8), the improper integrals in Eqs (36)–
(41) can be rewritten as follows: 

∫
𝐟(𝑗)𝑑𝑥1

𝑥1−𝑧𝛽
(𝑖) = 𝐀𝑗

T𝐦(𝑧𝛽
(𝑖)

) +
+∞

−∞
𝐁𝑗

T𝐩(𝑧𝛽
(𝑖)

)

−2 ∫
(𝐀𝑗

TRe[𝐝𝑗𝑔𝑗(𝑥1)]+𝐁𝑗
TRe[𝐜𝑗𝑔𝑗(𝑥1)])𝑑𝑥1

𝑥1−𝑧𝛽
(𝑖)

+∞

−∞

 , 
      

(42) 

where 

𝐦 (𝑧𝛽
(𝑗)

) = ∫
ϕ(𝑥1)𝑑𝑥1

𝑥1−𝑧
𝛽
(𝑗)

+∞

−∞
 , 

𝐩 (𝑧𝛽
(𝑗)

) = ∫
𝐮(𝑥1)𝑑𝑥1

𝑥1−𝑧
𝛽
(𝑗)

+∞

−∞
 . 

(43) 

Integrating by parts the second term in Eq (42) and account-
ing for Eq (4), one can obtain that 

∫
𝐟(1)𝑑𝑥1

𝑥1−𝑧
𝛽
(𝑖) = 𝐀1

T𝐦(𝑧𝛽
(𝑖)

) +
+∞

−∞
𝐁1

T𝐩(𝑧𝛽
(𝑖)

) + μ1𝑀𝑡 (𝑧𝛽
(𝑖)

)

−λ1𝑃𝑡 (𝑧𝛽
(𝑖)

) + 𝜌0λ1𝑚𝑡 (𝑧𝛽
(𝑖)

)

  (44) 

∫
𝐟(2)𝑑𝑥1

𝑥1−𝑧
𝛽
(𝑖) = 𝐀2

T𝐦(𝑧𝛽
(𝑖)

) +
+∞

−∞
𝐁2

T𝐩(𝑧𝛽
(𝑖)

) + μ2𝑀𝑡 (𝑧𝛽
(𝑖)

)

−λ2𝑃𝑡 (𝑧𝛽
(𝑖)

)

  (45) 

where the complex constants 𝜇𝑖  and 𝜆𝑖 are defined as: 

μ𝑖 =
1

𝑘𝑡
(𝑖) (𝐀𝑖

TIm[𝐝𝑖] + 𝐁𝑖
TIm[𝐜𝑖]),  

λ𝑖 = 𝐀𝑖
TRe[𝐝𝑖] + 𝐁𝑖

TRe[𝐜𝑖]  

(46) 

Denoting the Cauchy integrals of the Stroh complex functions 
as:  

𝐪𝑗 (𝑧𝛽
(𝑖)

) = ∫ ⟨
𝑑𝜏∗

(𝑗)

𝜏∗
(𝑗)

−𝑧
𝛽
(𝑖)⟩Γ𝑗

𝐟(𝑗)(𝜏∗
(𝑗)

)  

𝐪̅𝑗 (𝑧𝛽
(𝑖)

) = ∫ ⟨
𝑑𝜏̅∗

(𝑗)

𝜏̅∗
(𝑗)

−𝑧
𝛽
(𝑖)⟩Γ𝑗

𝐟(𝑗)(𝜏∗
(𝑗)

).  

(47) 

Eqs (36)–(41) can be rewritten as follows: 

𝐟(1)(𝑧∗
(1)

) = 𝐟∞
(1)

(𝑧∗
(1)

) +
1

2𝜋𝑖
[𝐪1(𝑧∗

(1)
)

+ ∑ 𝐈𝛽 (𝐀1
T𝐦 (𝑧𝛽

(1)
) + 𝐁1

T𝐩 (𝑧𝛽
(1)

))3
𝛽=1

+⟨𝑀𝑡(𝑧∗
(1)

)⟩μ1 −⟨𝑃𝑡(𝑧∗
(1)

)⟩λ1 + 𝜌0⟨𝑚𝑡(𝑧∗
(1)

)⟩λ1] ;

    (48) 

𝐪̅1 (𝑧𝛽
(1)

) + 𝐀̅1
T𝐦 (𝑧𝛽

(1)
) + 𝐁̅1

T𝐩 (𝑧𝛽
(1)

) + 𝑀𝑡 (𝑧𝛽
(1)

) μ̅1

−𝑃𝑡 (𝑧𝛽
(1)

) λ̅1 + 𝜌0𝑚𝑡 (𝑧𝛽
(1)

) λ̅1 = 0;
   (49) 

𝐪2 (𝑧𝛽
(1)

) − 𝐀2
T𝐦 (𝑧𝛽

(1)
) − 𝐁2

T𝐩 (𝑧𝛽
(1)

) − 𝑀𝑡 (𝑧𝛽
(1)

) μ2

+𝑃𝑡 (𝑧𝛽
(1)

) λ2 = 0;
   (50) 

𝐟(2)(𝑧∗
(2)

) = 𝐟∞
(2)

(𝑧∗
(2)

) +
1

2𝜋𝑖
[𝐪2(𝑧∗

(2)
)

− ∑ 𝐈𝛽 (𝐀2
T𝐦 (𝑧𝛽

(2)
) + 𝐁2

T𝐩 (𝑧𝛽
(2)

))3
𝛽=1

−⟨𝑀𝑡(𝑧∗
(2)

)⟩μ2 + ⟨𝑃𝑡(𝑧∗
(2)

)⟩λ2] ;

   (51) 
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𝐪1 (𝑧𝛽
(2)

) + 𝐀1
T𝐦 (𝑧𝛽

(2)
) + 𝐁1

T𝐩 (𝑧𝛽
(2)

) + 𝑀𝑡 (𝑧𝛽
(2)

) μ1

−𝑃𝑡 (𝑧𝛽
(2)

) λ1 + 𝜌0𝑚𝑡 (𝑧𝛽
(2)

) λ1 = 0;
   (52) 

𝐪̅2 (𝑧𝛽
(2)

) − 𝐀̅2
T𝐦 (𝑧𝛽

(2)
) − 𝐁̅2

T𝐩 (𝑧𝛽
(2)

) − 𝑀𝑡 (𝑧𝛽
(2)

) μ̅2

+𝑃𝑡 (𝑧𝛽
(2)

) λ̅2 = 0,
   (53) 

where: 𝐈1 = diag[1,0,0], 𝐈2 = diag[0,1,0], 𝐈3 = diag[0,0,1]. 
Eqs (49), (50), (52), (53) allow to express the improper inte-

grals (43) along the infinite path through the path integrals over 

the contours 𝛤𝑗 : 

𝐦(𝑧𝛽
(1)

) = (𝐀̅1𝐁̅1
−1 − 𝐀2𝐁2

−1)−T (𝐁̅1
−T𝐲1(𝑧𝛽

(1)
)

− 𝐁2
−T𝐲2(𝑧𝛽

(1)
)), 

𝐩(𝑧𝛽
(1)

) = (𝐁̅1𝐀̅1
−1 − 𝐁2𝐀2

−1)−T (𝐀̅1
−T𝐲1(𝑧𝛽

(1)
) −

𝐀2
−T𝐲2(𝑧𝛽

(1)
)), 

𝐲1 (𝑧𝛽
(1)

) = −𝐪̅1 (𝑧𝛽
(1)

) − 𝑀𝑡 (𝑧𝛽
(1)

) μ̅1 + 𝑃𝑡 (𝑧𝛽
(1)

) λ̅1

−𝜌0𝑚𝑡(𝑧𝛽
(1)

)λ̅1,
 

 𝐲2 (𝑧𝛽
(1)

) = 𝐪2 (𝑧𝛽
(1)

) − 𝑀𝑡 (𝑧𝛽
(1)

) μ2 + 𝑃𝑡 (𝑧𝛽
(1)

) λ2, 

𝐦(𝑧𝛽
(2)

) = (𝐀̅2𝐁̅2
−1 − 𝐀1𝐁1

−1)−T (𝐁̅2
−T𝐲3(𝑧𝛽

(2)
)

− 𝐁1
−T𝐲4(𝑧𝛽

(2)
)), 

 
(54)         

𝐩(𝑧𝛽
(2)

) = (𝐁̅2𝐀̅2
−1 − 𝐁1𝐀1

−1)−T (𝐀̅2
−T𝐲3(𝑧𝛽

(2)
) −

𝐀1
−T𝐲4(𝑧𝛽

(2)
)),  

𝐲3 (𝑧𝛽
(2)

) = 𝐪̅2 (𝑧𝛽
(2)

) − 𝑀𝑡 (𝑧𝛽
(2)

) μ̅2 + 𝑃𝑡 (𝑧𝛽
(2)

) λ̅2, 

𝐲4 (𝑧𝛽
(2)

) = −𝐪1 (𝑧𝛽
(2)

) − 𝑀𝑡 (𝑧𝛽
(2)

) μ1 + 𝑃𝑡 (𝑧𝛽
(2)

) λ1

−𝜌0𝑚𝑡 (𝑧𝛽
(2)

) λ1.
 

(55) 

Substituting Eqs (54), (55) into Eqs (48), (51), accounting 
for Eq (35), one can obtain the integral formulae for the Stroh 
complex vector-functions of thermoelastic anisotropic bimaterial 
with thermally imperfect interface, which do not contain the im-
proper integrals over the infinite path (bimaterial interface): 

𝐟(1)(𝑧∗
(1)

) = 𝐟∞
(1)

(𝑧∗
(1)

) +
1

2𝜋𝑖
[𝐪1(𝑧∗

(1)
)

+ ∑ 𝐈𝛽 (𝐆1
(1)

𝐪̅1 (𝑧𝛽
(1)

) + 𝐆2
(1)

𝐪2 (𝑧𝛽
(1)

))3
𝛽=1

+⟨𝑄̅𝑡
(1)

(𝑧∗
(1)

)⟩δ1
(1)

+ ⟨𝑄𝑡
(2)

(𝑧∗
(1)

)⟩δ2
(1)

+⟨𝑒𝑡
(2)

(𝑧∗
(1)

) + 𝑒̅𝑡
(1)

(𝑧∗
(1)

)⟩κ(1)] ,

  (56) 

𝐟(2)(𝑧∗
(2)

) = 𝐟∞
(2)

(𝑧∗
(2)

) +
1

2𝜋𝑖
[𝐪2(𝑧∗

(2)
)

− ∑ 𝐈𝛽 (𝐆1
(2)

𝐪1 (𝑧𝛽
(2)

) + 𝐆2
(2)

𝐪̅2 (𝑧𝛽
(2)

))3
𝛽=1

+⟨𝑄𝑡
(1)

(𝑧∗
(2)

)⟩δ1
(2)

+ ⟨𝑄̅𝑡
(2)

(𝑧∗
(2)

)⟩δ2
(2)

+⟨𝑒𝑡
(1)

(𝑧∗
(2)

) + 𝑒̅𝑡
(2)

(𝑧∗
(2)

)⟩κ(2)] ,

 (57) 

where the constants 𝐆𝑖
(𝑗)

 and δ𝑖
(𝑗)

 are the same as in Ref (Pas-

ternak et al., 2014), and 

𝜅(1) = −𝛿2
(1)

+ 2𝐆2
(1)

𝜆2; 𝜅(2) = −𝛿1
(2)

− 2𝐆1
(2)

𝜆1.   (58) 

Derived equations (56) and (57) for the Stroh complex func-
tions allow writing the integral formulae relating the latter at the 
arbitrary point of the bimaterial solid with the boundary values 
of temperature, heat flux, displacement and traction at the con-

tours 𝛤𝑖 . Therefore, using Eqs (3), (4), (56), (57) and (Pasternak, 
2012, Ting, 1996) one can obtain the following extended 
Somigliana integral identity for a thermoelastic bimaterial solid 
with imperfect thermal contact at its interface: 

𝐮(ξ) = 𝐮∞(ξ) + ∫ 𝐔bm(𝐱, ξ)𝐭(𝐱)𝑑𝑠(𝐱)
Γ

−

∫ 𝐓bm(𝐱, ξ)𝐮(𝐱)𝑑𝑠(𝐱) + ∫ 𝐫ITC(𝐱, ξ)𝜃(𝐱)𝑑𝑠(𝐱)
Γ

+
Γ

∫ 𝐯ITC(𝐱, ξ)ℎ𝑛(𝐱)𝑑𝑠(𝐱),
Γ

  

σ𝑗(ξ) = σ𝑗
∞(ξ) + ∫ 𝐃𝑗

bm(𝐱, ξ)𝐭(𝐱)𝑑𝑠(𝐱)
Γ

−

∫ 𝐒𝑗
bm(𝐱, ξ)𝐮(𝐱)𝑑𝑠(𝐱)

Γ
+ ∫ 𝐪𝑗

ITC(𝐱, ξ)𝜃(𝐱)𝑑𝑠(𝐱)
Γ

+

∫ 𝐰𝑗
ITC(𝐱, ξ)ℎ𝑛(𝐱)𝑑𝑠(𝐱)

Γ
,  

(59) 

where: the kernels 𝐔bm(𝐱, ξ), 𝐓bm(𝐱, ξ), 𝐃𝑗
bm(𝐱, ξ), 𝐒𝑗

bm(𝐱, ξ) 

are the same as those derived by Pasternak et al. (2014) 
for a thermoelectroelastic bimaterial with perfect thermal and 
mechanical interface, and others kernels are defined by the fol-
lowing equations: 

𝐱 ∈ 𝑆1 ∧ ξ ∈ 𝑆1:  

𝐫𝐼𝑇𝐶(𝐱, ξ) = −
1

𝜋
Im {𝐀1 (⟨ln𝑊∗

(1,1)
⟩ 𝐧(1)  

+ ∑ ⟨ln𝑊̅𝛽
(1,1)

⟩ 𝐆1
(1)

𝐈𝛽𝐧̅(1)3
𝛽=1 −

𝑛̅𝑡
(1)

2
(⟨ln𝑊̅𝑡∗

(1,1)
⟩δ1

(1)
  

−⟨K(𝐵(1)𝑊̅𝑡∗
(1,1)

)⟩𝐤(1))) +
𝐜1

2
(𝐾 − 1)𝑛̅𝑡

(1)
L(1)(𝑊̅𝑡

(1,1)
)

−
𝐜1

2
(𝑛𝑡

(1)
ln𝑊𝑡

(1,1)
− 𝑛̅𝑡

(1)
ln𝑊̅𝑡

(1,1)
)} ,

  

𝐯𝐼𝑇𝐶(𝐱, ξ) =
1

𝜋
Im {𝐀1 [−⟨𝑓∗(𝑊∗

(1,1)
)⟩μ1

− ∑ ⟨𝑓∗ (𝑊̅𝛽
(1,1)

)⟩3
𝛽=1 𝐆1

(1)
𝐈𝛽μ̅1 +

𝑖

2𝑘𝑡
(1) ⟨𝑓∗(𝑊̅𝑡∗

(1,1)
)⟩δ1

(1)

−
𝜌0(1−𝐾)

4
L(1)(𝑊̅𝑡∗

(1,1)
)κ(1)] −

𝑖𝐜1

2𝑘𝑡
(1) [𝑓∗(𝑊𝑡

(1,1)
)

+𝐾𝑓∗(𝑊̅𝑡
(1,1)

)] +
𝜌0𝐜1(𝐾−1)2

4
L(1)(𝑊̅𝑡

(1,1)
)} ,

  

𝐪𝑗
𝐼𝑇𝐶(𝐱, ξ) =

1

𝜋
Im {𝐁1𝛿∗

(1)
[⟨

1

𝑊∗
(1,1)⟩ 𝐧(1)

+ ∑ ⟨
1

𝑊̅
𝛽
(1,1)⟩ 𝐆1

(1)
𝐈𝛽𝐧̅(1)3

𝛽=1 −
1

2
𝑛̅𝑡

(1)
(⟨

1

𝑊̅𝑡∗
(1,1)⟩ (δ1

(1)
+ κ(1))

−𝐵(1)⟨𝐾(𝐵(1)𝑊̅𝑡∗
(1,1)

)⟩κ(1))]

−
𝐝1

2
𝛿𝑡

(1)
([

𝑛𝑡
(1)

𝑊𝑡
(1,1) −

𝑛̅𝑡
(1)

𝑊̅𝑡
(1,1)] +

2𝑖𝑛̅𝑡
(1)

𝜌0𝑘𝑡
(1) 𝐾(𝐵(1)𝑊̅𝑡

(1,1)
))} ,

  

𝐰𝑗
𝐼𝑇𝐶(𝐱, ξ) =

1

𝜋
Im {𝐁1𝛿∗

(1)
[⟨ln𝑊∗

(1,1)
⟩μ1

+ ∑ ⟨ln𝑊̅𝛽
(1,1)

⟩ 𝐆1
(1)

𝐈𝛽μ̅1
3
𝛽=1 −

𝑖

2𝑘𝑡
(1) (⟨ln𝑊̅𝑡∗

(1,1)
⟩δ1

(1)
          (60) 

−⟨K(𝐵(1)𝑊̅𝑡∗
(1,1)

)⟩κ(1))] 

+
𝑖𝐝1

2𝑘𝑡
(1) 𝛿𝑡

(1)
(ln𝑊𝑡

(1,1)
+ ln𝑊̅𝑡

(1,1)
+ (𝐾 − 1)L(1)(𝑊̅𝑡

(1,1)
)} ;  
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𝐱 ∈ 𝑆2 ∧ ξ ∈ 𝑆1: 

𝐫𝐼𝑇𝐶(𝐱, ξ) = −
1

𝜋
Im {𝐀1 [∑ ⟨ln𝑊𝛽

(2,1)
⟩3

𝛽=1 𝐆2
(1)

𝐈𝛽𝐧(2)

−
1

2
𝑛𝑡

(2)
(⟨ln𝑊𝑡∗

(2,1)
⟩δ2

(1)
) − ⟨K(𝐵(1)𝑊𝑡∗

(2,1)
)⟩κ(1)]

+
𝐜1

2
(𝐾 − 1)𝑛𝑡

(2)
L(1)(𝑊𝑡

(2,1)
)} ,

    

𝐯𝐼𝑇𝐶(𝐱, ξ) = −
1

𝜋
Im {𝐀1 [∑ ⟨𝑓∗ (𝑊𝛽

(2,1)
)⟩3

𝛽=1 𝐆2
(1)

𝐈𝛽μ2  

+
𝑖

2𝑘𝑡
(2) ⟨𝑓∗(𝑊𝑡∗

(2,1)
)⟩δ2

(1)
−

𝜌0(1+𝐾)

4
L(1)(𝑊𝑡∗

(2,1)
)κ(1)]  

+
𝑖𝐜1(1 − 𝐾)

2𝑘𝑡
(2)

𝑓∗(𝑊𝑡
(2,1)

) −
𝜌0𝐜1(𝐾2 − 1)

4
L(1)(𝑊𝑡

(2,1)
)}, 

𝐪𝑗
𝐼𝑇𝐶(𝐱, ξ) =

1

𝜋
Im {𝐁1𝛿∗

(1)
[∑ ⟨

1

𝑊
𝛽
(2,1)⟩ 𝐆2

(1)
𝐈𝛽𝐧(2)3

𝛽=1   

−
1

2
𝑛𝑡

(2)
(⟨

1

𝑊𝑡∗
(2,1)⟩ (δ2

(1)
+ κ(1)) −𝐵(1)⟨K(𝐵(1)𝑊𝑡∗

(2,1)
)⟩κ(1))]  

−
𝑖𝐝1

𝜌0𝑘𝑡
(1) 𝑛𝑡

(2)
𝛿𝑡

(1)
K(𝐵(1)𝑊𝑡

(2,1)
)}   

𝐰𝑗
𝐼𝑇𝐶(𝐱, ξ) =

1

𝜋
Im {𝐁1𝛿∗

(1)
[∑ ⟨ln𝑊𝛽

(2,1)
⟩ 𝐆2

(1)
𝐈𝛽μ2

3
𝛽=1

+
𝑖

2𝑘𝑡
(2) (⟨ln𝑊𝑡∗

(2,1)
⟩δ2

(1)
− ⟨K(𝐵(1)𝑊𝑡∗

(2,1)
)⟩κ(1))]

   

+
𝑖𝐝1

𝑘𝑡
(1)

+𝑘𝑡
(2) 𝛿𝑡

(1)
L(1)(𝑊𝑡

(2,1)
)} ;  (61) 

𝐱 ∈ 𝑆1 ∧ ξ ∈ 𝑆2:  

𝐫𝐼𝑇𝐶(𝐱, ξ) =
1

𝜋
Im {𝐀2 [∑ ⟨ln𝑊𝛽

(1,2)
⟩3

𝛽=1 𝐆1
(2)

𝐈𝛽𝐧(2)

+
1

2
𝑛𝑡

(1)
(⟨ln𝑊𝑡∗

(1,2)
⟩δ1

(2)
− ⟨K(𝐵(1)𝑊𝑡∗

(1,2)
)⟩κ(2))]

+
𝐜2

2
(𝐾 + 1)𝑛𝑡

(1)
L(2)(𝑊𝑡

(1,2)
)} ,

   

𝐯𝐼𝑇𝐶(𝐱, ξ) =
1

𝜋
Im {𝐀1 [∑ ⟨𝑓∗ (𝑊𝛽

(1,2)
)⟩3

𝛽=1 𝐆1
(2)

𝐈𝛽μ1  

−
𝑖

2𝑘𝑡
(1) ⟨𝑓∗(𝑊𝑡∗

(1,2)
)⟩δ1

(2)
−

𝜌0(1−𝐾)

4
L(2)(𝑊𝑡∗

(1,2)
)κ(2)]

−
𝑖𝐜2

2𝑘𝑡
(1) (1 + 𝐾)𝑓∗(𝑊𝑡

(1,2)
) −

𝜌0𝐜2(𝐾2−1)

4
L(2)(𝑊𝑡

(1,2)
)} ,

   

𝐪𝑗
𝐼𝑇𝐶(𝐱, ξ) = −

1

𝜋
Im {𝐁2𝛿∗

(2)
[∑ ⟨

1

𝑊
𝛽
(1,2)⟩ 𝐆1

(2)
𝐈𝛽𝐧(1)3

𝛽=1    

+
1

2
𝑛𝑡

(1)
(⟨

1

𝑊𝑡∗
(1,2)⟩ (δ1

(2)
+ κ(2))  

+ 𝐵(2)⟨K(𝐵(2)𝑊𝑡∗
(1,2)

)⟩κ(2))]

−
𝑖𝐝2

𝜌0𝑘𝑡
(2) 𝑛𝑡

(1)
𝛿𝑡

(2)
K(𝐵(2)𝑊𝑡

(1,2)
)} ,

    

𝐰𝑗
𝐼𝑇𝐶(𝐱, ξ) = −

1

𝜋
Im {𝐁2𝛿∗

(2)
[∑ ⟨ln𝑊𝛽

(1,2)
⟩ 𝐆1

(2)
𝐈𝛽μ1

3
𝛽=1

−
𝑖

2𝑘𝑡
(1) (⟨ln𝑊𝑡∗

(1,2)
⟩δ1

(2)
− ⟨K(𝐵(2)𝑊𝑡∗

(1,2)
)⟩κ(2))]

  

−
𝑖𝐝2

𝑘𝑡
(1)

+𝑘𝑡
(2) 𝛿𝑡

(2)
L(2)(𝑊𝑡

(1,2)
)} ; (62) 

𝐱 ∈ 𝑆2 ∧ ξ ∈ 𝑆2:  

𝐫𝐼𝑇𝐶(𝐱, ξ) = −
1

𝜋
Im {𝐀2 (⟨ln𝑊∗

(2,2)
⟩𝐧(2)

− ∑ ⟨ln𝑊̅𝛽
(2,2)

⟩3
𝛽=1 𝐆2

(2)
𝐈𝛽𝐧̅(2) −

1

2
𝑛̅𝑡

(2)
(⟨ln𝑊̅𝑡∗

(2,2)
⟩δ2

(1)

−⟨K(𝐵(2)𝑊̅𝑡∗
(2,2)

)⟩κ(2))) −
𝐜2

2
𝑛̅𝑡

(2)
L(2)(𝑊̅𝑡

(2,2)
)

−
𝐜2

2
(𝑛𝑡

(2)
ln𝑊𝑡

(2,2)
− 𝑛̅𝑡

(2)
ln𝑊̅𝑡

(2,2)
)} ,

   

𝐯𝐼𝑇𝐶(𝐱, ξ) =
1

𝜋
Im {𝐀2 [−⟨𝑓∗(𝑊∗

(2,2)
)⟩μ2

+ ∑ ⟨𝑓∗ (𝑊̅𝛽
(2,2)

)⟩3
𝛽=1 𝐆2

(2)
𝐈𝛽μ̅2

+
𝑖

2𝑘𝑡
(2) ⟨𝑓∗(𝑊̅𝑡∗

(2,2)
)⟩δ2

(2)
+

𝜌0(1+𝐾)

4
L(2)(𝑊̅𝑡∗

(2,2)
)κ(2)]

−
𝑖𝐜2

2𝑘𝑡
(2) [𝑓∗(𝑊𝑡

(2,2)
) − 𝐾𝑓∗(𝑊̅𝑡

(2,2)
)]

−
𝜌0𝐜2(𝐾+1)2

4
L(2)(𝑊̅𝑡

(2,2)
)} ,

  

𝐪𝑗
𝐼𝑇𝐶(𝐱, ξ) =

1

𝜋
Im {𝐁2𝛿∗

(2)
[⟨

1

𝑊∗
(2,2)⟩ 𝐧(2)  

− ∑ ⟨
1

𝑊̅
𝛽
(2,2)⟩ 𝐆2

(2)
𝐈𝛽𝐧̅(2)3

𝛽=1 −
1

2
𝑛̅𝑡

(2)
(⟨

1

𝑊̅𝑡∗
(2,2)⟩ (δ1

(2)
+ κ(2))  

+𝐵(2)⟨K(𝐵(2)𝑊̅𝑡∗
(2,2)

)⟩κ(2))]

−
𝐝2

2
𝛿𝑡

(2)
([

𝑛𝑡
(2)

𝑊𝑡
(2,2) −

𝑛̅𝑡
(2)

𝑊̅𝑡
(2,2)] −

2𝑖

𝜌0𝑘𝑡
(2) 𝑛̅𝑡

(2)
K(𝐵(2)𝑊̅𝑡

(2,2)
))} ,

  

𝐰𝑗
𝐼𝑇𝐶(𝐱, ξ) =

1

𝜋
Im {𝐁2𝛿∗

(2)
[⟨ln𝑊∗

(2,2)
⟩μ2

− ∑ ⟨ln𝑊̅𝛽
(2,2)

⟩ 𝐆2
(2)

𝐈𝛽μ̅2
3
𝛽=1 −

𝑖

2𝑘𝑡
(2) (⟨ln𝑊̅𝑡∗

(2,2)
⟩δ2

(2)

−⟨K(𝐵(2)𝑊̅𝑡∗
(2,2)

)⟩κ(2))]

         (63) 

+
𝑖𝐝2

2𝑘𝑡
(2) 𝛿𝑡

(2)
(ln𝑊𝑡

(2,2)
− ln𝑊̅𝑡

(2,2)
− (1 + 𝐾)L(2)(𝑊̅𝑡

(2,2)
))}.  

The following constants and functions are used for contracting 
the notations: 

ρ𝑗 = 𝐀𝑗
𝑇Re[𝑝𝑡

(𝑗)
𝐝𝑗] + 𝐁𝑗

𝑇Re[𝑝𝑡
(𝑗)

𝐜𝑗],

𝐧(𝑖) = λ𝑖𝑛2(𝐱) − ρ𝑖𝑛1(𝐱), 𝑍∗
(𝑖)(𝐱) = 𝑥1 + 𝑝∗

(𝑖)
𝑥2,

𝑊∗
(𝑖,𝑗)

= 𝑍∗
(𝑖)(𝐱) − 𝑍∗

(𝑗)(ξ), 𝑊𝛽
(𝑖,𝑗)

= 𝑍𝛽
(𝑖)(𝐱) − 𝑍∗

(𝑗)(ξ),

𝑊̅𝛽
(𝑖,𝑗)

= 𝑍̅𝛽
(𝑖)(𝐱) − 𝑍∗

(𝑗)(ξ), 𝑊𝑡∗
(𝑖,𝑗)

= 𝑍𝑡
(𝑖)(𝐱) − 𝑍∗

(𝑗)(ξ),

𝑊̅𝑡∗
(𝑖,𝑗)

= 𝑍̅𝑡
(𝑖)(𝐱) − 𝑍∗

(𝑗)(ξ), 𝛿∗
(𝑗)

= ⟨𝛿𝑖2 − 𝛿𝑖1𝑝∗
(𝑗)

⟩.

  (64) 

The proposed complex variable approach allow not only to de-
rive the boundary integral formulae for anisotropic thermoelastici-
ty, but also to derive singular boundary integral equations for 
solving the boundary value problems for thermoelastic bimaterial 
solids with thermally imperfect interface. In particular, for deriva-
tion of the boundary integral equations it is convenient to apply the 
Sokhotskii-Plemelj formula (Muskhelishvili, 2008), which relates 
the limit value of the Cauchy integral over a smooth closed con-
tour with its principal value. Thus, according to Eq (59) and (Mus-
khelishvili, 2008, Pasternak, 2012), for a smooth closed contours 

𝛤 in a thermoelastic bimaterial one can obtain the following 
boundary integral equations for determination of the unknown 
boundary functions: 
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1

2
𝜃(𝐲) = 𝜃∞(𝐲) + RPV ∫ Θ𝐼𝑇𝐶∗(𝐱, 𝐲)ℎ𝑛(𝐱)𝑑𝑠(𝐱)

Γ
−

CPV ∫ 𝐻𝐼𝑇𝐶∗(𝐱, 𝐲)𝜃(𝐱)𝑑𝑠(𝐱)
Γ

,  
1

2
𝐮(𝐲) = 𝐮∞(ξ) + RPV ∫ 𝐔bm(𝐱, 𝐲)𝐭(𝐱)𝑑𝑠(𝐱)

Γ
−

CPV ∫ 𝐓bm(𝐱, 𝐲)𝐮(𝐱)𝑑𝑠(𝐱) +
Γ

RPV ∫ 𝐫𝐼𝑇𝐶(𝐱, 𝐲)𝜃(𝐱)𝑑𝑠(𝐱)
Γ

+

∫ 𝐯𝐼𝑇𝐶(𝐱, 𝐲)ℎ𝑛(𝐱)𝑑𝑠(𝐱),
Γ

  

(65) 

where RPV stands for a Riemann Principal Value and CPV 
for a Cauchy Principal Value of an integral. 

The integral equations (65) degenerate, when separate closed 
contours 𝛤𝑗  of a line Γ are the faces of mathematical cuts 𝛤𝐶𝑗  (the 

simple opened arcs). In this case it is necessary to apply the 
theory of dual hypersingular integral equations (Pasternak et al., 
2013a, Pasternak, 2012). 

According to (Pasternak et al., 2013a), the stress and dis-
placement discontinuity functions at the tips of thin inhomogenei-
ties, which are not placed at the bimaterial interface, possess 
square root singularity. And the stress field in the vicinity of inclu-
sion’s tip is completely defined by the generalized stress intensity 
factors. The latter are related to the displacement and stress 
discontinuities at thin inhomogeneity with the following equations 

𝐤(1) = lim
𝑠→0

√
𝜋

8𝑠
𝐋 ⋅ Δ𝐮(𝑠),  𝐤(2) = −lim

𝑠→0
√

𝜋𝑠

2
Σ𝐭(𝑠),  (66) 

where: 𝐤(1) = [𝐾21, 𝐾11, 𝐾31]T, 𝐤(2) = [𝐾12
(2)

, 𝐾22
(2)

, 𝐾32]
T

; 

𝐾𝑖𝑗  are generalized stress intensity factors (SIF) (Pasternak et al, 

2013b, Sulym, 2007); and 𝑳 = −2√−1𝑩𝑩𝑇  is a real  Barnett – 
Lothe tensor (Sulym et al., 2014). 

Obtained dual boundary integral equations along with the 
models of thin thermoelastic inclusions (Pasternak et al., 2013a) 
allow solving thermoelastic problems for a bimaterial solid with 
thermally imperfect interface, which components contain thin 
inhomogeneities. 

4. NUMERICAL EXAMPLES 

Similarly to (Pasternak et al., 2013a, Pasternak, 2012), ob-
tained integral formulae and equations (25), (26), (59) are intro-
duced entered into the computational algorithm of the modified 
boundary element method (Pasternak et al., 2013a, 2014) that 
allows numerical solution of a wide range of 2D problems for an 
anisotropic thermoelastic bimaterial solid with thermally imperfect 
interface containing internal inhomogeneities. Several numerical 
examples are considered here for a bimaterial containing thin 
thermoelastic inclusions. The boundary element mesh consists of 
only 20 discontinuous three-node boundary elements including 
two special for convenient determination of stress intensity factors 
at inclusion’s tips. 

Consider an anisotropic thermoelastic bimaterial (Fig. 2) con-
sisting of two half-space that have identical mechanical and ther-
mal properties. The bimaterial contains a thin rectilinear elastic 
isotropic inclusion of length 2𝑎 and thickness 2ℎ = 0.02a 

placed at the upper half-space 𝑥2 > 0 parallel to the interface. 

The centre of the inclusion is placed at the distance d to the bima-
terial interface. In the lower half-space 𝑥2 < 0 at the distance 

𝑑/2 to the interface and at the distance a to the central vertical 
axis a heat source and a heat drain both of the same magnitude 

are placed. The half-spaces of the bimaterial possess the same 

thermal and mechanical properties of glass/epoxy: 𝐸1 = 55 GPa, 

𝐸2 = 21 GPa, 𝐺12 = 9.7 GPa, 𝜈12 = 0.25, 𝛼11 = 6.3 ⋅
10−6 K-1, 𝛼22 = 2.0 ⋅ 10−5 K-1, 𝑘11 = 3.46 W/(m∙K), 

𝑘22 = 0.35 W/(m∙K). Material symmetry axes coincide with the 
reference coordinates. Plane stress is considered. 

 
Fig. 2. Bimaterial with identical properties of half-spaces 

 
Fig. 3. Generalized stress intensity factors at the right tip of the inclusion,  

            which relative rigidity is 102 (a-b) or 10−2 (c-d) 

Fig. 3 presents the dependence of the generalized stress in-
tensity factors (SIF) at the right tip of the inclusion on the parame-
ter η, which define the thermal resistance of the interface as 𝜌0 =
𝑎

𝑘11
⁄ ⋅ 10𝜂. The normalization factor is equal to 𝐾0 =

√𝜋𝑎 ⋅ 𝐸1 ⋅ 𝛼11 𝑘11⁄ ⋅ 𝑞. Plots are obtained for different values 

of the parameter d and the relative rigidity 𝑘 = 𝐺𝑖 𝐺12⁄  of the 

inclusion, where Gi is a shear modulus of inclusion’s material. It is 
assumed that the inclusion does not possess thermal expansion. 

One can see in Fig. 3 that the closer are the heat sources 
and the inclusion to the bimaterial interface, the higher are the 
values of generalized SIF. Decrease in inclusion’s rigidity consid-
erably increases stress intensity. It should be mentioned that the 
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most significant growth of all generalized SIF occurs, when the 

parameter 𝜂 of normalized thermal resistance of the bimaterial 
interface is near zero. 

 
Fig. 4. Generalized stress intensity factors at the right tip of the inclusion,  

            which relative rigidity is 105 (a-b) or 10−5 (c-d) 

The increase in inclusion’s relative rigidity (Fig. 4, a-b) causes 
a significant growth in the magnitude of the generalized SIF, and, 
in general, their behavior is the same, as well as in case 
of a softer inclusion. The same conclusion can be made, when 

relative rigidity of inclusion is equal to10−5. 

5. CONCLUSION 

The paper presents a general complex variable straightfor-
ward approach for obtaining the boundary integral equations and 
integral formulae for a defective bimaterial solid with thermally 
imperfect interface. The kernels of these equations are obtained 
explicitly and in closed-form that allows developing the efficient 
boundary element approach for the analysis of thermoelastic 
anisotropic bimaterial solids with imperfect interface containing 
internal inhomogeneities. The influence of the thermal resistance 
of the interface on the field intensity factors at the tips of thin 
inhomogeneities is studied. It is shown that thermal resistance of 
the interface causes significant influence on the stress intensity at 
the tips of cracks even in the bimaterial consisting of two half-
spaces with identical thermal and mechanical properties. Also 
several examples are considered for bimaterials with thin ther-
moelastic inclusions, and the intensity of heat flux and stress at 
their tips is studied. 
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