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#### Abstract

Summary. Double sequences are important extension of the ordinary notion of a sequence. In this article we formalized three types of limits of double sequences and the theory of these limits.
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In this paper $R, R_{1}, R_{2}$ denote functions from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}, r_{1}, r_{2}$ denote convergent sequences of real numbers, $n, m, N, M$ denote natural numbers, and $e, r$ denote real numbers.

Let us consider $R$. We say that $R$ is p-convergent if and only if
(Def. 1) There exists a real number $p$ such that for every real number $e$ such that $0<e$ there exists a natural number $N$ such that for every natural numbers $n, m$ such that $n \geqslant N$ and $m \geqslant N$ holds $|R(n, m)-p|<e$.
Assume $R$ is p-convergent. The functor P-lim $R$ yielding a real number is defined by
(Def. 2) Let us consider a real number $e$. Suppose $0<e$. Then there exists a natural number $N$ such that for every natural numbers $n, m$ such that $n \geqslant N$ and $m \geqslant N$ holds $|R(n, m)-i t|<e$.

[^0]We say that $R$ is convergent in the first coordinate if and only if (Def. 3) Let us consider an element $m$ of $\mathbb{N}$. Then curry ${ }^{\prime}(R, m)$ is convergent.

We say that $R$ is convergent in the second coordinate if and only if
(Def. 4) Let us consider an element $n$ of $\mathbb{N}$. Then curry $(R, n)$ is convergent.
The lim in the first coordinate of $R$ yielding a function from $\mathbb{N}$ into $\mathbb{R}$ is defined by
(Def. 5) Let us consider an element $m$ of $\mathbb{N}$. Then $i t(m)=\lim _{\operatorname{curry}}(R, m)$.
The $\lim$ in the second coordinate of $R$ yielding a function from $\mathbb{N}$ into $\mathbb{R}$ is defined by
(Def. 6) Let us consider an element $n$ of $\mathbb{N}$. Then $i t(n)=\lim \operatorname{curry}(R, n)$.
Assume the lim in the first coordinate of $R$ is convergent. The first coordinate major iterated lim of $R$ yielding a real number is defined by
(Def. 7) Let us consider a real number $e$. Suppose $0<e$. Then there exists a natural number $M$ such that for every natural number $m$ such that $m \geqslant M$ holds $\mid($ the lim in the first coordinate of $R)(m)-i t \mid<e$.
Assume the lim in the second coordinate of $R$ is convergent. The second coordinate major iterated $\lim$ of $R$ yielding a real number is defined by
(Def. 8) Let us consider a real number $e$. Suppose $0<e$. Then there exists a natural number $N$ such that for every natural number $n$ such that $n \geqslant N$ holds |(the lim in the second coordinate of $R)(n)-i t \mid<e$.
Let $R$ be a function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$. We say that $R$ is uniformly convergent in the first coordinate if and only if
(Def. 9) (i) $R$ is convergent in the first coordinate, and
(ii) for every real number $e$ such that $e>0$ there exists a natural number $M$ such that for every natural number $m$ such that $m \geqslant M$ for every natural number $n, \mid R(n, m)-$ (the lim in the first coordinate of $R)(n) \mid<e$.
We say that $R$ is uniformly convergent in the second coordinate if and only if
(Def. 10) (i) $R$ is convergent in the second coordinate, and
(ii) for every real number $e$ such that $e>0$ there exists a natural number $N$ such that for every natural number $n$ such that $n \geqslant N$ for every natural number $m, \mid R(n, m)$ - (the lim in the second coordinate of $R)(m) \mid<e$.
Let us consider $R$. We say that $R$ is non-decreasing if and only if
(Def. 11) Let us consider natural numbers $n_{1}, m_{1}, n_{2}, m_{2}$. If $n_{1} \geqslant n_{2}$ and $m_{1} \geqslant m_{2}$, then $R\left(n_{1}, m_{1}\right) \geqslant R\left(n_{2}, m_{2}\right)$.
We say that $R$ is non-increasing if and only if
(Def. 12) Let us consider natural numbers $n_{1}, m_{1}, n_{2}, m_{2}$. If $n_{1} \geqslant n_{2}$ and $m_{1} \geqslant m_{2}$, then $R\left(n_{1}, m_{1}\right) \leqslant R\left(n_{2}, m_{2}\right)$.

Now we state the proposition:
(1) Let us consider real numbers $a, b, c$. If $a \leqslant b \leqslant c$, then $|b| \leqslant|a|$ or $|b| \leqslant|c|$.
Note that every function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$ which is non-decreasing and p-convergent is also lower bounded and upper bounded and every function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$ which is non-increasing and p-convergent is also lower bounded and upper bounded.

Let $r$ be an element of $\mathbb{R}$. Let us note that $\mathbb{N} \times \mathbb{N} \longmapsto r$ is p-convergent convergent in the first coordinate and convergent in the second coordinate as a function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$.

Now we state the proposition:
(2) Let us consider an element $r$ of $\mathbb{R}$. Then $\operatorname{P-lim}(\mathbb{N} \times \mathbb{N} \longmapsto r)=r$. Proof: Set $R=\mathbb{N} \times \mathbb{N} \longmapsto r$. For every natural numbers $n, m, R(n, m)=r$ by [15, (70)].
Note that there exists a function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$ which is p-convergent, convergent in the first coordinate, and convergent in the second coordinate.

In this paper $P_{1}$ denotes a p-convergent function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$.
Let $P_{4}$ be a p-convergent convergent in the second coordinate function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$. Note that the lim in the second coordinate of $P_{4}$ is convergent.

Now we state the proposition:
(3) Suppose $R$ is p-convergent and convergent in the second coordinate. Then $\mathrm{P}-\lim R=$ the second coordinate major iterated $\lim$ of $R$. Proof: Consider $z$ being a real number such that for every $e$ such that $0<e$ there exists a natural number $N_{1}$ such that for every $n$ and $m$ such that $n \geqslant N_{1}$ and $m \geqslant N_{1}$ holds $|R(n, m)-z|<e$. For every $e$ such that $0<e$ there exists $N$ such that for every $n$ such that $n \geqslant N$ holds |(the lim in the second coordinate of $R)(n)-z \mid<e$ by [4, (63), (60)]. For every $e$ such that $0<e$ there exists $N$ such that for every $n$ such that $n \geqslant N$ holds $\mid($ the $\lim$ in the second coordinate of $R)(n)-\mathrm{P}-\lim R \mid<e$ by [4, (60), (63)].

Let $P_{3}$ be a p-convergent convergent in the first coordinate function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$. Let us note that the lim in the first coordinate of $P_{3}$ is convergent.

Now we state the proposition:
(4) Suppose $R$ is p-convergent and convergent in the first coordinate. Then P-lim $R=$ the first coordinate major iterated $\lim$ of $R$. Proof: Consider $z$ being a real number such that for every $e$ such that $0<e$ there exists a natural number $N_{1}$ such that for every $n$ and $m$ such that $n \geqslant N_{1}$ and $m \geqslant N_{1}$ holds $|R(n, m)-z|<e$. For every $e$ such that $0<e$ there exists $N$ such that for every $n$ such that $n \geqslant N$ holds |(the lim in the first coordinate of $R)(n)-z \mid<e$ by [4, (63), (60)]. For every $e$ such that $0<e$
there exists $N$ such that for every $n$ such that $n \geqslant N$ holds |(the lim in the first coordinate of $R)(n)-\mathrm{P}-\lim R \mid<e$ by [4, (60), (63)].
One can verify that every function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$ which is non-decreasing and upper bounded is also p-convergent convergent in the first coordinate and convergent in the second coordinate and every function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$ which is non-increasing and lower bounded is also p-convergent convergent in the first coordinate and convergent in the second coordinate.

Now we state the propositions:
(5) Suppose $R$ is uniformly convergent in the first coordinate and the lim in the first coordinate of $R$ is convergent. Then
(i) $R$ is p-convergent, and
(ii) $\mathrm{P}-\lim R=$ the first coordinate major iterated $\lim$ of $R$.
(6) Suppose $R$ is uniformly convergent in the second coordinate and the lim in the second coordinate of $R$ is convergent. Then
(i) $R$ is p-convergent, and
(ii) $\mathrm{P}-\lim R=$ the second coordinate major iterated $\lim$ of $R$.

Let us consider $R$. We say that $R$ is Cauchy if and only if
(Def. 13) Let us consider a real number $e$. Suppose $e>0$. Then there exists a natural number $N$ such that for every natural numbers $n_{1}, n_{2}, m_{1}, m_{2}$ such that $N \leqslant n_{1} \leqslant n_{2}$ and $N \leqslant m_{1} \leqslant m_{2}$ holds $\left|R\left(n_{2}, m_{2}\right)-R\left(n_{1}, m_{1}\right)\right|<e$.
Now we state the propositions:
(7) $\quad R$ is p-convergent if and only if $R$ is Cauchy. Proof: Define $\mathcal{R}$ (element of $\mathbb{N})=R\left(\$_{1}, \$_{1}\right)$. Consider $s_{1}$ being a function from $\mathbb{N}$ into $\mathbb{R}$ such that for every element $n$ of $\mathbb{N}, s_{1}(n)=\mathcal{R}(n)$ from [7, Sch. 4]. Reconsider $z=\lim s_{1}$ as a complex number. For every $e$ such that $0<e$ there exists $N$ such that for every $n$ and $m$ such that $n \geqslant N$ and $m \geqslant N$ holds $|R(n, m)-z|<e$ by [4, (63)].
(8) Let us consider a function $R$ from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$. Suppose
(i) $R$ is non-decreasing, or
(ii) $R$ is non-increasing.

Then $R$ is p-convergent if and only if $R$ is lower bounded and upper bounded.
Let $X, Y$ be non empty sets, $H$ be a binary operation on $Y$, and $f, g$ be functions from $X$ into $Y$. Observe that the functor $H_{f, g}$ yields a function from $X \times X$ into $Y$. Now we state the propositions:
(i) $\cdot \mathbb{R}_{r_{1}, r_{2}}$ is convergent in the first coordinate and convergent in the second coordinate, and
(ii) the lim in the first coordinate of $\cdot \mathbb{R}_{r_{1}, r_{2}}$ is convergent, and
(iii) the first coordinate major iterated $\lim$ of $\cdot \mathbb{R}_{1} r_{1}, r_{2}=\lim r_{1} \cdot \lim r_{2}$, and
(iv) the lim in the second coordinate of $\cdot \mathbb{R} r_{1}, r_{2}$ is convergent, and
(v) the second coordinate major iterated $\lim$ of $\cdot \mathbb{R} r_{1}, r_{2}=\lim r_{1} \cdot \lim r_{2}$, and
(vi) $\cdot \mathbb{R} r_{1}, r_{2}$ is p-convergent, and
(vii) P-lim $\cdot \mathbb{R} r_{1}, r_{2}=\lim r_{1} \cdot \lim r_{2}$.

Proof: Set $R=\cdot \mathbb{R}_{1}, r_{2}$. For every $n$ and $m, R(n, m)=r_{1}(n) \cdot r_{2}(m)$ by [5, (77)]. For every element $m$ of $\mathbb{N}$ and for every real number $e$ such that $0<e$ there exists $N$ such that for every $n$ such that $n \geqslant N$ holds $\mid\left(\right.$ curry $\left.^{\prime}(R, m)\right)(n)-\lim r_{1} \cdot r_{2}(m) \mid<e$ by [4, (47), (65), (44)]. For every element $m$ of $\mathbb{N}$, curry $^{\prime}(R, m)$ is convergent. For every element $m$ of $\mathbb{N}$ and for every real number $e$ such that $0<e$ there exists $N$ such that for every $n$ such that $n \geqslant N$ holds $\left|(\operatorname{curry}(R, m))(n)-r_{1}(m) \cdot \lim r_{2}\right|<e$ by [4, (47), (65), (44)]. For every element $m$ of $\mathbb{N}$, curry $(R, m)$ is convergent. For every $e$ such that $0<e$ there exists $N$ such that for every $n$ such that $n \geqslant N$ holds $\mid($ the $\lim$ in the first coordinate of $R)(n)-\lim r_{1} \cdot \lim r_{2} \mid<e$ by [4, (46), (65)]. For every $e$ such that $0<e$ there exists $N$ such that for every $n$ such that $n \geqslant N$ holds |(the lim in the second coordinate of $R)(n)-\lim r_{1} \cdot \lim r_{2} \mid<e$ by [4, (46), (65)]. For every $e$ such that $0<e$ there exists $N$ such that for every $n$ and $m$ such that $n \geqslant N$ and $m \geqslant N$ holds $\left|R(n, m)-\lim r_{1} \cdot \lim r_{2}\right|<e$ by [12, (3)], 44, (63), (46), (65)].
(i) $+\mathbb{R} r_{1}, r_{2}$ is convergent in the first coordinate and convergent in the second coordinate, and
(ii) the lim in the first coordinate of $+\mathbb{R} r_{1}, r_{2}$ is convergent, and
(iii) the first coordinate major iterated $\lim$ of $+_{\mathbb{R}} r_{1}, r_{2}=\lim r_{1}+\lim r_{2}$, and
(iv) the lim in the second coordinate of $+\mathbb{R} r_{1}, r_{2}$ is convergent, and
(v) the second coordinate major iterated $\lim$ of $+_{\mathbb{R}} r_{1}, r_{2}=\lim r_{1}+\lim r_{2}$, and
(vi) $+_{\mathbb{R} r_{1}, r_{2}}$ is p-convergent, and
(vii) P-lim $+\mathbb{R} r_{1}, r_{2}=\lim r_{1}+\lim r_{2}$.

Proof: Set $R=+_{\mathbb{R} r_{1}, r_{2}}$. For every $n$ and $m, R(n, m)=r_{1}(n)+r_{2}(m)$ by [5, (77)]. For every element $m$ of $\mathbb{N}$ and for every real number $e$ such that $0<e$ there exists a natural number $N$ such that for every natural number $n$ such that $n \geqslant N$ holds $\left|\left(\operatorname{curry}^{\prime}(R, m)\right)(n)-\left(\lim r_{1}+r_{2}(m)\right)\right|<e$. For every element $m$ of $\mathbb{N}$, curry ${ }^{\prime}(R, m)$ is convergent. For every element $m$ of $\mathbb{N}$ and for every real number $e$ such that $0<e$ there exists $N$ such that for every $n$ such that $n \geqslant N$ holds $\left|(\operatorname{curry}(R, m))(n)-\left(r_{1}(m)+\lim r_{2}\right)\right|<e$. For every element $m$ of $\mathbb{N}$, curry $(R, m)$ is convergent. For every $e$ such
that $0<e$ there exists $N$ such that for every $n$ such that $n \geqslant N$ holds $\mid($ the $\lim$ in the first coordinate of $R)(n)-\left(\lim r_{1}+\lim r_{2}\right) \mid<e$. For every $e$ such that $0<e$ there exists $N$ such that for every $n$ such that $n \geqslant N$ holds $\mid$ (the $\lim$ in the second coordinate of $R)(n)-\left(\lim r_{1}+\lim r_{2}\right) \mid<e$. For every $e$ such that $0<e$ there exists $N$ such that for every $n$ and $m$ such that $n \geqslant N$ and $m \geqslant N$ holds $\left|R(n, m)-\left(\lim r_{1}+\lim r_{2}\right)\right|<e$ by [4, (56)].
(11) Suppose $R_{1}$ is p-convergent and $R_{2}$ is p-convergent. Then
(i) $R_{1}+R_{2}$ is p-convergent, and
(ii) P-lim $\left(R_{1}+R_{2}\right)=\mathrm{P}-\lim R_{1}+\mathrm{P}-\lim R_{2}$.
(12) Suppose $R_{1}$ is p-convergent and $R_{2}$ is p-convergent. Then
(i) $R_{1}-R_{2}$ is p-convergent, and
(ii) P-lim $\left(R_{1}-R_{2}\right)=\mathrm{P}-\lim R_{1}-\mathrm{P}-\lim R_{2}$.
(13) Let us consider a function $R$ from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$ and a real number $r$. Suppose $R$ is p-convergent. Then
(i) $r \cdot R$ is p-convergent, and
(ii) $\mathrm{P}-\lim (r \cdot R)=r \cdot \mathrm{P}-\lim R$.
(14) If $R$ is p-convergent and for every natural numbers $n, m, R(n, m) \geqslant r$, then P-lim $R \geqslant r$.
(15) Suppose $R_{1}$ is p-convergent and $R_{2}$ is p-convergent and for every natural numbers $n, m, R_{1}(n, m) \leqslant R_{2}(n, m)$. Then P-lim $R_{1} \leqslant \mathrm{P}-\lim R_{2}$. The theorem is a consequence of (12) and (14).
(16) Suppose $R_{1}$ is p -convergent and $R_{2}$ is p -convergent and $\mathrm{P}-\lim R_{1}=$ P-lim $R_{2}$ and for every natural numbers $n, m, R_{1}(n, m) \leqslant R(n, m) \leqslant$ $R_{2}(n, m)$. Then
(i) $R$ is p-convergent, and
(ii) $\mathrm{P}-\lim R=\mathrm{P}-\lim R_{1}$.

Proof: For every $e$ such that $0<e$ there exists $N$ such that for every $n$ and $m$ such that $n \geqslant N$ and $m \geqslant N$ holds $\left|R(n, m)-\mathrm{P}-\lim R_{1}\right|<e$ by [14, (4), (5), (1)].
Let $X$ be a non empty set and $s_{1}$ be a function from $\mathbb{N} \times \mathbb{N}$ into $X$. A subsequence of $s_{1}$ is a function from $\mathbb{N} \times \mathbb{N}$ into $X$ and is defined by
(Def. 14) There exist increasing sequences $N, M$ of $\mathbb{N}$ such that for every natural numbers $n, m, i t(n, m)=s_{1}(N(n), M(m))$.
Let us consider $P_{1}$. Observe that every subsequence of $P_{1}$ is p-convergent. Now we state the proposition:
(17) Let us consider a subsequence $P_{2}$ of $P_{1}$. Then P-lim $P_{2}=\mathrm{P}-\lim P_{1}$.

Let $R$ be a convergent in the first coordinate function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$. Note that every subsequence of $R$ is convergent in the first coordinate.

Now we state the proposition:
(18) Let us consider a subsequence $R_{1}$ of $R$. Suppose
(i) $R$ is convergent in the first coordinate, and
(ii) the lim in the first coordinate of $R$ is convergent.

Then
(iii) the lim in the first coordinate of $R_{1}$ is convergent, and
(iv) the first coordinate major iterated $\lim$ of $R_{1}=$ the first coordinate major iterated $\lim$ of $R$.
Proof: Consider $I_{1}, I_{2}$ being increasing sequences of $\mathbb{N}$ such that for every natural numbers $n, m, R_{1}(n, m)=R\left(I_{1}(n), I_{2}(m)\right)$. For every $e$ such that $0<e$ there exists $N$ such that for every $m$ such that $m \geqslant N$ holds |(the lim in the first coordinate of $\left.R_{1}\right)(m)$ - the first coordinate major iterated $\lim$ of $R \mid<e$.
Let $R$ be a convergent in the second coordinate function from $\mathbb{N} \times \mathbb{N}$ into $\mathbb{R}$. One can check that every subsequence of $R$ is convergent in the second coordinate.

Now we state the proposition:
(19) Let us consider a subsequence $R_{1}$ of $R$. Suppose
(i) $R$ is convergent in the second coordinate, and
(ii) the lim in the second coordinate of $R$ is convergent.

Then
(iii) the lim in the second coordinate of $R_{1}$ is convergent, and
(iv) the second coordinate major iterated $\lim$ of $R_{1}=$ the second coordinate major iterated lim of $R$.

Proof: Consider $I_{1}, I_{2}$ being increasing sequences of $\mathbb{N}$ such that for every $n$ and $m, R_{1}(n, m)=R\left(I_{1}(n), I_{2}(m)\right)$. For every $e$ such that $0<e$ there exists $N$ such that for every $m$ such that $m \geqslant N$ holds |(the lim in the second coordinate of $\left.R_{1}\right)(m)$ - the second coordinate major iterated lim of $R \mid<e$.
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Summary. In this article, we formalize the Advanced Encryption Standard (AES). AES, which is the most widely used symmetric cryptosystem in the world, is a block cipher that was selected by the National Institute of Standards and Technology (NIST) as an official Federal Information Processing Standard for the United States in 2001 [12]. AES is the successor to DES [13], which was formerly the most widely used symmetric cryptosystem in the world. We formalize the AES algorithm according to [12]. We then verify the correctness of the formalized algorithm that the ciphertext encoded by the AES algorithm can be decoded uniquely by the same key. Please note the following points about this formalization: the AES round process is composed of the SubBytes, ShiftRows, MixColumns, and AddRoundKey transformations (see [12]). In this formalization, the SubBytes and MixColumns transformations are given as permutations, because it is necessary to treat the finite field $\operatorname{GF}\left(2^{8}\right)$ for those transformations. The formalization of AES that considers the finite field $\operatorname{GF}\left(2^{8}\right)$ is formalized by the future article.
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[^1]
## 1. Preliminaries

Let us consider natural numbers $k, m$. Now we state the propositions:
(1) If $m \neq 0$ and $(k+1) \bmod m \neq 0$, then $(k+1) \bmod m=(k \bmod m)+1$.
(2) If $m \neq 0$ and $(k+1) \bmod m \neq 0$, then $(k+1) \operatorname{div} m=k \operatorname{div} m$.
(3) If $m \neq 0$ and $(k+1) \bmod m=0$, then $m-1=k \bmod m$.
(4) If $m \neq 0$ and $(k+1) \bmod m=0$, then $(k+1) \operatorname{div} m=(k \operatorname{div} m)+1$.
(5) $(k-m) \bmod m=k \bmod m$.
(6) If $m \neq 0$, then $(k-m) \operatorname{div} m=(k \operatorname{div} m)-1$.

Let $m, n$ be natural numbers, $X, D$ be non empty sets, $F$ be a function from $X$ into $\left(D^{n}\right)^{m}$, and $x$ be an element of $X$. Let us observe that the functor $F(x)$ yields an element of $\left(D^{n}\right)^{m}$. Let $m$ be a natural number, $X, Y, D$ be non empty sets, and $F$ be a function from $X \times Y$ into $D^{m}$. Let $y$ be an element of $Y$. Note that the functor $F(x, y)$ yields an element of $D^{m}$. Now we state the propositions:
(7) Let us consider natural numbers $m, n$, a non empty set $D$, and elements $F_{1}, F_{2}$ of $\left(D^{n}\right)^{m}$. Suppose natural numbers $i, j$. If $i \in \operatorname{Seg} m$ and $j \in \operatorname{Seg} n$, then $F_{1}(i)(j)=F_{2}(i)(j)$. Then $F_{1}=F_{2}$.
(8) Let us consider a non empty set $D$ and elements $x_{1}, x_{2}, x_{3}, x_{4}$ of $D$. Then $\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle$ is an element of $D^{4}$.
(9) Let us consider a non empty set $D$ and elements $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$ of $D$. Then $\left\langle x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right\rangle$ is an element of $D^{5}$.
(10) Let us consider a non empty set $D$ and elements $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}$, $x_{7}, x_{8}$ of $D$. Then $\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle \wedge\left\langle x_{5}, x_{6}, x_{7}, x_{8}\right\rangle$ is an element of $D^{8}$. The theorem is a consequence of (8).
(11) Let us consider a non empty set $D$ and elements $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}$, $x_{7}, x_{8}, x_{9}, x_{10}$ of $D$. Then $\left\langle x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right\rangle \wedge\left\langle x_{6}, x_{7}, x_{8}, x_{9}, x_{10}\right\rangle$ is an element of $D^{10}$. The theorem is a consequence of (9).
(12) Let us consider a non empty set $D$ and elements $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}$, $x_{7}, x_{8}$ of $D^{4}$. Then $\left\langle x_{1}^{\wedge} x_{5}, x_{2}{ }^{\wedge} x_{6}, x_{3}^{\wedge} x_{7}, x_{4}{ }^{\wedge} x_{8}\right\rangle$ is an element of $\left(D^{8}\right)^{4}$. The theorem is a consequence of (8).
(13) Let us consider a non empty set $D$, an element $x$ of $\left(D^{4}\right)^{4}$, and an element $k$ of $\mathbb{N}$. Suppose $k \in \operatorname{Seg} 4$. Then there exist elements $x_{1}, x_{2}, x_{3}, x_{4}$ of $D$ such that
(i) $x_{1}=x(k)(1)$, and
(ii) $x_{2}=x(k)(2)$, and
(iii) $x_{3}=x(k)(3)$, and
(iv) $x_{4}=x(k)(4)$.
(14) Let us consider non empty sets $X, Y$, a function $f$ from $X$ into $Y$, and a function $g$ from $Y$ into $X$. Suppose
(i) for every element $x$ of $X, g(f(x))=x$, and
(ii) for every element $y$ of $Y, f(g(y))=y$.

Then
(iii) $f$ is one-to-one, and
(iv) $f$ is onto, and
(v) $g$ is one-to-one, and
(vi) $g$ is onto, and
(vii) $g=f^{-1}$, and
(viii) $f=g^{-1}$.

## 2. State Array

The array of AES-State yielding a function from Boolean ${ }^{128}$ into $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ is defined by
(Def. 1) Let us consider an element $i_{1}$ of Boolean ${ }^{128}$ and natural numbers $i, j$.
Suppose $i, j \in \operatorname{Seg} 4$. Then $i t\left(i_{1}\right)(i)(j)=\operatorname{mid}\left(i_{1},\left(1+\left(i-^{\prime} 1\right) \cdot 8\right)+\left(j-^{\prime}\right.\right.$ $\left.1) \cdot 32,\left(\left(1+\left(i-^{\prime} 1\right) \cdot 8\right)+\left(j-^{\prime} 1\right) \cdot 32\right)+7\right)$.
Now we state the propositions:
(15) Let us consider a natural number $k$. Suppose $1 \leqslant k \leqslant 128$. Then there exist natural numbers $i, j$ such that
(i) $i, j \in \operatorname{Seg} 4$, and
(ii) $\left(1+\left(i-^{\prime} 1\right) \cdot 8\right)+\left(j-^{\prime} 1\right) \cdot 32 \leqslant k \leqslant\left(\left(1+\left(i-^{\prime} 1\right) \cdot 8\right)+\left(j-^{\prime} 1\right) \cdot 32\right)+7$.
(16) Let us consider natural numbers $i, j, i_{0}, j_{0}$. Suppose
(i) $i, j, i_{0}, j_{0} \in \operatorname{Seg} 4$, and
(ii) it is not true that $i=i_{0}$ and $j=j_{0}$.

Then $\left\{k\right.$, where $k$ is a natural number : $\left(1+\left(i-^{\prime} 1\right) \cdot 8\right)+\left(j-^{\prime} 1\right) \cdot 32 \leqslant$ $\left.k \leqslant\left(8+\left(i-^{\prime} 1\right) \cdot 8\right)+\left(j-^{\prime} 1\right) \cdot 32\right\} \cap\{k$, where $k$ is a natural number : $\left.\left(1+\left(i_{0}-^{\prime} 1\right) \cdot 8\right)+\left(j_{0}-^{\prime} 1\right) \cdot 32 \leqslant k \leqslant\left(8+\left(i_{0}-^{\prime} 1\right) \cdot 8\right)+\left(j_{0}-^{\prime} 1\right) \cdot 32\right\}=\emptyset$.
(17) Let us consider natural numbers $k, i, j, i_{0}, j_{0}$. Suppose
(i) $1 \leqslant k \leqslant 128$, and
(ii) $i, j, i_{0}, j_{0} \in \operatorname{Seg} 4$, and
(iii) $\left(1+\left(i-^{\prime} 1\right) \cdot 8\right)+\left(j-^{\prime} 1\right) \cdot 32 \leqslant k \leqslant\left(\left(1+\left(i-^{\prime} 1\right) \cdot 8\right)+\left(j-^{\prime} 1\right) \cdot 32\right)+7$, and
(iv) $\left(1+\left(i_{0}-^{\prime} 1\right) \cdot 8\right)+\left(j_{0}-^{\prime} 1\right) \cdot 32 \leqslant k \leqslant\left(\left(1+\left(i_{0}-^{\prime} 1\right) \cdot 8\right)+\left(j_{0}-^{\prime} 1\right) \cdot 32\right)+7$.

Then
(v) $i=i_{0}$, and
(vi) $j=j_{0}$.

The theorem is a consequence of (16).
(18) The array of AES-State is one-to-one. The theorem is a consequence of (15). Proof: For every elements $x_{1}, x_{2}$ such that $x_{1}, x_{2} \in$ Boolean $^{128}$ and (the array of AES-State) $\left(x_{1}\right)=$ (the array of AES-State) $\left(x_{2}\right)$ holds $x_{1}=x_{2}$ by [15, (3)], [2, (11)], 4, (1)].
(19) The array of AES-State is onto. The theorem is a consequence of (15) and (17). Proof: For every element $y$ such that $y \in\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ there exists an element $x$ such that $x \in$ Boolean $^{128}$ and $y=$ (the array of AES-State) ( $x$ ) by [4, (1)], [7, (3)], [15, (3)].
Let us note that the array of AES-State is bijective.
Now we state the proposition:
(20) Let us consider an element $c$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$. Then (the array of AES-State $)\left((\text { the array of AES-State })^{-1}(c)\right)=c$.

## 3. SubBytes

In this paper $S$ denotes a permutation of Boolean ${ }^{8}$.
Let us consider $S$. The functor $\operatorname{SubBytes}(S)$ yielding a function from $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ into $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ is defined by
(Def. 2) Let us consider an element $i_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ and natural numbers $i$, $j$. Suppose $i, j \in \operatorname{Seg} 4$. Then there exists an element $i_{2}$ of Boolean ${ }^{8}$ such that
(i) $i_{2}=i_{1}(i)(j)$, and
(ii) $i t\left(i_{1}\right)(i)(j)=S\left(i_{2}\right)$.

The functor InvSubBytes $(S)$ yielding a function from $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ into $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ is defined by
(Def. 3) Let us consider an element $i_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ and natural numbers $i$, $j$. Suppose $i, j \in \operatorname{Seg} 4$. Then there exists an element $i_{2}$ of Boolean ${ }^{8}$ such that
(i) $i_{2}=i_{1}(i)(j)$, and
(ii) $i t\left(i_{1}\right)(i)(j)=S^{-1}\left(i_{2}\right)$.

Now we state the propositions:
(21) Let us consider an element $i_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$.

Then $(\operatorname{InvSubBytes}(S))\left((\operatorname{SubBytes}(S))\left(i_{1}\right)\right)=i_{1}$. The theorem is a consequence of (7).
(22) Let us consider an element $o$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$.

Then $(\operatorname{SubBytes}(S))((\operatorname{InvSubBytes}(S))(o))=o$. The theorem is a consequence of (7).
(23) (i) SubBytes $(S)$ is one-to-one, and
(ii) $\operatorname{SubBytes}(S)$ is onto, and
(iii) InvSubBytes $(S)$ is one-to-one, and
(iv) InvSubBytes $(S)$ is onto, and
(v) InvSubBytes $(S)=(\text { SubBytes }(S))^{-1}$, and
(vi) $\operatorname{SubBytes}(S)=(\operatorname{InvSubBytes}(S))^{-1}$.

The theorem is a consequence of (21), (22), and (14).

## 4. ShiftRows

The functor ShiftRows yielding a function from $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ into $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ is defined by
(Def. 4) Let us consider an element $i_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ and a natural number $i$. Suppose $i \in \operatorname{Seg} 4$. Then there exists an element $x_{i}$ of $\left(\text { Boolean }^{8}\right)^{4}$ such that
(i) $x_{i}=i_{1}(i)$, and
(ii) $i t\left(i_{1}\right)(i)=\mathrm{Op}-\operatorname{Shift}\left(x_{i}, 5-i\right)$.

The functor InvShiftRows yielding a function from $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ into $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ is defined by
(Def. 5) Let us consider an element $i_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ and a natural number i. Suppose $i \in \operatorname{Seg} 4$. Then there exists an element $x_{i}$ of $\left(\text { Boolean }^{8}\right)^{4}$ such that
(i) $x_{i}=i_{1}(i)$, and
(ii) $i t\left(i_{1}\right)(i)=\operatorname{Op-Shift}\left(x_{i}, i-1\right)$.

Now we state the propositions:
(24) Let us consider an element $i_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$. Then InvShiftRows(ShiftRows $\left.\left(i_{1}\right)\right)=i_{1}$.
(25) Let us consider an element $o$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$. Then ShiftRows(InvShiftRows $(o))=o$.
(i) ShiftRows is one-to-one, and
(ii) ShiftRows is onto, and
(iii) InvShiftRows is one-to-one, and
(iv) InvShiftRows is onto, and
(v) InvShiftRows $=$ ShiftRows $^{-1}$, and
(vi) ShiftRows $=$ InvShiftRows ${ }^{-1}$.

## 5. AddRoundKey

The functor AddRoundKey yielding a function from $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4} \times\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ into $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ is defined by
(Def. 6) Let us consider elements $t_{1}, k_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ and natural numbers $i$, $j$. Suppose $i, j \in \operatorname{Seg} 4$. Then there exist elements $t_{2}, k_{2}$ of Boolean ${ }^{8}$ such that
(i) $t_{2}=t_{1}(i)(j)$, and
(ii) $k_{2}=k_{1}(i)(j)$, and
(iii) $i t\left(t_{1}, k_{1}\right)(i)(j)=\operatorname{Op}-\operatorname{XOR}\left(t_{2}, k_{2}\right)$.

## 6. Key Expansion

Let us consider $S$. Let $x$ be an element of $\left(\text { Boolean }^{8}\right)^{4}$.
The functor $\operatorname{SubWord}(S, x)$ yielding an element of $\left(\text { Boolean }^{8}\right)^{4}$ is defined by (Def. 7) Let us consider an element $i$ of Seg 4. Then $i t(i)=S(x(i))$.

The functor $\operatorname{RotWord}(x)$ yielding an element of $\left(\text { Boolean }^{8}\right)^{4}$ is defined by the term
(Def. 8) Op-LeftShift $x$.
Let $n, m$ be non zero elements of $\mathbb{N}$ and $s, t$ be elements of $\left(\text { Boolean }^{n}\right)^{m}$. The functor XOR-Word $(s, t)$ yielding an element of $\left(\text { Boolean }^{n}\right)^{m}$ is defined by (Def. 9) Let us consider an element $i$ of $\operatorname{Seg} m$. Then $i t(i)=\operatorname{Op-XOR}(s(i), t(i))$. The functor Rcon yielding an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{10}$ is defined by
(Def. 10) (i) $i t(1)=\langle\langle 0,0,0,0\rangle \wedge\langle 0,0,0,1\rangle,\langle 0,0,0,0\rangle \wedge\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle \wedge\langle 0$, $0,0,0\rangle,\langle 0,0,0,0\rangle \sim\langle 0,0,0,0\rangle\rangle$, and
(ii) $i t(2)=\langle\langle 0,0,0,0\rangle \wedge\langle 0,0,1,0\rangle,\langle 0,0,0,0\rangle \wedge\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle \smile\langle 0$, $0,0,0\rangle,\langle 0,0,0,0\rangle \sim\langle 0,0,0,0\rangle\rangle$, and
(iii) $i t(3)=\langle\langle 0,0,0,0\rangle \frown\langle 0,1,0,0\rangle,\langle 0,0,0,0\rangle \frown\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle \smile\langle 0$, $0,0,0\rangle,\langle 0,0,0,0\rangle \wedge\langle 0,0,0,0\rangle\rangle$, and
(iv) $i t(4)=\left\langle\langle 0,0,0,0\rangle\right.$ ~ $\langle 1,0,0,0\rangle,\langle 0,0,0,0\rangle$ ~ $\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle{ }^{\wedge}\langle 0$, $0,0,0\rangle,\langle 0,0,0,0\rangle \sim\langle 0,0,0,0\rangle\rangle$, and
(v) $i t(5)=\langle\langle 0,0,0,1\rangle \smile\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle \smile\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle \smile\langle 0$, $0,0,0\rangle,\langle 0,0,0,0\rangle \sim\langle 0,0,0,0\rangle\rangle$, and
(vi) it $(6)=\left\langle\langle 0,0,1,0\rangle{ }^{\sim}\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle{ }^{\sim}\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle{ }^{\sim}\langle 0\right.$, $0,0,0\rangle,\langle 0,0,0,0\rangle \sim\langle 0,0,0,0\rangle\rangle$, and
(vii) it 7 ) $=\langle\langle 0,1,0,0\rangle \wedge\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle \wedge\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle \wedge\langle 0$, $0,0,0\rangle,\langle 0,0,0,0\rangle \sim\langle 0,0,0,0\rangle\rangle$, and
(viii) $i t(8)=\left\langle\langle 1,0,0,0\rangle \wedge\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle{ }^{\wedge}\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle{ }^{\wedge}\langle 0\right.$, $0,0,0\rangle,\langle 0,0,0,0\rangle \sim\langle 0,0,0,0\rangle\rangle$, and
(ix) $i t(9)=\langle\langle 0,0,0,1\rangle \sim\langle 1,0,1,1\rangle,\langle 0,0,0,0\rangle \sim\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle \sim\langle 0$, $0,0,0\rangle,\langle 0,0,0,0\rangle \wedge\langle 0,0,0,0\rangle\rangle$, and
(x) $i t(10)=\left\langle\langle 0,0,1,1\rangle{ }^{\wedge}\langle 0,1,1,0\rangle,\langle 0,0,0,0\rangle \wedge\langle 0,0,0,0\rangle,\langle 0,0,0,0\rangle \wedge\langle 0\right.$, $0,0,0\rangle,\langle 0,0,0,0\rangle \sim\langle 0,0,0,0\rangle\rangle$.
Let us consider $S$. Let $m, i$ be natural numbers and $w$ be an element of $\left(\text { Boolean }^{8}\right)^{4}$. Assume $m=4$ or $m=6$ or $m=8$ and $i<4 \cdot(7+m)$ and $m \leqslant i$. The functor KeyExpansionT $(S, m, i, w)$ yielding an element of $\left(\text { Boolean }^{8}\right)^{4}$ is defined by
(Def. 11) (i) there exists an element $T_{3}$ of $\left(\text { Boolean }^{8}\right)^{4}$ such that $T_{3}=\operatorname{Rcon}\left(\frac{i}{m}\right)$ and $i t=\operatorname{XOR}-\operatorname{Word}\left(\operatorname{SubWord}(S,(\operatorname{RotWord}(w))), T_{3}\right)$, if $i \bmod m=0$,
(ii) it $=\operatorname{SubWord}(S, w)$, if $m=8$ and $i \bmod 8=4$,
(iii) it $=w$, otherwise.

Let $m$ be a natural number. Assume $m=4$ or $m=6$ or $m=8$. The functor KeyExpansionW $(S, m)$ yielding a function from $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{m}$ into $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4 \cdot(7+m)}$ is defined by
(Def. 12) Let us consider an element $K$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{m}$. Then
(i) for every element $i$ of $\mathbb{N}$ such that $i<m$ holds $i t(K)(i+1)=K(i+1)$, and
(ii) for every element $i$ of $\mathbb{N}$ such that $m \leqslant i<4 \cdot(7+m)$ there exists an element $P$ of $\left(\text { Boolean }^{8}\right)^{4}$ and there exists an element $Q$ of $\left(\text { Boolean }^{8}\right)^{4}$ such that $P=i t(K)((i-m)+1)$ and $Q=i t(K)(i)$ and $i t(K)(i+1)=\operatorname{XOR}-\operatorname{Word}(P,($ KeyExpansionT $(S, m, i, Q)))$.
The functor KeyExpansion $(S, m)$ yielding a function from $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{m}$ into $\left(\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}\right)^{7+m}$ is defined by
(Def. 13) Let us consider an element $K$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{m}$. Then there exists an element $w$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4 \cdot(7+m)}$ such that
(i) $w=(\operatorname{KeyExpansionW}(S, m))(K)$, and
(ii) for every natural number $i$ such that $i<7+m$ holds $i t(K)(i+1)=$ $\langle w(4 \cdot i+1), w(4 \cdot i+2), w(4 \cdot i+3), w(4 \cdot i+4)\rangle$.

## 7. Encryption and Decryption

In the sequel $\mathcal{M}_{1}$ denotes a permutation of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ and $\mathcal{M}_{2}$ denotes a permutation of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$.

Let us consider $S$ and $\mathcal{M}_{1}$. Let $m$ be a natural number, $t_{1}$ be an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$, and $K$ be an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{m}$. The functor AES-Cipher $\left(S, \mathcal{M}_{1}, t_{1}, K\right)$ yielding an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ is defined by (Def. 14) There exists a finite sequence $s_{1}$ of elements of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that
(i) $\operatorname{len} s_{1}=(7+m)-1$, and
(ii) there exists an element $K_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $K_{1}=(\operatorname{KeyExpansion}(S, m))(K)(1)$ and $s_{1}(1)=\operatorname{AddRoundKey}\left(t_{1}, K_{1}\right)$, and
(iii) for every natural number $i$ such that $1 \leqslant i<(7+m)-1$ there exists an element $K_{i}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that
$K_{i}=(\operatorname{KeyExpansion}(S, m))(K)(i+1)$ and
$s_{1}(i+1)=$ AddRoundKey $\left(\left(\left(\mathcal{M}_{1} \cdot \operatorname{ShiftRows}\right) \cdot \operatorname{SubBytes}(S)\right)\left(s_{1}(i)\right), K_{i}\right)$, and
(iv) there exists an element $K_{n}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that
$K_{n}=(\operatorname{KeyExpansion}(S, m))(K)(7+m)$ and
$i t=\operatorname{AddRoundKey}\left((\operatorname{ShiftRows} \cdot \operatorname{SubBytes}(S))\left(s_{1}((7+m)-1)\right), K_{n}\right)$.
The functor AES-InvCipher $\left(S, \mathcal{M}_{1}, t_{1}, K\right)$ yielding an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ is defined by
(Def. 15) There exists a finite sequence $s_{1}$ of elements of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that
(i) $\operatorname{len} s_{1}=(7+m)-1$, and
(ii) there exists an element $K_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that
$K_{1}=(\operatorname{Rev}((\operatorname{KeyExpansion}(S, m))(K)))(1)$ and $s_{1}(1)=$ (InvSubBytes $(S) \cdot \operatorname{Inv} \operatorname{ShiftRows)(AddRoundKey~}\left(t_{1}, K_{1}\right)$ ), and
(iii) for every natural number $i$ such that $1 \leqslant i<(7+m)-1$ there exists an element $K_{i}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that
$K_{i}=(\operatorname{Rev}((\operatorname{KeyExpansion}(S, m))(K)))(i+1)$ and $s_{1}(i+1)=$ $\left((\operatorname{InvSubBytes}(S) \cdot \operatorname{InvShiftRows}) \cdot \mathcal{M}_{1}^{-1}\right)\left(\operatorname{AddRoundKey}\left(s_{1}(i), K_{i}\right)\right)$, and
(iv) there exists an element $K_{n}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that
$K_{n}=(\operatorname{Rev}((\operatorname{KeyExpansion}(S, m))(K)))(7+m)$ and $i t=$ AddRoundKey $\left(s_{1}((7+m)-1), K_{n}\right)$.
Now we state the propositions:
(27) Let us consider an element $i_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$. Then $\mathcal{M}_{1}^{-1}\left(\mathcal{M}_{1}\left(i_{1}\right)\right)=i_{1}$.
(28) Let us consider an element $o$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$. Then $\mathcal{M}_{1}\left(\mathcal{M}_{1}^{-1}(o)\right)=o$.

Let us consider a natural number $m$ and an element $t_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$. Now we state the propositions:
(29) $\quad(\operatorname{InvSubBytes}(S) \cdot \operatorname{InvShiftRows})\left((\operatorname{ShiftRows} \cdot \operatorname{SubBytes}(S))\left(t_{1}\right)\right)=t_{1}$.
(30) $\left((\operatorname{InvSubBytes}(S) \cdot\right.$ InvShiftRows $\left.) \cdot \mathcal{M}_{1}^{-1}\right)\left(\left(\left(\mathcal{M}_{1} \cdot\right.\right.\right.$ ShiftRows $) \cdot$ SubBytes $\left.(S))\left(t_{1}\right)\right)=t_{1}$.
Now we state the propositions:
(31) Let us consider a natural number $m$, an element $t_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$, an element $K$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{m}$, and elements $d_{k}, e_{k}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$. Suppose
(i) $m=4$ or $m=6$ or $m=8$, and
(ii) $d_{k}=(\operatorname{Rev}((\operatorname{KeyExpansion}(S, m))(K)))(1)$, and
(iii) $e_{k}=(\operatorname{KeyExpansion}(S, m))(K)(7+m)$.

Then AddRoundKey(AddRoundKey $\left.\left(t_{1}, e_{k}\right), d_{k}\right)=t_{1}$. The theorem is a consequence of (7).
(32) Let us consider a natural number $m$, an element $t_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$, an element $k_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{m}$, and elements $d_{k}, e_{k}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$. Suppose
(i) $m=4$ or $m=6$ or $m=8$, and
(ii) $d_{k}=(\operatorname{KeyExpansion}(S, m))\left(k_{1}\right)(1)$, and
(iii) $e_{k}=\left(\operatorname{Rev}\left((\operatorname{KeyExpansion}(S, m))\left(k_{1}\right)\right)\right)(7+m)$.

Then AddRoundKey(AddRoundKey $\left.\left(t_{1}, e_{k}\right), d_{k}\right)=t_{1}$. The theorem is a consequence of (7).
(33) Let us consider a natural number $m$, elements $t_{1}, o_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$, an element $K$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{m}$, and elements $K_{1}, K_{n}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$. Suppose
(i) $m=4$ or $m=6$ or $m=8$, and
(ii) $K_{1}=(\operatorname{KeyExpansion}(S, m))(K)(1)$, and
(iii) $K_{n}=(\operatorname{Rev}((\operatorname{KeyExpansion}(S, m))(K)))(7+m)$, and
(iv) $o_{1}=$ AddRoundKey $\left((\operatorname{ShiftRows} \cdot \operatorname{SubBytes}(S))\left(t_{1}\right), K_{n}\right)$.

Then $\left(\operatorname{InvSubBytes}(S) \cdot \operatorname{InvShiftRows)(AddRoundKey}\left(o_{1}, K_{1}\right)\right)=t_{1}$. The theorem is a consequence of (32) and (29).
(34) Let us consider natural numbers $m, i$, an element $t_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$, an element $K$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{m}$, and elements $e_{i}, d_{i}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$. Suppose
(i) $m=4$ or $m=6$ or $m=8$, and
(ii) $i \leqslant(7+m)-1$, and
(iii) $e_{i}=(\operatorname{KeyExpansion}(S, m))(K)((7+m)-i)$, and
(iv) $d_{i}=(\operatorname{Rev}((\operatorname{KeyExpansion}(S, m))(K)))(i+1)$.

Then AddRoundKey $\left(\operatorname{AddRoundKey}\left(t_{1}, e_{i}\right), d_{i}\right)=t_{1}$. The theorem is a consequence of (7).
(35) Let us consider a natural number $m$, an element $t_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$, and an element $K$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{m}$. Suppose
(i) $m=4$, or
(ii) $m=6$, or
(iii) $m=8$.

Then AES-InvCipher $\left(S, \mathcal{M}_{1},\left(\operatorname{AES}-\operatorname{Cipher}\left(S, \mathcal{M}_{1}, t_{1}, K\right)\right), K\right)=t_{1}$. The theorem is a consequence of (34) and (30). Proof: Reconsider $N=$ $(7+m)-1$ as a natural number. Consider $e_{s}$ being a finite sequence of elements of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that len $e_{s}=N$ and there exists an element $K_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $K_{1}=(\operatorname{KeyExpansion}(S, m))(K)(1)$ and $e_{s}(1)=\operatorname{AddRoundKey}\left(t_{1}, K_{1}\right)$ and for every natural number $i$ such that $1 \leqslant i<N$ there exists an element $K_{i}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $K_{i}=(\operatorname{KeyExpansion}(S, m))(K)(i+1)$ and $e_{s}(i+1)=\operatorname{AddRoundKey}\left(\left(\left(\mathcal{M}_{1}\right.\right.\right.$. ShiftRows) • SubBytes $\left.(S))\left(e_{s}(i)\right), K_{i}\right)$ and there exists an element $K_{n}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $K_{n}=(\operatorname{KeyExpansion}(S, m))(K)(7+m)$ and AES-Cipher $\left(S, \mathcal{M}_{1}, t_{1}, K\right)=$ AddRoundKey $\left((\operatorname{ShiftRows} \cdot \operatorname{SubBytes}(S))\left(e_{s}\right.\right.$ $\left.(N)), K_{n}\right)$. Consider $d_{s}$ being a finite sequence of elements of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that len $d_{s}=N$ and there exists an element $K_{1}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $K_{1}=(\operatorname{Rev}((\operatorname{KeyExpansion}(S, m))(K)))(1)$ and $d_{s}(1)=($ InvSubBytes $(S) \cdot \operatorname{InvShiftRows})\left(\right.$ AddRoundKey $\left.\left(\operatorname{AES}-\operatorname{Cipher}\left(S, \mathcal{M}_{1}, t_{1}, K\right), K_{1}\right)\right)$ and for every natural number $i$ such that $1 \leqslant i<N$ there exists an element $K_{i}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $K_{i}=(\operatorname{Rev}((\operatorname{KeyExpansion}(S, m))(K)))(i+1)$ and $d_{s}(i+1)=\left((\operatorname{InvSubBytes}(S) \cdot \operatorname{InvShiftRows}) \cdot \mathcal{M}_{1}{ }^{-1}\right)\left(\right.$ AddRoundKey $\left(d_{s}\right.$ $\left.\left.(i), K_{i}\right)\right)$ and there exists an element $K_{n}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $K_{n}=$ $(\operatorname{Rev}((\operatorname{KeyExpansion}(S, m))(K)))(7+m)$ and $\operatorname{AES}-\operatorname{InvCipher}\left(S, \mathcal{M}_{1}\right.$,
$\left.\left(\operatorname{AES}-\operatorname{Cipher}\left(S, \mathcal{M}_{1}, t_{1}, K\right)\right), K\right)=\operatorname{AddRoundKey}\left(d_{s}(N), K_{n}\right)$. Consider $e_{1}$ being an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $e_{1}=(\operatorname{KeyExpansion}(S, m))$ $(K)(1)$ and $e_{s}(1)=$ AddRoundKey $\left(t_{1}, e_{1}\right)$. Consider $e_{n}$ being an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $e_{n}=($ KeyExpansion $(S, m))(K)(7+m)$ and AES-Cipher $\left(S, \mathcal{M}_{1}, t_{1}, K\right)=$ AddRoundKey $\left((\operatorname{ShiftRows} \cdot \operatorname{SubBytes}(S))\left(e_{s}\right.\right.$ $\left.(N)), e_{n}\right)$. Consider $d_{1}$ being an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $d_{1}=$ $(\operatorname{Rev}((\operatorname{KeyExpansion}(S, m))(K)))(1)$ and $d_{s}(1)=(\operatorname{InvSubBytes}(S)$.
InvShiftRows)(AddRoundKey (AES-Cipher $\left.\left.\left(S, \mathcal{M}_{1}, t_{1}, K\right), d_{1}\right)\right)$. Consider $d_{n}$ being an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ such that $d_{n}=(\operatorname{Rev}((\operatorname{KeyExpansion}(S$, $m))(K))(7+m)$ and AES-InvCipher $\left(S, \mathcal{M}_{1},\left(\operatorname{AES}-\operatorname{Cipher}\left(S, \mathcal{M}_{1}, t_{1}, K\right)\right)\right.$, $K)=\operatorname{AddRoundKey}\left(d_{s}(N), d_{n}\right)$. Define $\mathcal{R}\left[\right.$ natural number] $\equiv$ if $\$_{1}<N$, then $d_{s}\left(\$_{1}+1\right)=e_{s}\left(N-\$_{1}\right)$. For every natural number $i$ such that $\mathcal{R}[i]$
holds $\mathcal{R}[i+1]$ by [2, (11)], [15, (3)], [2, (14)]. For every natural number $k$, $\mathcal{R}[k]$ from [2, Sch. 2].
(36) Let us consider a non empty set $D$, non zero elements $n, m$ of $\mathbb{N}$, and an element $r$ of $D^{n}$. Suppose
(i) $m \leqslant n$, and
(ii) $8 \leqslant n-m$.

Then Op-Left( $\operatorname{Op-Right}(r, m), 8)$ is an element of $D^{8}$.
Let $r$ be an element of Boolean ${ }^{128}$. The functor AES-InitState128Key $(r)$ yielding an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$ is defined by
(Def. 16) (i) $i t(1)=\langle\operatorname{Op}-\operatorname{Left}(r, 8)$, Op-Left $(\operatorname{Op}-\operatorname{Right}(r, 8), 8)$, Op-Left $($ Op-Right $(r, 16), 8), O p-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 24), 8)\rangle$, and
(ii) $i t(2)=\langle\operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 32), 8), \operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 40), 8)$, Op-Left(Op-Right $(r, 48), 8)$, Op-Left(Op-Right $(r, 56), 8)\rangle$, and
(iii) $i t(3)=\langle\operatorname{Op-Left}(\operatorname{Op}-\operatorname{Right}(r, 64), 8), \operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 72), 8)$, Op-Left(Op-Right $(r, 80), 8), O p-\operatorname{Left}(O p-\operatorname{Right}(r, 88), 8)\rangle$, and
(iv) $i t(4)=\langle\operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 96), 8), O p-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 104), 8)$, Op-Left(Op-Right $(r, 112), 8), \operatorname{Op-Right}(r, 120)\rangle$.
Let $r$ be an element of Boolean ${ }^{192}$. The functor AES-InitState192Key $(r)$ yielding an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{6}$ is defined by
(Def. 17) (i) $i t(1)=\langle\operatorname{Op}-\operatorname{Left}(r, 8)$, Op-Left $(\operatorname{Op}-\operatorname{Right}(r, 8), 8)$, Op-Left(Op-Right $(r, 16), 8), \operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 24), 8)\rangle$, and
(ii) $i t(2)=\langle\operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 32), 8), \operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 40), 8)$, Op-Left(Op-Right $(r, 48), 8)$, Op-Left $(\operatorname{Op-Right}(r, 56), 8)\rangle$, and
(iii) $i t(3)=\langle\operatorname{Op-Left}(\operatorname{Op}-\operatorname{Right}(r, 64), 8), \operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 72), 8)$, Op-Left(Op-Right $(r, 80), 8), O p-\operatorname{Left}(O p-\operatorname{Right}(r, 88), 8)\rangle$, and
(iv) $i t(4)=\langle\mathrm{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 96), 8), \operatorname{Op-Left}(\operatorname{Op}-\operatorname{Right}(r, 104), 8)$, Op-Left (Op-Right $(r, 112), 8), O p-\operatorname{Left}(\operatorname{Op-Right}(r, 120), 8)\rangle$, and
(v) $i t(5)=\langle\operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 128), 8), \operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 136), 8)$, Op-Left (Op-Right $(r, 144), 8), \operatorname{Op-Left}(\operatorname{Op-Right}(r, 152), 8)\rangle$, and
(vi) $i t(6)=\langle\operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 160), 8), \operatorname{Op-Left}(\operatorname{Op}-\operatorname{Right}(r, 168), 8)$, Op-Left(Op-Right $(r, 176), 8), \operatorname{Op}-\operatorname{Right}(r, 184)\rangle$.
Let $r$ be an element of Boolean ${ }^{256}$. The functor AES-InitState256Key ( $r$ ) yielding an element of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{8}$ is defined by
(Def. 18) (i) $i t(1)=\langle\operatorname{Op-Left}(r, 8)$, Op-Left $(\operatorname{Op}-\operatorname{Right}(r, 8), 8)$, Op-Left

(ii) $i t(2)=\langle\operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 32), 8), \operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 40), 8)$, Op-Left(Op-Right $(r, 48), 8)$, Op-Left(Op-Right $(r, 56), 8)\rangle$, and
(iii) $i t(3)=\langle\operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 64), 8), \operatorname{Op-Left}(\operatorname{Op}-\operatorname{Right}(r, 72), 8)$, Op-Left (Op-Right $(r, 80), 8), O p-\operatorname{Left}(O p-\operatorname{Right}(r, 88), 8)\rangle$, and
(iv) $i t(4)=\langle O p-\operatorname{Left}(O p-\operatorname{Right}(r, 96), 8), O p-\operatorname{Left}(O p-\operatorname{Right}(r, 104), 8)$, Op-Left (Op-Right $(r, 112), 8), O p-\operatorname{Left}(\operatorname{Op-Right}(r, 120), 8)\rangle$, and
(v) $i t(5)=\langle\operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 128), 8), O p-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 136), 8)$, Op-Left (Op-Right $(r, 144), 8), O p-\operatorname{Left}(\operatorname{Op-Right}(r, 152), 8)\rangle$, and
(vi) $i t(6)=\langle O p-\operatorname{Left}(O p-\operatorname{Right}(r, 160), 8), O p-\operatorname{Left}(O p-\operatorname{Right}(r, 168), 8)$, Op-Left(Op-Right( $r, 176$ ), 8$)$, Op-Left(Op-Right $(r, 184), 8)\rangle$, and
(vii) $i t(7)=\langle\operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 192), 8), \operatorname{Op}-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 200), 8)$, Op-Left(Op-Right( $r$, 208), 8), Op-Left(Op-Right $(r, 216), 8)\rangle$, and
(viii) $i t(8)=\langle O p-\operatorname{Left}(\operatorname{Op}-\operatorname{Right}(r, 224), 8)$, Op-Left $(\operatorname{Op}-\operatorname{Right}(r, 232), 8)$, Op-Left(Op-Right( $r, 240$ ), 8 ), Op-Right $(r, 248)\rangle$.
Let us consider $S$ and $\mathcal{M}_{2}$. Let $m_{1}$ be an element of Boolean ${ }^{128}$ and $K$ be an element of Boolean ${ }^{128}$. The functor AES-128enc $\left(S, \mathcal{M}_{2}, m_{1}, K\right)$ yielding an element of Boolean ${ }^{128}$ is defined by the term
(Def. 19) (The array of AES-State) $)^{-1}\left(\operatorname{AES}-\operatorname{Cipher}\left(S, \mathcal{M}_{2},((\right.\right.$ the array of AES-State) $\left.\left(m_{1}\right)\right)$, (AES-InitState128Key $\left.\left.(K)\right)\right)$ ).
Let $c$ be an element of Boolean ${ }^{128}$. The functor $\operatorname{AES}-128 \operatorname{dec}\left(S, \mathcal{M}_{2}, c, K\right)$ yielding an element of Boolean ${ }^{128}$ is defined by the term
(Def. 20) (The array of AES-State) $)^{-1}\left(\operatorname{AES}-\operatorname{InvCipher}\left(S, \mathcal{M}_{2},((\right.\right.$ the array of AES-State)(c)), (AES-InitState128Key $(K)))$ ).
Now we state the proposition:
(37) Let us consider a permutation $S$ of Boolean ${ }^{8}$, a permutation $\mathcal{M}_{2}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$, and elements $m_{1}, K$ of Boolean ${ }^{128}$.
Then $\operatorname{AES}-128 \operatorname{dec}\left(S, \mathcal{M}_{2},\left(\operatorname{AES}-128 \operatorname{enc}\left(S, \mathcal{M}_{2}, m_{1}, K\right)\right), K\right)=m_{1}$. The theorem is a consequence of (20) and (35).
Let us consider $S$ and $\mathcal{M}_{2}$. Let $m_{1}$ be an element of Boolean ${ }^{128}$ and $K$ be an element of Boolean ${ }^{192}$. The functor AES-192enc $\left(S, \mathcal{M}_{2}, m_{1}, K\right)$ yielding an element of Boolean ${ }^{128}$ is defined by the term
(Def. 21) (The array of AES-State) ${ }^{-1}\left(\operatorname{AES}-\operatorname{Cipher}\left(S, \mathcal{M}_{2},((\right.\right.$ the array of AES-State) $\left.\left(m_{1}\right)\right)$, (AES-InitState192Key $\left.\left.(K)\right)\right)$ ).
Let $c$ be an element of Boolean ${ }^{128}$. The functor $\operatorname{AES}-192 \operatorname{dec}\left(S, \mathcal{M}_{2}, c, K\right)$ yielding an element of Boolean ${ }^{128}$ is defined by the term
(Def. 22) (The array of AES-State) ${ }^{-1}\left(\operatorname{AES}-\operatorname{InvCipher}\left(S, \mathcal{M}_{2},((\right.\right.$ the array of AES-State)(c)), (AES-InitState192Key $(K)))$ ).
Now we state the proposition:
(38) Let us consider a permutation $S$ of Boolean $^{8}$, a permutation $\mathcal{M}_{2}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$, an element $m_{1}$ of Boolean ${ }^{128}$, and an element $K$ of Boolean ${ }^{192}$.

Then $\operatorname{AES}-192 \operatorname{dec}\left(S, \mathcal{M}_{2},\left(\operatorname{AES}-192 \operatorname{enc}\left(S, \mathcal{M}_{2}, m_{1}, K\right)\right), K\right)=m_{1}$. The theorem is a consequence of (20) and (35).
Let us consider $S$ and $\mathcal{M}_{2}$. Let $m_{1}$ be an element of Boolean ${ }^{128}$ and $K$ be an element of Boolean ${ }^{256}$. The functor $\operatorname{AES}-256 \mathrm{enc}\left(S, \mathcal{M}_{2}, m_{1}, K\right)$ yielding an element of Boolean ${ }^{128}$ is defined by the term
(Def. 23) (The array of AES-State) $)^{-1}\left(\operatorname{AES}-\operatorname{Cipher}\left(S, \mathcal{M}_{2},((\right.\right.$ the array of AES-State) $\left.\left(m_{1}\right)\right)$, (AES-InitState256Key $\left.\left.(K)\right)\right)$ ).
Let $c$ be an element of Boolean ${ }^{128}$. The functor $\operatorname{AES}-256 \operatorname{dec}\left(S, \mathcal{M}_{2}, c, K\right)$ yielding an element of Boolean ${ }^{128}$ is defined by the term
(Def. 24) (The array of AES-State) $)^{-1}\left(\operatorname{AES}-\operatorname{InvCipher}\left(S, \mathcal{M}_{2}\right.\right.$, ((the array of AES-State)( $c)$ ), (AES-InitState256Key $(K))$ )).
Now we state the proposition:
(39) Let us consider a permutation $S$ of Boolean $^{8}$, a permutation $\mathcal{M}_{2}$ of $\left(\left(\text { Boolean }^{8}\right)^{4}\right)^{4}$, an element $m_{1}$ of Boolean ${ }^{128}$, and an element $K$ of Boolean ${ }^{256}$.
Then $\operatorname{AES}-256 \operatorname{dec}\left(S, \mathcal{M}_{2},\left(\operatorname{AES}-256 \mathrm{enc}\left(S, \mathcal{M}_{2}, m_{1}, K\right)\right), K\right)=m_{1}$. The theorem is a consequence of (20) and (35).
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#### Abstract

Summary. In this article, we described basic properties of Riemann integral on functions from $\mathbb{R}$ into Real Banach Space. We proved mainly the linearity of integral operator about the integral of continuous functions on closed interval of the set of real numbers. These theorems were based on the article 10 and we referred to the former articles about Riemann integral. We applied definitions and theorems introduced in the article [9] and the article [11] to the proof. Using the definition of the article [10, we also proved some theorems on bounded functions.
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## 1. Some Properties of Bounded Functions

In this paper $Z$ denotes a real normed space, $a, b, c, d, e, r$ denote real numbers, and $A, B$ denote non empty closed interval subsets of $\mathbb{R}$.

Let us consider a partial function $f$ from $\mathbb{R}$ to the carrier of $Z$. Now we state the propositions:

[^2](1) If $f$ is bounded and $A \subseteq \operatorname{dom} f$, then $f \upharpoonright A$ is bounded.
(2) If $f \upharpoonright A$ is bounded and $B \subseteq A$ and $B \subseteq \operatorname{dom}(f \upharpoonright A)$, then $f \upharpoonright B$ is bounded.
(3) If $a \leqslant c \leqslant d \leqslant b$ and $f \upharpoonright[a, b]$ is bounded and $[a, b] \subseteq \operatorname{dom} f$, then $f \upharpoonright[c, d]$ is bounded.
Now we state the proposition:
(4) Let us consider sets $X, Y$ and partial functions $f_{1}, f_{2}$ from $\mathbb{R}$ to the carrier of $Z$. Suppose
(i) $f_{1} \upharpoonright X$ is bounded, and
(ii) $f_{2} \upharpoonright Y$ is bounded.

Then
(iii) $\left(f_{1}+f_{2}\right) \upharpoonright(X \cap Y)$ is bounded, and
(iv) $\left(f_{1}-f_{2}\right) \upharpoonright(X \cap Y)$ is bounded.

Let us consider a set $X$ and a partial function $f$ from $\mathbb{R}$ to the carrier of $Z$. Now we state the propositions:
(5) If $f \upharpoonright X$ is bounded, then $(r \cdot f) \upharpoonright X$ is bounded.
(6) If $f\lceil X$ is bounded, then $(-f) \upharpoonright X$ is bounded.

Now we state the propositions:
(7) Let us consider a function $f$ from $A$ into the carrier of $Z$. Then $f$ is bounded if and only if $\|f\|$ is bounded.
(8) Let us consider a partial function $f$ from $\mathbb{R}$ to the carrier of $Z$. Suppose $A \subseteq \operatorname{dom} f$. Then $\|f \upharpoonright A\|=\|f\| \upharpoonright A$.
(9) Let us consider a partial function $g$ from $\mathbb{R}$ to the carrier of $Z$. Suppose
(i) $A \subseteq \operatorname{dom} g$, and
(ii) $g\lceil A$ is bounded.

Then $\|g\| \upharpoonright A$ is bounded. The theorem is a consequence of (8) and (7).

## 2. Some Properties of Integral of Continuous Functions

In the sequel $X, Y$ denote real Banach spaces and $E$ denotes a point of $Y$.
Let us consider a real normed space $Y$ and a continuous partial function $f$ from $\mathbb{R}$ to the carrier of $Y$. Now we state the propositions:
(10) If $a \leqslant b$ and $[a, b] \subseteq \operatorname{dom} f$, then $\|f\| \upharpoonright[a, b]$ is bounded.
(11) If $a \leqslant b$ and $[a, b] \subseteq \operatorname{dom} f$, then $f \upharpoonright[a, b]$ is bounded.
(12) If $a \leqslant b$ and $[a, b] \subseteq \operatorname{dom} f$, then $\|f\|$ is integrable on $[a, b]$.

Now we state the propositions:
(13) Let us consider a continuous partial function $f$ from $\mathbb{R}$ to the carrier of $Y$. Suppose
(i) $a \leqslant c \leqslant d \leqslant b$, and
(ii) $[a, b] \subseteq \operatorname{dom} f$.

Then $f$ is integrable on $[c, d]$.
(14) Let us consider a partial function $f$ from $\mathbb{R}$ to the carrier of $Y$. Suppose
(i) $a \leqslant b$, and
(ii) $[a, b] \subseteq \operatorname{dom} f$.

Then $\int_{b}^{a} f(x) d x=-\int_{a}^{b} f(x) d x$.
(15) Let us consider a continuous partial function $f$ from $\mathbb{R}$ to the carrier of $Y$. Suppose
(i) $a \leqslant b$, and
(ii) $[a, b] \subseteq \operatorname{dom} f$, and
(iii) $c \in[a, b]$.

Then
(iv) $f$ is integrable on $[a, c]$, and
(v) $f$ is integrable on $[c, b]$, and
(vi) $\int_{a}^{b} f(x) d x=\int_{a}^{c} f(x) d x+\int_{c}^{b} f(x) d x$.

The theorem is a consequence of (13).
(16) Let us consider continuous partial functions $f, g$ from $\mathbb{R}$ to the carrier of $Y$. Suppose
(i) $a \leqslant c \leqslant d \leqslant b$, and
(ii) $[a, b] \subseteq \operatorname{dom} f$, and
(iii) $[a, b] \subseteq \operatorname{dom} g$.

Then
(iv) $f+g$ is integrable on $[c, d]$, and
(v) $(f+g) \upharpoonright[c, d]$ is bounded.

The theorem is a consequence of (13), (11), (3), and (4).
Let us consider a continuous partial function $f$ from $\mathbb{R}$ to the carrier of $Y$. Now we state the propositions:
(17) If $a \leqslant c \leqslant d \leqslant b$ and $[a, b] \subseteq \operatorname{dom} f$, then $r \cdot f$ is integrable on $[c, d]$ and $(r \cdot f) \upharpoonright[c, d]$ is bounded.
(18) Suppose $a \leqslant c \leqslant d \leqslant b$ and $f$ is integrable on $[a, b]$ and $f \upharpoonright[a, b]$ is bounded and $[a, b] \subseteq \operatorname{dom} f$. Then
(i) $-f$ is integrable on $[c, d]$, and
(ii) $(-f) \upharpoonright[c, d]$ is bounded.

Now we state the proposition:
(19) Let us consider continuous partial functions $f, g$ from $\mathbb{R}$ to the carrier of $Y$. Suppose
(i) $a \leqslant c \leqslant d \leqslant b$, and
(ii) $[a, b] \subseteq \operatorname{dom} f$, and
(iii) $[a, b] \subseteq \operatorname{dom} g$.

Then
(iv) $f-g$ is integrable on $[c, d]$, and
(v) $(f-g) \upharpoonright[c, d]$ is bounded.

The theorem is a consequence of (11), (13), (3), and (4).
Let us consider a partial function $f$ from $\mathbb{R}$ to the carrier of $Y$. Now we state the propositions:
(20) Suppose $A \subseteq \operatorname{dom} f$ and $f \upharpoonright A$ is bounded and $f$ is integrable on $A$ and $\|f\|$ is integrable on $A$. Then $\left\|\int_{A} f(x) d x\right\| \leqslant \int_{A}\|f\|(x) d x$.
(21) Suppose $a \leqslant b$ and $[a, b] \subseteq \operatorname{dom} f$ and $f$ is integrable on $[a, b]$ and $\|f\|$ is integrable on $[a, b]$ and $f\left\lceil[a, b]\right.$ is bounded. Then $\left\|\int_{a}^{b} f(x) d x\right\| \leqslant$ $\int_{a}^{b}\|f\|(x) d x$.
Let us consider a continuous partial function $f$ from $\mathbb{R}$ to the carrier of $Y$. Now we state the propositions:
(22) Suppose $a \leqslant b$ and $[a, b] \subseteq \operatorname{dom} f$ and $c, d \in[a, b]$. Then
(i) $\|f\|$ is integrable on $[\min (c, d), \max (c, d)]$, and
(ii) $\|f\|\lceil[\min (c, d), \max (c, d)]$ is bounded, and
(iii) $\left\|\int_{c}^{d} f(x) d x\right\| \leqslant \int_{\min (c, d)}^{\max (c, d)}\|f\|(x) d x$.
(23) If $a \leqslant b$ and $[a, b] \subseteq \operatorname{dom} f$ and $c, d \in[a, b]$, then $\int_{c}^{d}(r \cdot f)(x) d x=$ $r \cdot \int_{c}^{d} f(x) d x$.
(24) Suppose $a \leqslant b$ and $[a, b] \subseteq \operatorname{dom} f$ and $c, d \in[a, b]$. Then $\int_{c}^{d}-f(x) d x=$ $-\int_{c}^{d} f(x) d x$.
(25) Suppose $a \leqslant b$ and $[a, b] \subseteq \operatorname{dom} f$ and $c, d \in[a, b]$ and for every real number $x$ such that $x \in[\min (c, d), \max (c, d)]$ holds $\left\|f_{x}\right\| \leqslant e$. Then $\left\|\int_{c}^{d} f(x) d x\right\| \leqslant e \cdot|d-c|$.
Now we state the propositions:
(26) Let us consider a real normed space $Y$, a non empty closed interval subset $A$ of $\mathbb{R}$, a function $f$ from $A$ into the carrier of $Y$, and a point $E$ of $Y$. Suppose $\operatorname{rng} f=\{E\}$. Then
(i) $f$ is integrable, and
(ii) integral $f=\operatorname{vol}(A) \cdot E$.

Proof: Reconsider $I=\operatorname{vol}(A) \cdot E$ as a point of $Y$. For every division sequence $T$ of $A$ and for every middle volume sequence $S$ of $f$ and $T$ such that $\delta_{T}$ is convergent and $\lim \delta_{T}=0$ holds middle $\operatorname{sum}(f, S)$ is convergent and $\lim \operatorname{middle} \operatorname{sum}(f, S)=I$ by [11, (6)], [20, (70)], [11, (7)].
(27) Let us consider a partial function $f$ from $\mathbb{R}$ to the carrier of $Y$ and a point $E$ of $Y$. Suppose
(i) $a \leqslant b$, and
(ii) $[a, b] \subseteq \operatorname{dom} f$, and
(iii) for every real number $x$ such that $x \in[a, b]$ holds $f_{x}=E$.

Then
(iv) $f$ is integrable on $[a, b]$, and
(v) $\int_{a}^{b} f(x) d x=(b-a) \cdot E$.

The theorem is a consequence of (26). Proof: Reconsider $A=[a, b]$ as a non empty closed interval subset of $\mathbb{R}$. Reconsider $g=f \upharpoonright A$ as a function from $A$ into the carrier of $Y .\{E\} \subseteq \operatorname{rng} g$ by [19, (4)], [3, (49), (3)]. $\operatorname{rng} g \subseteq\{E\}$ by [5, (3)], 33, (49)].
(28) Let us consider a partial function $f$ from $\mathbb{R}$ to the carrier of $Y$. Suppose
(i) $a \leqslant b$, and
(ii) $c, d \in[a, b]$, and
(iii) $[a, b] \subseteq \operatorname{dom} f$, and
(iv) for every real number $x$ such that $x \in[a, b]$ holds $f_{x}=E$.

Then $\int_{c}^{d} f(x) d x=(d-c) \cdot E$. The theorem is a consequence of $(27)$ and (14).
(29) Let us consider a continuous partial function $f$ from $\mathbb{R}$ to the carrier of Y. Suppose
(i) $a \leqslant b$, and
(ii) $[a, b] \subseteq \operatorname{dom} f$, and
(iii) $c, d \in[a, b]$.

Then $\int_{a}^{d} f(x) d x=\int_{a}^{c} f(x) d x+\int_{c}^{d} f(x) d x$. The theorem is a consequence of (14).
(30) Let us consider continuous partial functions $f, g$ from $\mathbb{R}$ to the carrier of $Y$. Suppose
(i) $a \leqslant b$, and
(ii) $[a, b] \subseteq \operatorname{dom} f$, and
(iii) $[a, b] \subseteq \operatorname{dom} g$, and
(iv) $c, d \in[a, b]$.

Then $\int_{c}^{d}(f-g)(x) d x=\int_{c}^{d} f(x) d x-\int_{c}^{d} g(x) d x$. The theorem is a consequence of (14).
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#### Abstract

Summary. Category theory was formalized in Mizar with two different approaches [7, [18] that correspond to those most commonly used [16, 5]. Since there is a one-to-one correspondence between objects and identity morphisms, some authors have used an approach that does not refer to objects as elements of the theory, and are usually indicated as object-free category [1] or as arrowsonly category [16]. In this article is proposed a new definition of an object-free category, introducing the two properties: left composable and right composable, and a simplification of the notation through a symbol, a binary relation between morphisms, that indicates whether the composition is defined. In the final part we define two functions that allow to switch from the two definitions, with and without objects, and it is shown that their composition produces isomorphic categories.
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## 1. Yet Another Definition of Category

We consider category structures which extend 1 -sorted structures and are systems〈a carrier, a composition〉
where the carrier is a set, the composition is a partial function from (the carrier) $\times$ the carrier to the carrier.

In this paper $\mathscr{C}$ denotes a category structure.
Let us consider $\mathscr{C}$. The functor Mor $\mathscr{C}$ yielding a set is defined by the term (Def. 1) The carrier of $\mathscr{C}$.

A morphism of $\mathscr{C}$ is an element of $\operatorname{Mor} \mathscr{C}$. In the sequel $f, f_{1}, f_{2}, f_{3}$ denote morphisms of $\mathscr{C}$.

Let us consider $\mathscr{C}, f_{1}$, and $f_{2}$. We say that $f_{1}$ and $f_{2}$ are composable if and only if
(Def. 2) $\left\langle f_{1}, f_{2}\right\rangle \in \operatorname{dom}$ the composition of $\mathscr{C}$.
We introduce $f_{1} \triangleright f_{2}$ as a synonym of $f_{1}$ and $f_{2}$ are composable.
Assume $f_{1} \triangleright f_{2}$. The functor $f_{1} \circ f_{2}$ yielding a morphism of $\mathscr{C}$ is defined by the term
(Def. 3) (The composition of $\mathscr{C})\left(f_{1}, f_{2}\right)$.
Let us consider $f$. We say that $f$ is left identity if and only if
(Def. 4) Let us consider a morphism $f_{1}$ of $\mathscr{C}$. If $f \triangleright f_{1}$, then $f \circ f_{1}=f_{1}$.
We say that $f$ is right identity if and only if
(Def. 5) Let us consider a morphism $f_{1}$ of $\mathscr{C}$. If $f_{1} \triangleright f$, then $f_{1} \circ f=f_{1}$.
We say that $\mathscr{C}$ has left identities if and only if
(Def. 6) Let us consider a morphism $f_{1}$ of $\mathscr{C}$. Suppose $f_{1} \in$ the carrier of $\mathscr{C}$. Then there exists a morphism $f$ of $\mathscr{C}$ such that
(i) $f \triangleright f_{1}$, and
(ii) $f$ is left identity.

We say that $\mathscr{C}$ has right identities if and only if
(Def. 7) Let us consider a morphism $f_{1}$ of $\mathscr{C}$. Suppose $f_{1} \in$ the carrier of $\mathscr{C}$. Then there exists a morphism $f$ of $\mathscr{C}$ such that
(i) $f_{1} \triangleright f$, and
(ii) $f$ is right identity.

We say that $\mathscr{C}$ is left composable if and only if
(Def. 8) Let us consider morphisms $f, f_{1}, f_{2}$ of $\mathscr{C}$. Suppose $f_{1} \triangleright f_{2}$. Then $f_{1} \circ f_{2} \triangleright f$ if and only if $f_{2} \triangleright f$.
We say that $\mathscr{C}$ is right composable if and only if
(Def. 9) Let us consider morphisms $f, f_{1}, f_{2}$ of $\mathscr{C}$. Suppose $f_{1} \triangleright f_{2}$. Then $f \triangleright f_{1} \circ f_{2}$ if and only if $f \triangleright f_{1}$.
We say that $\mathscr{C}$ is associative if and only if
(Def. 10) Let us consider morphisms $f_{1}, f_{2}, f_{3}$ of $\mathscr{C}$. Suppose
(i) $f_{1} \triangleright f_{2}$, and
(ii) $f_{2} \triangleright f_{3}$, and
(iii) $f_{1} \circ f_{2} \triangleright f_{3}$, and
(iv) $f_{1} \triangleright f_{2} \circ f_{3}$.

Then $f_{1} \circ\left(f_{2} \circ f_{3}\right)=\left(f_{1} \circ f_{2}\right) \circ f_{3}$.
We say that $\mathscr{C}$ is composable if and only if
(Def. 11) $\mathscr{C}$ is left and right composable.
We say that $\mathscr{C}$ has identities if and only if
(Def. 12) $\mathscr{C}$ has left and right identities.
Let $X$ be a set and $f$ be a partial function from $X \times X$ to $X$. Note that the functor $\curvearrowleft f$ yields a partial function from $X \times X$ to $X$. Let us consider $\mathscr{C}$. The functor $\mathscr{C}^{\text {op }}$ yielding a strict category structure is defined by the term
(Def. 13) $\langle$ the carrier of $\mathscr{C}, \curvearrowleft$ the composition of $\mathscr{C}\rangle$.
Now we state the proposition:
(1) If $\mathscr{C}$ is empty, then $f_{1} \not f_{2}$.

In this paper $g_{1}, g_{2}$ denote morphisms of $\mathscr{C}{ }^{\text {op }}$.
Now we state the propositions:
(2) If $f_{1}=g_{1}$ and $f_{2}=g_{2}$, then $f_{1} \triangleright f_{2}$ iff $g_{2} \triangleright g_{1}$.
(3) If $f_{1}=g_{1}$ and $f_{2}=g_{2}$ and $f_{1} \triangleright f_{2}$, then $f_{1} \circ f_{2}=g_{2} \circ g_{1}$.
(4) $\mathscr{C}$ is left composable if and only if $\mathscr{C}$ op is right composable. The theorem is a consequence of (3). Proof: For every morphisms $f, f_{1}, f_{2}$ of $\mathscr{C}$ such that $f_{1} \triangleright f_{2}$ holds $f_{1} \circ f_{2} \triangleright f$ iff $f_{2} \triangleright f$ by [11, (42)].
(5) $\mathscr{C}$ is right composable if and only if $\mathscr{C}$ op is left composable. The theorem is a consequence of (3). Proof: For every morphisms $f, f_{1}, f_{2}$ of $\mathscr{C}$ such that $f_{1} \triangleright f_{2}$ holds $f \triangleright f_{1} \circ f_{2}$ iff $f \triangleright f_{1}$ by [11, (42)].
(6) $\mathscr{C}$ has left identities if and only if $\mathscr{C}$ op has right identities. The theorem is a consequence of (3). Proof: For every morphism $f_{1}$ of $\mathscr{C}$ such that $f_{1} \in$ the carrier of $\mathscr{C}$ there exists a morphism $f$ of $\mathscr{C}$ such that $f \triangleright f_{1}$ and $f$ is left identity by [11, (42)].
(7) $\mathscr{C}$ has right identities if and only if $\mathscr{C}^{\mathrm{op}}$ has left identities. The theorem is a consequence of (3). Proof: For every morphism $f_{1}$ of $\mathscr{C}$ such that $f_{1} \in$ the carrier of $\mathscr{C}$ there exists a morphism $f$ of $\mathscr{C}$ such that $f_{1} \triangleright f$ and $f$ is right identity by [11, (42)].
(8) $\mathscr{C}$ is associative if and only if $\mathscr{C}^{\text {op }}$ is associative. The theorem is a consequence of (3). Proof: For every morphisms $f_{1}, f_{2}, f_{3}$ of $\mathscr{C}$ such that $f_{1} \triangleright f_{2}$ and $f_{2} \triangleright f_{3}$ and $f_{1} \circ f_{2} \triangleright f_{3}$ and $f_{1} \triangleright f_{2} \circ f_{3}$ holds $f_{1} \circ\left(f_{2} \circ f_{3}\right)=\left(f_{1} \circ f_{2}\right) \circ f_{3}$ by [11, (42)].
Note that there exists a category structure which is composable and associative and has left identities and has not right identities and there exists a category structure which is composable and associative and has right identities and has not left identities and there exists a category structure which is non left composable, right composable, and associative and has identities and there
exists a category structure which is left composable, non right composable, and associative and has identities and there exists a category structure which is non associative and composable and has identities and there exists a category structure which is empty and every category structure which is empty is also left and right composable and associative and has also left and right identities and there exists a category structure which is strict, left and right composable, and associative and has left and right identities and there exists a category structure which is strict, composable, and associative and has identities.

A category is a composable associative category structure with identities. Let us consider $\mathscr{C}$ and $f$. We say that $f$ is identity if and only if
(Def. 14) $f$ is left and right identity.
Now we state the propositions:
(9) If $\mathscr{C}$ has identities, then $f$ is left identity iff $f$ is right identity. Proof: For every morphism $f_{1}$ of $\mathscr{C}$ such that $f \triangleright f_{1}$ holds $f \circ f_{1}=f_{1}$.
(10) If $\mathscr{C}$ is empty, then $f$ is identity.
(11) Let us consider morphisms $g_{1}, g_{2}$ of the category structure of $\mathscr{C}$. Suppose
(i) $f_{1}=g_{1}$, and
(ii) $f_{2}=g_{2}$, and
(iii) $f_{1} \triangleright f_{2}$.

Then $f_{1} \circ f_{2}=g_{1} \circ g_{2}$.
(12) $\mathscr{C}$ is left composable if and only if the category structure of $\mathscr{C}$ is left composable. The theorem is a consequence of (11). Proof: For every morphisms $f, f_{1}, f_{2}$ of $\mathscr{C}$ such that $f_{1} \triangleright f_{2}$ holds $f_{1} \circ f_{2} \triangleright f$ iff $f_{2} \triangleright f$.
(13) $\mathscr{C}$ is right composable if and only if the category structure of $\mathscr{C}$ is right composable. The theorem is a consequence of (11). Proof: For every morphisms $f, f_{1}, f_{2}$ of $\mathscr{C}$ such that $f_{1} \triangleright f_{2}$ holds $f \triangleright f_{1} \circ f_{2}$ iff $f \triangleright f_{1}$.
(14) $\mathscr{C}$ is composable if and only if the category structure of $\mathscr{C}$ is composable.
(15) $\mathscr{C}$ is associative if and only if the category structure of $\mathscr{C}$ is associative. The theorem is a consequence of (11). Proof: For every morphisms $f_{1}$, $f_{2}, f_{3}$ of $\mathscr{C}$ such that $f_{1} \triangleright f_{2}$ and $f_{2} \triangleright f_{3}$ and $f_{1} \circ f_{2} \triangleright f_{3}$ and $f_{1} \triangleright f_{2} \circ f_{3}$ holds $f_{1} \circ\left(f_{2} \circ f_{3}\right)=\left(f_{1} \circ f_{2}\right) \circ f_{3}$.
(16) Let us consider a morphism $g$ of the category structure of $\mathscr{C}$. If $f=g$, then $f$ is left identity iff $g$ is left identity. The theorem is a consequence of (11). Proof: For every morphism $f_{2}$ of $\mathscr{C}$ such that $f \triangleright f_{2}$ holds $f \circ f_{2}=f_{2}$.
(17) $\mathscr{C}$ has left identities if and only if the category structure of $\mathscr{C}$ has left identities. The theorem is a consequence of (16). Proof: For every morphism $f_{1}$ of $\mathscr{C}$ such that $f_{1} \in$ the carrier of $\mathscr{C}$ there exists a morphism $f$ of $\mathscr{C}$ such that $f \triangleright f_{1}$ and $f$ is left identity.
(18) Let us consider a morphism $g$ of the category structure of $\mathscr{C}$. If $f=g$, then $f$ is right identity iff $g$ is right identity. The theorem is a consequence of (11). Proof: For every morphism $f_{1}$ of $\mathscr{C}$ such that $f_{1} \triangleright f$ holds $f_{1} \circ f=$ $f_{1}$.
(19) $\mathscr{C}$ has right identities if and only if the category structure of $\mathscr{C}$ has right identities. The theorem is a consequence of (18). Proof: For every morphism $f_{1}$ of $\mathscr{C}$ such that $f_{1} \in$ the carrier of $\mathscr{C}$ there exists a morphism $f$ of $\mathscr{C}$ such that $f_{1} \triangleright f$ and $f$ is right identity.
(20) $\mathscr{C}$ has identities if and only if the category structure of $\mathscr{C}$ has identities.

Let us consider $\mathscr{C}$. We say that $\mathscr{C}$ is discrete if and only if
(Def. 15) Every morphism of $\mathscr{C}$ is identity.
One can verify that there exists a category structure which is strict, empty, discrete, composable, and associative and has identities.

Now we state the proposition:
(21) Let us consider a discrete category structure $\mathscr{C}$ and morphisms $f_{1}, f_{2}$ of $\mathscr{C}$. If $f_{1} \triangleright f_{2}$, then $f_{1}=f_{2}$ and $f_{1} \circ f_{2}=f_{2}$.
Observe that every category structure which is discrete is also composable and associative.

Let $X$ be a set. The discrete category of $X$ yielding a strict discrete category is defined by
(Def. 16) The carrier of $i t=X$.
Note that there exists a category which is strict and there exists a category which is strict and empty and there exists a category which is strict and non empty.

Let us consider $\mathscr{C}$. The functor $\operatorname{Ob} \mathscr{C}$ yielding a subset of Mor $\mathscr{C}$ is defined by the term
(Def. 17) $\{f$, where $f$ is a morphism of $\mathscr{C}: f$ is identity and $f \in \operatorname{Mor} \mathscr{C}\}$.
An object of $\mathscr{C}$ is an element of $\mathrm{Ob} \mathscr{C}$. Let $\mathscr{C}$ be a non empty category structure with identities. Let us observe that $\mathrm{Ob} \mathscr{C}$ is non empty.

Now we state the propositions:
(22) Let us consider a non empty category structure $\mathscr{C}$ with identities and a morphism $f$ of $\mathscr{C}$. Then $f$ is identity if and only if $f$ is an object of $\mathscr{C}$.
(23) Let us consider a non empty category structure $\mathscr{C}$ with identities, morphisms $f, f_{1}$ of $\mathscr{C}$, and an object $o$ of $\mathscr{C}$. Suppose $f=o$. Then
(i) if $f \triangleright f_{1}$, then $f \circ f_{1}=f_{1}$, and
(ii) if $f_{1} \triangleright f$, then $f_{1} \circ f=f_{1}$, and
(iii) $f \triangleright f$.

The theorem is a consequence of (22).
(24) Let us consider a non empty category structure $\mathscr{C}$ with identities and a morphism $f$ of $\mathscr{C}$. If $f$ is identity, then $f \triangleright f$. The theorem is a consequence of (22) and (23).
(25) Let us consider category structures $\mathscr{C}_{1}, \mathscr{C}_{2}$ with identities.

Suppose the category structure of $\mathscr{C}_{1}=$ the category structure of $\mathscr{C}_{2}$. Let us consider a morphism $f_{1}$ of $\mathscr{C}_{1}$ and a morphism $f_{2}$ of $\mathscr{C}_{2}$. If $f_{1}=f_{2}$, then $f_{1}$ is identity iff $f_{2}$ is identity. Proof: For every morphism $f$ of $\mathscr{C}_{1}$ such that $f_{1} \triangleright f$ holds $f_{1} \circ f=f$. For every morphism $f$ of $\mathscr{C}_{1}$ such that $f \triangleright f_{1}$ holds $f \circ f_{1}=f$.
Let $\mathscr{C}$ be a composable category structure with identities and $f$ be a morphism of $\mathscr{C}$. The functor $\operatorname{dom} f$ yielding an object of $\mathscr{C}$ is defined by
(i) there exists a morphism $f_{1}$ of $\mathscr{C}$ such that $i t=f_{1}$ and $f \triangleright f_{1}$ and $f_{1}$ is identity, if $\mathscr{C}$ is not empty,
(ii) it $=$ the object of $\mathscr{C}$, otherwise.

The functor $\operatorname{cod} f$ yielding an object of $\mathscr{C}$ is defined by
(Def. 19) (i) there exists a morphism $f_{1}$ of $\mathscr{C}$ such that it $=f_{1}$ and $f_{1} \triangleright f$ and $f_{1}$ is identity, if $\mathscr{C}$ is not empty,
(ii) $i t=$ the object of $\mathscr{C}$, otherwise.

Let us consider a composable category structure $\mathscr{C}$ with identities and morphisms $f, f_{1}$ of $\mathscr{C}$. Now we state the propositions:
(26) If $f \triangleright f_{1}$ and $f_{1}$ is identity, then $\operatorname{dom} f=f_{1}$.
(27) If $f_{1} \triangleright f$ and $f_{1}$ is identity, then $\operatorname{cod} f=f_{1}$.

Let $\mathscr{C}$ be category structure with identities and $o$ be an object of $\mathscr{C}$. The functor id-o yielding a morphism of $\mathscr{C}$ is defined by the term
(Def. 20) $o$
Let $\mathscr{C}, \mathscr{D}$ be category structures. A functor from $\mathscr{C}$ to $\mathscr{D}$ is a function from $\mathscr{C}$ into $\mathscr{D}$. In the sequel $\mathscr{C}, \mathscr{D}, \mathscr{E}$ denote category structures with identities, $\mathcal{F}$ denotes a functor from $\mathscr{C}$ to $\mathscr{D}, \mathcal{G}$ denotes a functor from $\mathscr{D}$ to $\mathscr{E}$, and $f$ denotes a morphism of $\mathscr{C}$.

Let us consider $\mathscr{C}, \mathscr{D}, \mathcal{F}$, and $f$. The functor $\mathcal{F}(f)$ yielding a morphism of $\mathscr{D}$ is defined by the term
(Def. 21) $\begin{cases}\mathcal{F}(f), & \text { if } \mathscr{C} \text { is not empty }, \\ \text { The object of } \mathscr{D}, & \text { otherwise. }\end{cases}$
We say that $\mathcal{F}$ preserves identity if and only if
(Def. 22) Let us consider a morphism $f$ of $\mathscr{C}$. If $f$ is identity, then $\mathcal{F}(f)$ is identity. We say that $\mathcal{F}$ is multiplicative if and only if
(Def. 23) Let us consider morphisms $f_{1}, f_{2}$ of $\mathscr{C}$. Suppose $f_{1} \triangleright f_{2}$. Then
(i) $\mathcal{F}\left(f_{1}\right) \triangleright \mathcal{F}\left(f_{2}\right)$, and
(ii) $\mathcal{F}\left(f_{1} \circ f_{2}\right)=\mathcal{F}\left(f_{1}\right) \circ \mathcal{F}\left(f_{2}\right)$.

We say that $\mathcal{F}$ is anti-multiplicative if and only if
(Def. 24) Let us consider morphisms $f_{1}, f_{2}$ of $\mathscr{C}$. Suppose $f_{1} \triangleright f_{2}$. Then
(i) $\mathcal{F}\left(f_{2}\right) \triangleright \mathcal{F}\left(f_{1}\right)$, and
(ii) $\mathcal{F}\left(f_{1} \circ f_{2}\right)=\mathcal{F}\left(f_{2}\right) \circ \mathcal{F}\left(f_{1}\right)$.

Note that there exists a functor from $\mathscr{C}$ to $\mathscr{D}$ which preserves identity.
Let $\mathscr{C}$ be an empty category structure with identities and $\mathscr{D}$ be category structure with identities. Note that there exists a functor from $\mathscr{C}$ to $\mathscr{D}$ which is multiplicative and anti-multiplicative preserves identity.

Let $\mathscr{C}$ be category structure with identities and $\mathscr{D}$ be a non empty category structure with identities. Let us observe that there exists a functor from $\mathscr{C}$ to $\mathscr{D}$ which is multiplicative and anti-multiplicative preserves identity.

Now we state the propositions:
(28) There exist categories $\mathscr{C}, \mathscr{D}$ and there exists a functor $\mathcal{F}$ from $\mathscr{C}$ to $\mathscr{D}$ such that $\mathcal{F}$ is multiplicative and $\mathcal{F}$ does not preserve identity. The theorem is a consequence of (22). Proof: Set $\mathscr{C}=$ the non empty category. Reconsider $X=\{0,1\}$ as a set. Set $c_{4}=\{\langle\langle 0,0\rangle, 0\rangle,\langle\langle 1,1\rangle, 1\rangle\} \cup\{\langle\langle 0$, $1\rangle, 1\rangle,\langle\langle 1,0\rangle, 1\rangle\}$. For every element $x, x \in c_{4}$ iff $x=\langle\langle 0,0\rangle, 0\rangle$ or $x=\langle\langle 1,1\rangle, 1\rangle$ or $x=\langle\langle 0,1\rangle, 1\rangle$ or $x=\langle\langle 1,0\rangle, 1\rangle$. For every elements $x, y_{1}, y_{2}$ such that $\left\langle x, y_{1}\right\rangle,\left\langle x, y_{2}\right\rangle \in c_{4}$ holds $y_{1}=y_{2}$. For every element $x$ such that $x \in c_{4}$ holds $x \in(X \times X) \times X$. Set $\mathscr{D}=\left\langle X, c_{4}\right\rangle$. For every morphisms $f_{1}, f_{2}$ of $\mathscr{D}$ such that $f_{1} \triangleright f_{2}$ holds $f_{1}=0$ and $f_{2}=0$ and $f_{1} \circ f_{2}=0$ or $f_{1}=1$ and $f_{2}=1$ and $f_{1} \circ f_{2}=1$ or $f_{1}=0$ and $f_{2}=1$ and $f_{1} \circ f_{2}=1$ or $f_{1}=1$ and $f_{2}=0$ and $f_{1} \circ f_{2}=1$ by [9, (1)]. For every morphisms $f_{1}, f_{2}$ of $\mathscr{D}, f_{1} \triangleright f_{2}$ by [9, (1)]. For every morphism $f_{1}$ of $\mathscr{D}$ such that $f_{1} \in$ the carrier of $\mathscr{D}$ there exists a morphism $f$ of $\mathscr{D}$ such that $f \triangleright f_{1}$ and $f$ is left identity. For every morphism $f_{1}$ of $\mathscr{D}$ such that $f_{1} \in$ the carrier of $\mathscr{D}$ there exists a morphism $f$ of $\mathscr{D}$ such that $f_{1} \triangleright f$ and $f$ is right identity. For every morphisms $f_{1}, f_{2}, f_{3}$ of $\mathscr{D}$ such that $f_{1} \triangleright f_{2}$ and $f_{2} \triangleright f_{3}$ and $f_{1} \circ f_{2} \triangleright f_{3}$ and $f_{1} \triangleright f_{2} \circ f_{3}$ holds $f_{1} \circ\left(f_{2} \circ f_{3}\right)=\left(f_{1} \circ f_{2}\right) \circ f_{3}$. Reconsider $d_{1}=1$ as a morphism of $\mathscr{D}$. Define $\mathcal{H}($ element $)=d_{1}$. Consider $\mathcal{F}$ being a function from the carrier of $\mathscr{C}$ into the carrier of $\mathscr{D}$ such that for every element $x$ such that $x \in$ the carrier of $\mathscr{C}$ holds $\mathcal{F}(x)=\mathcal{H}(x)$ from [10, Sch. 2]. For every morphisms $f_{1}, f_{2}$ of $\mathscr{C}$ such that $f_{1} \triangleright f_{2}$ holds $\mathcal{F}\left(f_{1}\right) \triangleright \mathcal{F}\left(f_{2}\right)$ and $\mathcal{F}\left(f_{1} \circ f_{2}\right)=\mathcal{F}\left(f_{1}\right) \circ \mathcal{F}\left(f_{2}\right)$. There exists a morphism $f$ of $\mathscr{C}$ such that $f$ is identity and $\mathcal{F}(f)$ is not identity.
(29) Suppose $\mathscr{C}$ is not empty and $\mathscr{D}$ is empty. Then there exists no a functor $\mathcal{F}$ from $\mathscr{C}$ to $\mathscr{D}$ such that $\mathcal{F}$ is multiplicative or $\mathcal{F}$ is anti-multiplicative. The theorem is a consequence of (23).
(30) There exist categories $\mathscr{C}, \mathscr{D}$ and there exists a functor $\mathcal{F}$ from $\mathscr{C}$ to $\mathscr{D}$ such that $\mathcal{F}$ is not multiplicative and $\mathcal{F}$ preserves identity. The theorem is a consequence of (29).

Let us consider $\mathscr{C}, \mathscr{D}$, and $\mathcal{F}$. We say that $\mathcal{F}$ is covariant if and only if
(Def. 25) (i) $\mathcal{F}$ preserves identity, and
(ii) $\mathcal{F}$ is multiplicative.

We say that $\mathcal{F}$ is contravariant if and only if
(Def. 26) (i) $\mathcal{F}$ preserves identity, and
(ii) $\mathcal{F}$ is anti-multiplicative.

Let $\mathscr{C}$ be an empty category structure with identities and $\mathscr{D}$ be category structure with identities. One can check that there exists a functor from $\mathscr{C}$ to $\mathscr{D}$ which is covariant and contravariant.

Let $\mathscr{C}$ be category structure with identities and $\mathscr{D}$ be a non empty category structure with identities. Observe that there exists a functor from $\mathscr{C}$ to $\mathscr{D}$ which is covariant and contravariant.

Now we state the proposition:
(31) Suppose $\mathscr{C}$ is not empty and $\mathscr{D}$ is empty. Then there exists no a functor $\mathcal{F}$ from $\mathscr{C}$ to $\mathscr{D}$ such that $\mathcal{F}$ is covariant or $\mathcal{F}$ is contravariant.
Let $\mathscr{C}, \mathscr{D}$ be non empty category structures with identities, $\mathcal{F}$ be a covariant functor from $\mathscr{C}$ to $\mathscr{D}$, and $f$ be an object of $\mathscr{C}$. Observe that the functor $\mathcal{F}(f)$ yields an object of $\mathscr{D}$. Now we state the propositions:
(32) Let us consider non empty composable category structures $\mathscr{C}, \mathscr{D}$ with identities, a covariant functor $\mathcal{F}$ from $\mathscr{C}$ to $\mathscr{D}$, and a morphism $f$ of $\mathscr{C}$. Then
(i) $\mathcal{F}(\operatorname{dom} f)=\operatorname{dom}(\mathcal{F}(f))$, and
(ii) $\mathcal{F}(\operatorname{cod} f)=\operatorname{cod}(\mathcal{F}(f))$.

The theorem is a consequence of (22).
(33) Let us consider non empty composable category structures $\mathscr{C}, \mathscr{D}$ with identities, a covariant functor $\mathcal{F}$ from $\mathscr{C}$ to $\mathscr{D}$, and an object $o$ of $\mathscr{C}$. Then $\mathcal{F}(\mathrm{id}-o)=\operatorname{id}-(\mathcal{F}(o))$.
Let us consider $\mathscr{C}, \mathscr{D}, \mathscr{E}, \mathcal{F}$, and $\mathcal{G}$. Assume $\mathcal{F}$ is covariant or $\mathcal{F}$ is contravariant and $\mathcal{G}$ is covariant or $\mathcal{G}$ is contravariant. The functor $\mathcal{G} \circ \mathcal{F}$ yielding a functor from $\mathscr{C}$ to $\mathscr{E}$ is defined by the term
(Def. 27) $\mathcal{F} \cdot \mathcal{G}$.
Now we state the propositions:
(34) Suppose $\mathcal{F}$ is covariant and $\mathcal{G}$ is covariant and $\mathscr{C}$ is not empty. Then $(\mathcal{G} \circ \mathcal{F})(f)=\mathcal{G}(\mathcal{F}(f))$. The theorem is a consequence of (29).
(35) If $\mathcal{F}$ is covariant and $\mathcal{G}$ is covariant, then $\mathcal{G} \circ \mathcal{F}$ is covariant. The theorem is a consequence of (34), (22), and (10). Proof: Set $\mathcal{G}_{1}=\mathcal{G} \circ \mathcal{F}$. For every morphism $f$ of $\mathscr{C}$ such that $f$ is identity holds $\mathcal{G}_{1}(f)$ is identity. For every morphisms $f_{1}, f_{2}$ of $\mathscr{C}$ such that $f_{1} \triangleright f_{2}$ holds $\mathcal{G}_{1}\left(f_{1}\right) \triangleright \mathcal{G}_{1}\left(f_{2}\right)$ and $\mathcal{G}_{1}\left(f_{1} \circ f_{2}\right)=\mathcal{G}_{1}\left(f_{1}\right) \circ \mathcal{G}_{1}\left(f_{2}\right)$.

Let us consider $\mathscr{C}$. Note that the functor $\mathrm{id}_{\mathscr{C}}$ yields a functor from $\mathscr{C}$ to $\mathscr{C}$. Let us observe that $\mathrm{id}_{\mathscr{C}}$ is covariant.

Let us consider $\mathscr{D}$. We say that $\mathscr{C}$ and $\mathscr{D}$ are isomorphic if and only if
(Def. 28) There exists a functor $\mathcal{F}$ from $\mathscr{C}$ to $\mathscr{D}$ and there exists a functor $\mathcal{G}$ from $\mathscr{D}$ to $\mathscr{C}$ such that $\mathcal{F}$ is covariant and $\mathcal{G}$ is covariant and $\mathcal{G} \circ \mathcal{F}=\mathrm{id}_{\mathscr{C}}$ and $\mathcal{F} \circ \mathcal{G}=\mathrm{id}_{\mathscr{D}}$.
Note that the predicate is reflexive and symmetric.
We introduce $\mathscr{C} \cong \mathscr{D}$ as a synonym of $\mathscr{C}$ and $\mathscr{D}$ are isomorphic.

## 2. Transform a Category in the Other

Let $\mathscr{C}$ be a category structure. The functor $\operatorname{CompMap} \mathscr{C}$ yielding a partial function from Mor $\mathscr{C} \times \operatorname{Mor} \mathscr{C}$ to Mor $\mathscr{C}$ is defined by the term
(Def. 29) The composition of $\mathscr{C}$.
Let $\mathscr{C}$ be a composable category structure with identities. The functors: SourceMap $\mathscr{C}$ and TargetMap $\mathscr{C}$ yielding functions from Mor $\mathscr{C}$ into $\mathrm{Ob} \mathscr{C}$ are defined by conditions, respectively.
(Def. 30) (i) for every element $f$ of $\operatorname{Mor} \mathscr{C},(\operatorname{SourceMap} \mathscr{C})(f)=\operatorname{dom} f$, if $\mathscr{C}$ is not empty,
(ii) SourceMap $\mathscr{C}=\emptyset$, otherwise.
(Def. 31) (i) for every element $f$ of $\operatorname{Mor} \mathscr{C},(\operatorname{TargetMap} \mathscr{C})(f)=\operatorname{cod} f$, if $\mathscr{C}$ is not empty,
(ii) TargetMap $\mathscr{C}=\emptyset$, otherwise.

Let $\mathscr{C}$ be category structure with identities. The functor IdMap $\mathscr{C}$ yielding a function from $\mathrm{Ob} \mathscr{C}$ into Mor $\mathscr{C}$ is defined by
(Def. 32) (i) for every element $o$ of $\mathrm{Ob} \mathscr{C}, i t(o)=$ id- $o$, if $\mathscr{C}$ is not empty,
(ii) $i t=\emptyset$, otherwise.

Now we state the propositions:
(36) Let us consider a non empty composable category structure $\mathscr{C}$ with identities and elements $f, g$ of $\operatorname{Mor} \mathscr{C}$. Then $\langle g, f\rangle \in \operatorname{dom} \operatorname{CompMap} \mathscr{C}$ if and only if $($ SourceMap $\mathscr{C})(g)=(\operatorname{TargetMap} \mathscr{C})(f)$.
(37) Let us consider a composable category structure $\mathscr{C}$ with identities and elements $f, g$ of Mor $\mathscr{C}$. Suppose (SourceMap $\mathscr{C})(g)=(\operatorname{TargetMap} \mathscr{C})(f)$. Then
(i) $(\operatorname{SourceMap} \mathscr{C})((\operatorname{CompMap} \mathscr{C})(g, f))=(\operatorname{SourceMap} \mathscr{C})(f)$, and
(ii) $(\operatorname{TargetMap} \mathscr{C})((\operatorname{CompMap} \mathscr{C})(g, f))=(\operatorname{TargetMap} \mathscr{C})(g)$.

The theorem is a consequence of (36).
(38) Let us consider a composable associative category structure $\mathscr{C}$ with identities and elements $f, g, h$ of Mor $\mathscr{C}$. Suppose
(i) $(\operatorname{SourceMap} \mathscr{C})(h)=(\operatorname{TargetMap} \mathscr{C})(g)$, and
(ii) $(\operatorname{SourceMap} \mathscr{C})(g)=(\operatorname{TargetMap} \mathscr{C})(f)$.

Then $(\operatorname{CompMap} \mathscr{C})(h,(\operatorname{CompMap} \mathscr{C})(g, f))=(\operatorname{CompMap} \mathscr{C})((\operatorname{CompMap}$ $\mathscr{C})(h, g), f)$. The theorem is a consequence of (36).
(39) Let us consider a composable category structure $\mathscr{C}$ with identities and an element $b$ of $\operatorname{Ob} \mathscr{C}$. Then
(i) $($ SourceMap $\mathscr{C})(\operatorname{IdMap} \mathscr{C}(b))=b$, and
(ii) $(\operatorname{TargetMap} \mathscr{C})(\operatorname{IdMap} \mathscr{C}(b))=b$, and
(iii) for every element $f$ of $\operatorname{Mor} \mathscr{C}$ such that (TargetMap $\mathscr{C})(f)=b$ holds $(\operatorname{CompMap} \mathscr{C})(\operatorname{IdMap} \mathscr{C}(b), f)=f$, and
(iv) for every element $g$ of $\operatorname{Mor} \mathscr{C}$ such that (SourceMap $\mathscr{C})(g)=b$ holds $(\operatorname{CompMap} \mathscr{C})(g, \operatorname{IdMap} \mathscr{C}(b))=g$.
The theorem is a consequence of (22) and (36).
A category defined in [7, to avoid confusion, is called an object-category.
Let $\mathscr{C}$ be a non empty category. The functor $\operatorname{Alter}(\mathscr{C})$ yielding a strict object-category is defined by the term
(Def. 33) $\langle\operatorname{Ob} \mathscr{C}, \operatorname{Mor} \mathscr{C}$, SourceMap $\mathscr{C}$, TargetMap $\mathscr{C}, \operatorname{CompMap} \mathscr{C}\rangle$.
Let $\mathscr{A}$ be an object-category. The functor alter $\mathscr{A}$ yielding a strict category is defined by the term
(Def. 34) 〈the carrier' of $\mathscr{A}$, (the composition of $\mathscr{A}$ ) $\rangle$.
Observe that alter $\mathscr{A}$ is non empty.
Now we state the propositions:
(40) Let us consider an object-category $\mathscr{A}$, morphisms $a_{1}, a_{2}$ of $\mathscr{A}$, and morphisms $f_{1}, f_{2}$ of alter $\mathscr{A}$. Suppose
(i) $a_{1}=f_{1}$, and
(ii) $a_{2}=f_{2}$, and
(iii) $\left\langle a_{1}, a_{2}\right\rangle \in$ dom the composition of $\mathscr{A}$.

Then $a_{1} \circ a_{2}=f_{1} \circ f_{2}$.
(41) Let us consider an object-category $\mathscr{A}$ and a morphism $f$ of alter $\mathscr{A}$. Then $f$ is identity if and only if there exists an object $o$ of $\mathscr{A}$ such that $f=\mathrm{id}_{o}$. The theorem is a consequence of (22), (23), and (40). Proof: For every morphism $f_{1}$ of alter $\mathscr{A}$ such that $f \triangleright f_{1}$ holds $f \circ f_{1}=f_{1}$ by [7, (15), (21)]. For every morphism $f_{1}$ of alter $\mathscr{A}$ such that $f_{1} \triangleright f$ holds $f_{1} \circ f=f_{1}$ by [7, (15), (22)].
(42) Let us consider object-categories $\mathscr{A}, \mathscr{B}$. Then every functor from $\mathscr{A}$ to $\mathscr{B}$ is a covariant functor from alter $\mathscr{A}$ to alter $\mathscr{B}$. The theorem is a consequence of (40) and (41). Proof: Reconsider $\mathcal{H}=\mathcal{F}$ as a function from alter $\mathscr{A}$ into alter $\mathscr{B}$. For every morphisms $f_{1}, f_{2}$ of alter $\mathscr{A}$ such that $f_{1} \triangleright f_{2}$ holds $\mathcal{H}\left(f_{1}\right) \triangleright \mathcal{H}\left(f_{2}\right)$ and $\mathcal{H}\left(f_{1} \circ f_{2}\right)=\mathcal{H}\left(f_{1}\right) \circ \mathcal{H}\left(f_{2}\right)$ by [7, (15), (72), (64)]. For every morphism $f$ of alter $\mathscr{A}$ such that $f$ is identity holds $\mathcal{H}(f)$ is identity by [7, (62)].
(43) Let us consider a non empty category $\mathscr{C}$, morphisms $a_{1}, a_{2}$ of Alter $(\mathscr{C})$, and morphisms $f_{1}, f_{2}$ of $\mathscr{C}$. Suppose
(i) $a_{1}=f_{1}$, and
(ii) $a_{2}=f_{2}$, and
(iii) $f_{1} \triangleright f_{2}$.

Then $a_{1} \circ a_{2}=f_{1} \circ f_{2}$.
(44) Let us consider a non empty category $\mathscr{C}$, a morphism $f_{1}$ of $\mathscr{C}$, and a morphism $a_{1}$ of $\operatorname{Alter}(\mathscr{C})$. Suppose $a_{1}=f_{1}$. Then
(i) $\operatorname{dom} f_{1}=\operatorname{dom} a_{1}$, and
(ii) $\operatorname{cod} f_{1}=\operatorname{cod} a_{1}$.
(45) Let us consider a non empty category $\mathscr{C}$, an object $o_{1}$ of $\mathscr{C}$, and an object $o_{2}$ of $\operatorname{Alter}(\mathscr{C})$. If $o_{1}=o_{2}$, then id- $o_{1}=\mathrm{id}_{o_{2}}$. The theorem is a consequence of (22), (24), (44), and (43). Proof: Reconsider $a_{2}=o_{2}$ as a morphism of Alter $(\mathscr{C})$. Reconsider $a_{3}=a_{2}$ as a morphism from $o_{2}$ to $o_{2}$. For every object $b$ of $\operatorname{Alter}(\mathscr{C})$, if $\operatorname{hom}\left(o_{2}, b\right) \neq \emptyset$, then for every morphism $a$ from $o_{2}$ to $b, a \circ a_{3}=a$ and if $\operatorname{hom}\left(b, o_{2}\right) \neq \emptyset$, then for every morphism $a$ from $b$ to $o_{2}, a_{3} \circ a=a$ by [7, (5), (15)].
(46) Let us consider a non empty category $\mathscr{C}$ and a morphism $f$ of $\mathscr{C}$. Then $f$ is identity if and only if there exists an object $o$ of $\operatorname{Alter}(\mathscr{C})$ such that $f=\mathrm{id}_{o}$. The theorem is a consequence of (25) and (41).
(47) Let us consider non empty categories $\mathscr{C}, \mathscr{D}$. Then every covariant functor from $\mathscr{C}$ to $\mathscr{D}$ is a functor from $\operatorname{Alter}(\mathscr{C})$ to $\operatorname{Alter}(\mathscr{D})$. The theorem is a consequence of (46), (44), (32), and (45). Proof: Reconsider $\mathcal{H}=\mathcal{F}$ as a function from the carrier' of Alter $(\mathscr{C})$ into the carrier' of Alter $(\mathscr{D})$. For every object $a$ of $\operatorname{Alter}(\mathscr{C})$, there exists an object $b$ of $\operatorname{Alter}(\mathscr{D})$ such that $\mathcal{H}\left(\mathrm{id}_{a}\right)=\mathrm{id}_{b}$. For every morphism $f$ of $\operatorname{Alter}(\mathscr{C}), \mathcal{H}\left(\mathrm{id}_{\operatorname{dom} f}\right)=\operatorname{id}_{\operatorname{dom}(\mathcal{H}(f))}$ and $\mathcal{H}\left(\mathrm{id}_{\operatorname{cod} f}\right)=\operatorname{id}_{\operatorname{cod}(\mathcal{H}(f))}$. For every morphisms $f, g$ of $\operatorname{Alter}(\mathscr{C})$ such that $\operatorname{dom} g=\operatorname{cod} f$ holds $\mathcal{H}(g \circ f)=\mathcal{H}(g) \circ \mathcal{H}(f)$ by [7, (15), (16)].
(48) Let us consider object-categories $\mathscr{C}, \mathscr{D}$. Then every covariant functor from alter $\mathscr{C}$ to alter $\mathscr{D}$ is a functor from $\mathscr{C}$ to $\mathscr{D}$. The theorem is a consequence of (41), (26), and (27). Proof: Reconsider $\mathcal{H}=\mathcal{F}$ as a function from the carrier' of $\mathscr{C}$ into the carrier' of $\mathscr{D}$. For every object $a$ of $\mathscr{C}$, there
exists an object $b$ of $\mathscr{D}$ such that $\mathcal{H}\left(\mathrm{id}_{a}\right)=\mathrm{id}_{b}$. For every morphism $f$ of $\mathscr{C}$, $\mathcal{H}\left(\operatorname{id}_{\operatorname{dom} f}\right)=\operatorname{id}_{\operatorname{dom}(\mathcal{H}(f))}$ and $\mathcal{H}\left(\operatorname{id}_{\operatorname{cod} f}\right)=\operatorname{id}_{\operatorname{cod}(\mathcal{H}(f))}$ by [7, (15)]. For every morphisms $f, g$ of $\mathscr{C}$ such that $\operatorname{dom} g=\operatorname{cod} f$ holds $\mathcal{H}(g \circ f)=\mathcal{H}(g) \circ \mathcal{H}(f)$ by [7, (15), (16)].
Let us consider object-categories $\mathscr{C}_{1}, \mathscr{C}_{2}$. Now we state the propositions:
(49) If alter $\mathscr{C}_{1} \cong$ alter $\mathscr{C}_{2}$, then $\mathscr{C}_{1} \cong \mathscr{C}_{2}$.
(50) Suppose the carrier' of $\mathscr{C}_{1}=$ the carrier' of $\mathscr{C}_{2}$ and the composition of $\mathscr{C}_{1}=$ the composition of $\mathscr{C}_{2}$. Then $\mathscr{C}_{1} \cong \mathscr{C}_{2}$.
Now we state the propositions:
(51) Let us consider an object-category $\mathscr{C}$. Then $\mathscr{C} \cong$ Alter(alter $\mathscr{C})$.
(52) Let us consider a non empty category $\mathscr{C}$. Then $\mathscr{C} \cong$ alter Alter $(\mathscr{C})$. The theorem is a consequence of (16) and (18). Proof: Set $\mathscr{D}=\operatorname{alter} \operatorname{Alter}(\mathscr{C})$. Reconsider $\mathcal{F}=\operatorname{id}_{\mathscr{C}}$ as a functor from $\mathscr{C}$ to $\mathscr{D}$. Reconsider $\mathcal{G}=\operatorname{id}_{\mathscr{C}}$ as a functor from $\mathscr{D}$ to $\mathscr{C}$. For every morphism $f$ of $\mathscr{C}$ such that $f$ is identity holds $\mathcal{F}(f)$ is identity. For every morphisms $f_{1}, f_{2}$ of $\mathscr{C}$ such that $f_{1} \triangleright f_{2}$ holds $\mathcal{F}\left(f_{1}\right) \triangleright \mathcal{F}\left(f_{2}\right)$ and $\mathcal{F}\left(f_{1} \circ f_{2}\right)=\mathcal{F}\left(f_{1}\right) \circ \mathcal{F}\left(f_{2}\right)$. For every morphism $f$ of $\mathscr{D}$ such that $f$ is identity holds $\mathcal{G}(f)$ is identity. For every morphisms $f_{1}$, $f_{2}$ of $\mathscr{D}$ such that $f_{1} \triangleright f_{2}$ holds $\mathcal{G}\left(f_{1}\right) \triangleright \mathcal{G}\left(f_{2}\right)$ and $\mathcal{G}\left(f_{1} \circ f_{2}\right)=\mathcal{G}\left(f_{1}\right) \circ \mathcal{G}\left(f_{2}\right)$.
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#### Abstract
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## 1. Basic Properties of Cyclic Groups of Prime Power Order

Let $G$ be a finite group. The functor $\operatorname{Ordset}(G)$ yielding a subset of $\mathbb{N}$ is defined by the term
(Def. 1) the set of all $\operatorname{ord}(a)$ where $a$ is an element of $G$.
One can check that $\operatorname{Ordset}(G)$ is finite and non empty.
Now we state the propositions:
(1) Let us consider a finite group $G$. Then there exists an element $g$ of $G$ such that $\operatorname{ord}(g)=\sup \operatorname{Ordset}(G)$.

[^3](2) Let us consider a strict group $G$ and a strict normal subgroup $N$ of $G$. If $G$ is commutative, then ${ }^{G} / N$ is commutative.
(3) Let us consider a finite group $G$ and elements $a, b$ of $G$. Then $b \in \operatorname{gr}(\{a\})$ if and only if there exists an element $p$ of $\mathbb{N}$ such that $b=a^{p}$.
(4) Let us consider a finite group $G$, an element $a$ of $G$, and elements $n, p$, $s$ of $\mathbb{N}$. Suppose
(i) $\overline{\overline{\operatorname{gr}(\{a\})}}=n$, and
(ii) $n=p \cdot s$.

Then $\operatorname{ord}\left(a^{p}\right)=s$.
Let us consider an element $k$ of $\mathbb{N}$, a finite group $G$, and an element $a$ of $G$. Now we state the propositions:
(5) $\operatorname{gr}(\{a\})=\operatorname{gr}\left(\left\{a^{k}\right\}\right)$ if and only if $\operatorname{gcd}(k, \operatorname{ord}(a))=1$.
(6) If $\operatorname{gcd}(k, \operatorname{ord}(a))=1$, then $\operatorname{ord}(a)=\operatorname{ord}\left(a^{k}\right)$.
(7) $\operatorname{ord}(a) \mid k \cdot \operatorname{ord}\left(a^{k}\right)$.

Now we state the proposition:
(8) Let us consider a group $G$ and elements $a, b$ of $G$. Suppose $b \in \operatorname{gr}(\{a\})$. Then $\operatorname{gr}(\{b\})$ is a strict subgroup of $\operatorname{gr}(\{a\})$.
Let $G$ be a strict commutative group and $x$ be an element of $\operatorname{SubGr} G$. The functor $\operatorname{NormSp}_{\mathbb{R}}(x)$ yielding a normal strict subgroup of $G$ is defined by the term
(Def. 2) $x$.
Now we state the propositions:
(9) Let us consider groups $G, H$, a subgroup $K$ of $H$, and a homomorphism $f$ from $G$ to $H$. Then there exists a strict subgroup $J$ of $G$ such that the carrier of $J=f^{-1}$ (the carrier of $K$ ). Proof: Reconsider $I_{3}=$ $f^{-1}$ (the carrier of $K$ ) as a non empty subset of the carrier of $G$. For every elements $g_{1}, g_{2}$ of $G$ such that $g_{1}, g_{2} \in I_{3}$ holds $g_{1} \cdot g_{2} \in I_{3}$ by [ 8 , (38)], [25, (50)]. For every element $g$ of $G$ such that $g \in I_{3}$ holds $g^{-1} \in I_{3}$ by [8, (38)], [25, (51)], [28, (32)]. Consider $J$ being a strict subgroup of $G$ such that the carrier of $J=f^{-1}$ (the carrier of $K$ ).
(10) Let us consider a natural number $p$, a finite group $G$, and elements $x, d$ of $G$. Suppose
(i) $\operatorname{ord}(d)=p$, and
(ii) $p$ is prime, and
(iii) $x \in \operatorname{gr}(\{d\})$.

Then
(iv) $x=\mathbf{1}_{G}$, or
(v) $\operatorname{gr}(\{x\})=\operatorname{gr}(\{d\})$.

The theorem is a consequence of (8). Proof: If $\operatorname{gr}(\{x\})=\{\mathbf{1}\}_{\operatorname{gr}(\{d\})}$, then $x=\mathbf{1}_{G}$ by [19, (2)], [25, (44)].
(11) Let us consider a group $G$ and normal subgroups $H, K$ of $G$. Suppose (the carrier of $H$ ) $\cap($ the carrier of $K)=\left\{\mathbf{1}_{G}\right\}$. Then (the canonical homomorphism onto cosets of $H) \upharpoonright($ the carrier of $K$ ) is one-to-one. Proof: Set $f=$ the canonical homomorphism onto cosets of $H$. Set $g=$ $f$ †the carrier of $K$. For every elements $x_{1}, x_{2}$ such that $x_{1}, x_{2} \in \operatorname{dom} g$ and $g\left(x_{1}\right)=g\left(x_{2}\right)$ holds $x_{1}=x_{2}$ by [30, (57)], [7, (49)], [25, (46), (103), (51)].

Let us consider finite commutative groups $G, F$, an element $a$ of $G$, and a homomorphism $f$ from $G$ to $F$. Now we state the propositions:
(12) The carrier of $\operatorname{gr}(\{f(a)\})=f^{\circ}$ the carrier of $\operatorname{gr}(\{a\})$.
(13) $\quad \operatorname{ord}(f(a)) \leqslant \operatorname{ord}(a)$.
(14) If $f$ is one-to-one, then $\operatorname{ord}(f(a))=\operatorname{ord}(a)$.

Now we state the propositions:
(15) Let us consider groups $G, F$, a subgroup $H$ of $G$, and a homomorphism $f$ from $G$ to $F$. Then $f$ †the carrier of $H$ is a homomorphism from $H$ to $F$. Proof: Reconsider $g=f$ †the carrier of $H$ as a function from the carrier of $H$ into the carrier of $F$. For every elements $a, b$ of $H, g(a \cdot b)=g(a) \cdot g(b)$ by [25, (40)], [7, (49)], [25, (43)].
(16) Let us consider finite commutative groups $G, F$, an element $a$ of $G$, and a homomorphism $f$ from $G$ to $F$. Suppose $f$ †the carrier of $\operatorname{gr}(\{a\})$ is one-to-one. Then $\operatorname{ord}(f(a))=\operatorname{ord}(a)$. The theorem is a consequence of (15) and (14).
(17) Let us consider a finite commutative group $G$, a prime number $p$, a natural number $m$, and an element $a$ of $G$. Suppose
(i) $\overline{\bar{G}}=p^{m}$, and
(ii) $a \neq \mathbf{1}_{G}$.

Then there exists a natural number $n$ such that $\operatorname{ord}(a)=p^{n+1}$.
(18) Let us consider a prime number $p$ and natural numbers $j, m, k$. If $m=p^{k}$ and $p \nmid j$, then $\operatorname{gcd}(j, m)=1$.

## 2. Isomorphism of Cyclic Groups of Prime Power Order

Let us consider a strict finite commutative group $G$, a prime number $p$, and a natural number $m$. Now we state the propositions:
(19) Suppose $\overline{\bar{G}}=p^{m}$. Then there exists a normal strict subgroup $K$ of $G$ and there exist natural numbers $n, k$ and there exists an element $g$ of $G$ such that $\operatorname{ord}(g)=\sup \operatorname{Ordset}(G)$ and $K$ is finite and commutative and
(the carrier of $K) \cap($ the carrier of $\operatorname{gr}(\{g\}))=\left\{\mathbf{1}_{G}\right\}$ and for every element $x$ of $G$, there exist elements $b_{1}, a_{1}$ of $G$ such that $b_{1} \in K$ and $a_{1} \in \operatorname{gr}(\{g\})$ and $x=b_{1} \cdot a_{1}$ and $\operatorname{ord}(g)=p^{n}$ and $k=m-n$ and $n \leqslant m$ and $\overline{\bar{K}}=p^{k}$ and there exists a homomorphism $F$ from $\Pi\langle K, \operatorname{gr}(\{g\})\rangle$ to $G$ such that $F$ is bijective and for every elements $a, b$ of $G$ such that $a \in K$ and $b \in \operatorname{gr}(\{g\})$ holds $F(\langle a, b\rangle)=a \cdot b$.
(20) Suppose $\overline{\bar{G}}=p^{m}$. Then there exists a non zero natural number $k$ and there exists a $k$-element finite sequence $a$ of elements of $G$ and there exists a $k$-element finite sequence $I_{2}$ of elements of $\mathbb{N}$ and there exists an associative group-like commutative multiplicative magma family $F$ of $\operatorname{Seg} k$ and there exists a homomorphism $H_{1}$ from $\Pi F$ to $G$ such that for every natural number $i$ such that $i \in \operatorname{Seg} k$ there exists an element $a_{2}$ of $G$ such that $a_{2}=$ $a(i)$ and $F(i)=\operatorname{gr}\left(\left\{a_{2}\right\}\right)$ and $\operatorname{ord}\left(a_{2}\right)=p^{I_{2}(i)}$ and for every natural number $i$ such that $1 \leqslant i \leqslant k-1$ holds $I_{2}(i) \leqslant I_{2}(i+1)$ and for every elements $p, q$ of $\operatorname{Seg} k$ such that $p \neq q$ holds (the carrier of $F(p)) \cap$ (the carrier of $F(q))=\left\{\mathbf{1}_{G}\right\}$ and $H_{1}$ is bijective and for every (the carrier of $G$ )valued total Seg $k$-defined function $x$ such that for every element $p$ of Seg $k, x(p) \in F(p)$ holds $x \in \Pi F$ and $H_{1}(x)=\Pi x$.
(21) Suppose $\overline{\bar{G}}=p^{m}$. Then there exists a non zero natural number $k$ and there exists a $k$-element finite sequence $a$ of elements of $G$ and there exists a $k$-element finite sequence $I_{2}$ of elements of $\mathbb{N}$ and there exists an associative group-like commutative multiplicative magma family $F$ of $\operatorname{Seg} k$ such that for every natural number $i$ such that $i \in \operatorname{Seg} k$ there exists an element $a_{2}$ of $G$ such that $a_{2}=a(i)$ and $F(i)=\operatorname{gr}\left(\left\{a_{2}\right\}\right)$ and ord $\left(a_{2}\right)=p^{I_{2}(i)}$ and for every natural number $i$ such that $1 \leqslant i \leqslant k-1$ holds $I_{2}(i) \leqslant I_{2}(i+1)$ and for every elements $p, q$ of Seg $k$ such that $p \neq q$ holds (the carrier of $F(p)) \cap($ the carrier of $F(q))=\left\{\mathbf{1}_{G}\right\}$ and for every element $y$ of $G$, there exists a (the carrier of $G$ )-valued total Seg $k$-defined function $x$ such that for every element $p$ of $\operatorname{Seg} k, x(p) \in F(p)$ and $y=\Pi x$ and for every (the carrier of $G$ )-valued total Seg $k$-defined functions $x_{1}, x_{2}$ such that for every element $p$ of $\operatorname{Seg} k, x_{1}(p) \in F(p)$ and for every element $p$ of $\operatorname{Seg} k$, $x_{2}(p) \in F(p)$ and $\Pi x_{1}=\Pi x_{2}$ holds $x_{1}=x_{2}$.
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#### Abstract

Summary. The article continues the formalization of the lattice theory (as structures with two binary operations, not in terms of ordering relations). In the Mizar Mathematical Library, there are some attempts to formalize prime ideals and filters; one series of articles written as decoding 9] proven some results; we tried however to follow [21, [12] and [13]. All three were devoted to the Stone representation theorem [18] for Boolean or Heyting lattices. The main aim of the present article was to bridge this gap between general distributive lattices and Boolean algebras, having in mind that the more general approach will eventually replace the common proof of aforementioned articles ${ }^{1}$

Because in Boolean algebras the notions of ultrafilters, prime filters and maximal filters coincide, we decided to construct some concrete examples of ultrafilters in nontrivial Boolean lattice. We proved also the Prime Ideal Theorem not as BPI (Boolean Prime Ideal), but in the more general setting.

In the final section we present Nachbin theorems [15], [1] expressed both in terms of maximal and prime filters and as the unordered spectra of a lattice 11, [10]. This shows that if the notion of maximal and prime filters coincide in the lattice, it is Boolean.
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## 1. Preliminaries

Let $X$ be a set. We say that $X$ is unordered if and only if
(Def. 1) Let us consider sets $p_{1}, p_{2}$. Suppose
(i) $p_{1}, p_{2} \in X$, and
(ii) $p_{1} \neq p_{2}$.

Then $p_{1}$ and $p_{2}$ are $\subseteq$-incomparable.
Let us note that there exists a Boolean lattice which is non trivial.
Now we state the propositions:
(1) Let us consider a non trivial bounded lattice $L$. Then $\top_{L} \neq \perp_{L}$.
(2) Let us consider a lattice $L$ and an ideal $I$ of $L$. Then $I$ is prime if and only if $I^{\mathrm{c}}$ is a filter of $L$ or $I^{\mathrm{c}}=\emptyset$. Proof: If $I$ is prime, then $I^{\mathrm{c}}$ is a filter of $L$ or $I^{\mathrm{c}}=\emptyset$ by [20, (29)]. For every elements $x, y$ of $L, x \sqcap y \in I$ iff $x \in I$ or $y \in I$ by [2, (9), (8)].
(3) Let us consider a lattice $L$ and a filter $F$ of $L$. Then $F$ is prime if and only if $F^{\mathrm{c}}$ is an ideal of $L$ or $F^{\mathrm{c}}=\emptyset$. Proof: Set $F=I^{\mathrm{c}}$. If $I$ is prime, then $F$ is an ideal of $L$ or $F=\emptyset$ by [20, (29)]. For every elements $x, y$ of $L, x \sqcup y \in I$ iff $x \in I$ or $y \in I$ by [3, (21), (86)].
Let $L$ be a lattice. The functor PFilters $L$ yielding a family of subsets of $L$ is defined by the term
(Def. 2) $\{F$, where $F$ is a filter of $L: F$ is prime $\}$.
Observe that ( $L$ ] is prime.
Now we state the proposition:
(4) Let us consider a distributive lattice $L$. Then PrimeFilters $(L) \subset$ PFilters $L$. Proof: PrimeFilters $(L) \subseteq$ PFilters $L$. $[L) \notin \operatorname{PrimeFilters}(L)$.

## 2. Examples of Filters in Nontrivial Boolean Lattices

Now we state the propositions:
(5) The carrier of the lattice of subsets of $\{\emptyset\}=\{\emptyset,\{\emptyset\}\}$.
(6) Let us consider a lattice $L$ and a subset $A$ of $L$. Suppose $L=$ the lattice of subsets of $\{\emptyset\}$. Then
(i) $A=\emptyset$, or
(ii) $A=\{\emptyset\}$, or
(iii) $A=\{\emptyset,\{\emptyset\}\}$, or
(iv) $A=\{\{\emptyset\}\}$.

Let us consider a lattice $L$ and a filter $A$ of $L$. Now we state the propositions:
(7) Suppose $L=$ the lattice of subsets of $\{\emptyset\}$. Then
(i) $A=\emptyset$, or
(ii) $A=\{\emptyset,\{\emptyset\}\}$, or
(iii) $A=\{\{\emptyset\}\}$.
(8) If $L=$ the lattice of subsets of $\{\emptyset\}$, then $A=\left\{\top_{L}\right\}$ or $A=[L)$.

Now we state the propositions:
(9) Let us consider a non trivial Boolean lattice $L$ and a filter $A$ of $L$. Suppose
(i) $L=$ the lattice of subsets of $\{\emptyset\}$, and
(ii) $A=\left\{\top_{L}\right\}$.

Then $A$ is prime. The theorem is a consequence of (5) and (7). Proof: For every filter $H$ of $L$ such that $A \subseteq H$ and $H \neq$ the carrier of $L$ holds $A=H$ by [4, (4)].
(10) Let us consider a lattice $L$ and a filter $A$ of $L$. Suppose
(i) $L=$ the lattice of subsets of $\{\emptyset\}$, and
(ii) $A$ is an ultrafilter.

Then $A=\left\{\top_{L}\right\}$. The theorem is a consequence of (7). Proof: $\emptyset \notin A$ by [4, (3)], [21, (29)].

## 3. On Prime and Maximal Filters and Ideals

Now we state the proposition:
(11) Let us consider a lattice $L$ and an element $a$ of $L$. Then $\{F$, where $F$ is a filter of $L: F$ is prime and $a \in F\} \subseteq$ PFilters $L$.
Let $L$ be a lattice and $F$ be a filter of $L$. We say that $F$ is maximal if and only if
(Def. 3) (i) $F$ is proper, and
(ii) for every filter $G$ of $L$ such that $G$ is proper and $F \subseteq G$ holds $F=G$.

One can check that every filter of $L$ which is maximal is also proper.
Observe that every filter of $L$ which is maximal is also an ultrafilter and every filter of $L$ which is an ultrafilter is also maximal.

Let $I$ be an ideal of $L$. We say that $I$ is maximal if and only if
(Def. 4) (i) $I$ is proper, and
(ii) for every ideal $J$ of $L$ such that $J$ is proper and $I \subseteq J$ holds $I=J$.

Now we state the proposition:
(12) Let us consider a lattice $L$ and an ideal $I$ of $L$. Then $I$ is max-ideal if and only if $I$ is maximal. Proof: For every ideal $J$ of $L$ such that $I \subseteq J$ and $J \neq$ the carrier of $L$ holds $I=J$.

Let $L$ be a lattice. Observe that every ideal of $L$ which is maximal is also max-ideal and every ideal of $L$ which is max-ideal is also maximal.

Let us observe that every ideal of $L$ which is maximal is also proper.
Now we state the propositions:
(13) Let us consider a lattice $L$ and a filter $F$ of $L$. Suppose $F$ is not prime. Then there exist elements $a, b$ of $L$ such that
(i) $a \sqcup b \in F$, and
(ii) $a \notin F$, and
(iii) $b \notin F$.
(14) Let us consider a lattice $L$ and an ideal $F$ of $L$. Suppose $F$ is not prime. Then there exist elements $a, b$ of $L$ such that
(i) $a \sqcap b \in F$, and
(ii) $a \notin F$, and
(iii) $b \notin F$.
(15) Let us consider a lattice $L$, a filter $F$ of $L$, an element $a$ of $L$, and a set $G$. Suppose
(i) $G=\{x$, where $x$ is an element of $L$ : there exists an element $u$ of $L$ such that $u \in F$ and $a \sqcap u \sqsubseteq x\}$, and
(ii) $a \in G$.

Then $G$ is a filter of $L$. Proof: $G \subseteq$ the carrier of $L$. Reconsider $G_{1}=G$ as a subset of $L . G_{1}$ is meet-closed by [2, (5), (8)]. $G_{1}$ is final by [24, (7)].
(16) Let us consider a lattice $L$, an ideal $F$ of $L$, an element $a$ of $L$, and a set $G$. Suppose
(i) $G=\{x$, where $x$ is an element of $L$ : there exists an element $u$ of $L$ such that $u \in F$ and $x \sqsubseteq a \sqcup u\}$, and
(ii) $a \in G$.

Then $G$ is an ideal of $L$. Proof: $G \subseteq$ the carrier of $L . G$ is join-closed by [2, (4)], [3, (86)]. $G$ is initial by [24, (7)].
(17) Let us consider a distributive lattice $L$ and a filter $F$ of $L$. If $F$ is maximal, then $F$ is prime. The theorem is a consequence of (13) and (15). Proof: Consider $a, b$ being elements of $L$ such that $a \sqcup b \in F$ and $a \notin F$ and $b \notin F$. Set $G=\{x$, where $x$ is an element of $L$ : there exists an element $u$ of $L$ such that $u \in F$ and $a \sqcap u \sqsubseteq x\}$. $b \notin G$ by [2, (10), (8)], [24, (11)]. $F \subseteq G$ by [24, (6)].
Let $L$ be a distributive lattice. One can verify that every filter of $L$ which is maximal is also prime.

Now we state the proposition:
(18) Let us consider a distributive lattice $L$ and an ideal $F$ of $L$. If $F$ is maximal, then $F$ is prime. The theorem is a consequence of (14) and (16). Proof: Consider $a, b$ being elements of $L$ such that $a \sqcap b \in F$ and $a \notin F$ and $b \notin F$. Set $G=\{x$, where $x$ is an element of $L$ : there exists an element $u$ of $L$ such that $u \in F$ and $x \sqsubseteq a \sqcup u\}$. $G \subseteq$ the carrier of $L$. $b \notin G$ by [3, (22), (21)], [24, (4)]. $F \subseteq G$ by [24, (5)].
Let $L$ be a distributive lattice. Observe that every ideal of $L$ which is maximal is also prime.

## 4. Prime Ideal Theorem for Distributive Lattices

Now we state the propositions:
(19) Prime ideal theorem for distributive lattices:

Let us consider a distributive lattice $L$, an ideal $I$ of $L$, and a filter $F$ of $L$. Suppose $I$ misses $F$. Then there exists an ideal $P$ of $L$ such that
(i) $P$ is prime, and
(ii) $I \subseteq P$, and
(iii) $P$ misses $F$.

The theorem is a consequence of (14). Proof: Set $X=\{i$, where $i$ is an ideal of $L: I \subseteq i$ and $i$ misses $F\}$. For every set $Z$ such that $Z \neq \emptyset$ and $Z \subseteq X$ and $Z$ is $\subseteq$-linear holds $\cup Z \in X$ by [19, (1)], [8, (74)], [3, (21)]. Consider $Y$ being a set such that $Y \in X$ and for every set $Z$ such that $Z \in X$ and $Z \neq Y$ holds $Y \nsubseteq Z$. Consider $i$ being an ideal of $L$ such that $Y=i$ and $I \subseteq i$ and $i$ misses $F$. $i$ is prime by [3, (50), (28)], [2, (1), (9), (8)].
(20) Let us consider a distributive lattice $L$, an ideal $I$ of $L$, and an element $a$ of $L$. Suppose $a \notin I$. Then there exists an ideal $P$ of $L$ such that
(i) $P$ is prime, and
(ii) $I \subseteq P$, and
(iii) $a \notin P$.

The theorem is a consequence of (19). Proof: Set $F=[a)$. I misses $F$ by [2, (15)], [3, (21)]. Consider $P$ being an ideal of $L$ such that $P$ is prime and $I \subseteq P$ and $P$ misses $F$.
Let us consider a distributive lattice $L$ and elements $a, b$ of $L$. Now we state the propositions:
(21) If $a \neq b$, then there exists an ideal $P$ of $L$ such that $P$ is prime and $a \in P$ and $b \notin P$ or $a \notin P$ and $b \in P$.
(22) If $a \nsubseteq b$, then there exists an ideal $P$ of $L$ such that $P$ is prime and $a \notin P$ and $b \in P$.

Now we state the proposition:
(23) Let us consider a distributive lattice $L$ and an ideal $I$ of $L$. Then $I=$ $\bigcap\{P$, where $P$ is an ideal of $L: P$ is prime and $I \subseteq P\}$. The theorem is a consequence of (20). Proof: $\Omega_{L}$ is prime.

## 5. The Stone Representation

Let $L$ be a lattice. The prime filters of $L$ yielding a function is defined by
(Def. 5) (i) dom it $=$ the carrier of $L$, and
(ii) for every element $a$ of $L$, it $(a)=\{F$, where $F$ is a filter of $L$ : $F$ is prime and $a \in F\}$.
Now we state the propositions:
(24) Let us consider a lattice $L$, an element $a$ of $L$, and a set $x$. Then $x \in$ (the prime filters of $L)(a)$ if and only if there exists a filter $F$ of $L$ such that $F=x$ and $F$ is prime and $a \in F$. Proof: If $x \in$ (the prime filters of $L)(a)$, then there exists a filter $F$ of $L$ such that $F=x$ and $F$ is prime and $a \in F$.
(25) Let us consider a lattice $L$, an element $a$ of $L$, and a filter $F$ of $L$. Then $F \in($ the prime filters of $L)(a)$ if and only if $F$ is prime and $a \in F$. The theorem is a consequence of (24).
Let us consider a distributive lattice $L$ and elements $a, b$ of $L$. Now we state the propositions:
(26) (The prime filters of $L)(a \sqcap b)=$ (the prime filters of $L)(a) \cap$ (the prime filters of $L)(b)$.
(27) (The prime filters of $L)(a \sqcup b)=($ the prime filters of $L)(a) \cup$ (the prime filters of $L)(b)$.
Let $L$ be a distributive lattice. Let us note that the prime filters of $L$ yields a function from the carrier of $L$ into $2^{\text {PFilters } L}$. The functor $\operatorname{StoneR}(L)$ yielding a set is defined by the term
(Def. 6) rng the prime filters of $L$.
Note that $\operatorname{StoneR}(L)$ is non empty.
Now we state the proposition:
(28) Let us consider a distributive lattice $L$ and a set $x$. Then $x \in \operatorname{StoneR}(L)$ if and only if there exists an element $a$ of $L$ such that (the prime filters of $L)(a)=x$. Proof: If $x \in \operatorname{StoneR}(L)$, then there exists an element $a$ of $L$ such that (the prime filters of $L)(a)=x$.
Let $L$ be an upper-bounded distributive lattice. The functor StoneSpace ( $L$ ) yielding a strict topological space is defined by
(Def. 7) (i) the carrier of $i t=$ PFilters $L$, and
(ii) the topology of $i t=$
$\{\cup A$, where $A$ is a family of subsets of PFilters $L: A \subseteq \operatorname{StoneR}(L)\}$.
Let $L$ be a non trivial upper-bounded distributive lattice. One can check that StoneSpace $(L)$ is non empty.

## 6. Pseudo Complements in Lattices

Let $L$ be a lattice and $a$ be an element of $L$. The functors: the set of pseudocomplements of $a$ and the set of dual pseudo-complements of $a$ yielding subsets of $L$ are defined by terms, respectively.
(Def. 8) $\quad\left\{x\right.$, where $x$ is an element of $\left.L: a \sqcap x=\perp_{L}\right\}$.
(Def. 9) $\left\{x\right.$, where $x$ is an element of $\left.L: a \sqcup x=\top_{L}\right\}$.
Let $L$ be a distributive bounded lattice.
Note that the set of pseudo-complements of $a$ is initial non empty and join-closed and the set of dual pseudo-complements of $a$ is final non empty and meet-closed.

Let us consider a lattice $L$ and elements $a, b$ of $L$. Now we state the propositions:
(29) $b \in$ the set of pseudo-complements of $a$ if and only if $b \sqcap a=\perp_{L}$.
(30) $b \in$ the set of dual pseudo-complements of $a$ if and only if $b \sqcup a=\top_{L}$.

Let us consider a bounded lattice $L$ and an element $a$ of $L$. Now we state the propositions:
(31) $\perp_{L} \in$ the set of pseudo-complements of $a$.
(32) $\top_{L} \in$ the set of dual pseudo-complements of $a$.

## 7. Nachbin's Theorem for Bounded Distributive Lattices

Let $L$ be a lattice. The spectrum of $L$ yielding a family of subsets of $L$ is defined by the term
(Def. 10) $\{I$, where $I$ is an ideal of $L: I$ is prime and proper $\}$.
Now we state the proposition:
(33) NACHBIN'S THEOREM FOR BOUNDED DISTRIBUTIVE LATTICES:

Let us consider a distributive bounded lattice $L$. Then $L$ is Boolean if and only if for every ideal $I$ of $L$ such that $I$ is proper and prime holds $I$ is maximal. The theorem is a consequence of (19). Proof: If $L$ is Boolean, then for every ideal $I$ of $L$ such that $I$ is proper and prime holds $I$ is maximal by [3, (57)]. Consider $a$ being an element of $L$ such that there exists no an element $b$ of $L$ such that $b$ is a complement of $a$. Set $I_{0}=$ the set of pseudo-complements of $a$. Set $I_{1}=\{x$, where $x$ is an element of $L$ : there exists an element $y$ of $L$ such that $y \in I_{0}$ and $\left.x \sqsubseteq a \sqcup y\right\}$.
$I_{1} \subseteq$ the carrier of $L$. For every elements $p, q$ of $L$ such that $p \sqsubseteq q$ and $q \in I_{1}$ holds $p \in I_{1}$ by [24, (7)]. For every elements $p, q$ of $L$ such that $p, q \in I_{1}$ holds $p \sqcup q \in I_{1}$ by [2, (4)]. $I_{0} \subseteq I_{1}$ by [24, (5)]. $\top_{L} \notin I_{1}$. Set $F_{2}=\left[\top_{L}\right)$. Consider $J_{0}$ being an ideal of $L$ such that $J_{0}$ is prime and $I_{1} \subseteq J_{0}$ and $J_{0}$ misses $F_{2}$. Set $T=$ the carrier of $L$. Reconsider $D=T \backslash J_{0}$ as a non empty subset of $L$. For every elements $p, q$ of $L$ such that $p \sqsubseteq q$ and $p \in D$ holds $q \in D$ by [3, (21)]. For every elements $p, q$ of $L$ such that $p, q \in D$ holds $p \sqcap q \in D$. Reconsider $F=[[a) \cup D)$ as a filter of $L$. $F$ misses $I_{0}$ by [13, (3)], [24, (6)], [14, (9)]. Consider $J_{1}$ being an ideal of $L$ such that $J_{1}$ is prime and $I_{0} \subseteq J_{1}$ and $J_{1}$ misses $F$. $J_{1} \subseteq J_{0}$.
Let $L$ be a non trivial distributive bounded lattice. Let us note that the spectrum of $L$ is non empty.

Now we state the proposition:

## (34) NaChbin theorem for spectra of distributive lattices:

Let us consider a distributive bounded lattice $L$. Then $L$ is Boolean if and only if the spectrum of $L$ is unordered. The theorem is a consequence of (19) and (20). Proof: If $L$ is Boolean, then the spectrum of $L$ is unordered by [3, (57), (58)], [24, (20)]. Consider $a$ being an element of $L$ such that there exists no an element $b$ of $L$ such that $b$ is a complement of $a$. Set $D=$ the set of dual pseudo-complements of $a$. Set $D_{1}=[D \cup[a)) . D_{1} \subseteq$ $\{x$, where $x$ is an element of $L$ : there exists an element $d$ of $L$ such that $d \in D$ and $a \sqcap d \sqsubseteq x\}$ by [2, (15), (5)], [24, (7)]. $\{x$, where $x$ is an element of $L$ : there exists an element $d$ of $L$ such that $d \in D$ and $a \sqcap d \sqsubseteq x\} \subseteq$ $D_{1} \cdot \perp_{L} \notin D_{1}$ by [24, (8)]. Reconsider $I_{0}=\left\{\perp_{L}\right\}$ as an ideal of $L$. Consider $P$ being an ideal of $L$ such that $P$ is prime and $I_{0} \subseteq P$ and $P$ misses $D_{1}$. Set $P_{1}=(P \cup(a]] . \top_{L} \notin P_{1}$ by [3, (49)], [2, (1)], 33, (28)]. Consider $Q$ being an ideal of $L$ such that $Q$ is prime and $P_{1} \subseteq Q$ and $\top_{L} \notin Q$.
Let $L$ be a Boolean lattice. Note that the spectrum of $L$ is unordered.
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Summary. In the article the formal characterization of preference spaces [1] is given. As the preference relation is one of the very basic notions of mathematical economics [9], it prepares some ground for a more thorough formalization of consumer theory (although some work has already been done - see [17]). There was an attempt to formalize similar results in Mizar, but this work seems still unfinished [18].

There are many approaches to preferences in literature. We modelled them in a rather illustrative way (similar structures were considered in [8]): either the consumer (strictly) prefers an alternative, or they are of equal interest; he/she could also have no opinion of the choice. Then our structures are based on three relations on the (arbitrary, not necessarily finite) set of alternatives. The completeness property can however also be modelled, although we rather follow [2] which is more general [12. Additionally we assume all three relations are disjoint and their set-theoretic union gives a whole universe of alternatives.

We constructed some positive and negative examples of preference structures; the main aim of the article however is to give the characterization of consumer preference structures in terms of a binary relation, called characteristic relation [10], and to show the way the corresponding structure can be obtained only using this relation. Finally, we show the connection between tournament and total spaces and usual properties of the ordering relations.
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The notation and terminology used in this paper have been introduced in the following articles: [3], [13], [14], [11], [7], [15], [4], [5], [8], [19], [21], [20], [16], and [6].

## 1. Preliminaries

Let $X, Y, Z$ be sets. We say that $X, Y$, and $Z$ are mutually disjoint if and only if
(Def. 1) (i) $X$ misses $Y$, and
(ii) $Y$ misses $Z$, and
(iii) $X$ misses $Z$.

Now we state the proposition:
(1) Let us consider a set $A$. Then $\emptyset, A$, and $\emptyset$ are mutually disjoint.

Let us observe that every set which is 2 -element is also non empty.
Now we state the propositions:
(2) Let us consider sets $a, b$. Suppose $a \neq b$. Then $\{\langle a, a\rangle,\langle b, b\rangle\} \neq\{\langle a$, $a\rangle,\langle a, b\rangle,\langle b, a\rangle,\langle b, b\rangle\}$.
(3) Let us consider a 2-element set $A$ and elements $a, b$ of $A$. If $a \neq b$, then $A=\{a, b\}$.
(4) Let us consider a 2 -element set $A$. Then there exist elements $a, b$ of $A$ such that
(i) $a \neq b$, and
(ii) $A=\{a, b\}$.
(5) Let us consider a non trivial set $A$. Then there exist elements $a, b$ of $A$ such that $a \neq b$.
(6) Let us consider sets $x_{1}, x_{2}, x_{3}, x_{4}$. Then $\left(\left\{x_{1}\right\} \cup\left\{x_{2}\right\}\right) \cup\left\{x_{3}, x_{4}\right\}=$ $\left\{x_{3}, x_{1}, x_{2}, x_{4}\right\}$.
(7) Let us consider sets $a, b$. Suppose $a \neq b$. Then $\{\langle a, a\rangle,\langle b, b\rangle\}$ misses $\{\langle a$, $b\rangle,\langle b, a\rangle\}$.
(8) Let us consider a 2 -element set $A$ and elements $a, b$ of $A$. Suppose $a \neq b$. Then $\operatorname{id}_{A}=\{\langle a, a\rangle,\langle b, b\rangle\}$. The theorem is a consequence of (3).
(9) Let us consider elements $a, b$ and a binary relation $R$. Suppose $R=\{\langle a$, $b\rangle\}$. Then $R^{\smile}=\{\langle b, a\rangle\}$.
(10) Let us consider sets $a, b$. Then $a \neq b$ if and only if $\{\langle a, b\rangle\}$ misses $\{\langle a$, $a\rangle,\langle b, b\rangle\}$. Proof: If $a \neq b$, then $\{\langle a, b\rangle\}$ misses $\{\langle a, a\rangle,\langle b, b\rangle\}$.
(11) Let us consider a non empty set $X$, a binary relation $R$ on $X$, and elements $x, y$ of $X$. Suppose $\langle x, y\rangle \notin R^{\mathrm{c}}$. Then $\langle x, y\rangle \in R$.
(12) Let us consider a non empty set $X$ and a binary relation $R$ on $X$. Then $R \cap\left(R^{\smile}\right)^{\mathrm{c}}, R \cap R^{\smile}$, and $R^{\mathrm{c}} \cap\left(R^{\smile}\right)^{\mathrm{c}}$ are mutually disjoint.
(13) Let us consider binary relations $P, R$. If $P$ misses $R$, then $P^{\smile}$ misses $R \smile$.
Let us consider a non empty set $X$ and a binary relation $R$ on $X$. Now we state the propositions:
(14) $R=\left(\left(\left(R^{\smile}\right)^{\mathrm{c}}\right)^{\smile}\right)^{\mathrm{c}}$.
(15) $R^{\smile}=\left(\left(R^{\mathrm{c}}\right)^{\smile}\right)^{\mathrm{c}}$.
(16) $\quad\left(\left(R^{\smile}\right)^{\mathrm{c}}\right)^{\smile}=R^{\mathrm{c}}$.

## 2. Properties of Binary Relations

Let $X$ be a set. Observe that there exists an order in $X$ which is connected and linear order.

Now we state the propositions:
(17) Let us consider a non empty set $X$ and a total reflexive binary relation $R$ on $X$. Then $R^{\smile}$ is total.
(18) Let us consider a non empty set $X$ and a total binary relation $R$ on $X$. Then field $R=X$.
Let us consider a binary relation $R$. Now we state the propositions:
(19) $\quad R$ is irreflexive if and only if for every element $x$ such that $x \in$ field $R$ holds $\langle x, x\rangle \notin R$.
(20) $\quad R$ is symmetric if and only if for every elements $x, y$ such that $\langle x, y\rangle \in R$ holds $\langle y, x\rangle \in R$.
Now we state the propositions:
(21) Let us consider a set $X$ and a binary relation $R$ on $X$. Then $R \cap R^{\smile}$ is symmetric.
(22) Let us consider a binary relation $R$. Then $R$ is asymmetric if and only if for every elements $x, y$ such that $\langle x, y\rangle \in R$ holds $\langle y, x\rangle \notin R$. Proof: If $R$ is asymmetric, then for every elements $x, y$ such that $\langle x, y\rangle \in R$ holds $\langle y, x\rangle \notin R$ by [19, (15)]. If for every elements $x, y$ such that $\langle x, y\rangle \in R$ holds $\langle y, x\rangle \notin R$, then $R$ is asymmetric.
(23) Let us consider elements $a, b$. If $a \neq b$, then $\{\langle a, b\rangle\}$ is asymmetric. The theorem is a consequence of (22). Proof: Set $R=\{\langle a, b\rangle\}$. For every elements $x, y$ such that $\langle x, y\rangle \in R$ holds $\langle y, x\rangle \notin R$.
(24) Let us consider a non empty set $X$ and a binary relation $R$ on $X$. Then $R \cap\left(R^{\smile}\right)^{\mathrm{c}}$ is asymmetric. The theorem is a consequence of (22).
Let us consider a non empty set $X$ and a total reflexive binary relation $R$ on $X$. Now we state the propositions:
(25) $R \cap R^{\smile}$ is reflexive.
(26) $R \cap R^{\smile}$ is total.

Now we state the propositions:
(27) Let us consider elements $a, b$. Suppose $a \neq b$. Then $\{\langle a, b\rangle,\langle b, a\rangle\}$ is irreflexive and symmetric. The theorem is a consequence of (20). Proof: Reconsider $R=\{\langle a, b\rangle,\langle b, a\rangle\}$ as a binary relation. For every elements $x$,
$y$ such that $\langle x, y\rangle \in R$ holds $\langle y, x\rangle \in R$. For every element $x$ such that $x \in$ field $R$ holds $\langle x, x\rangle \notin R$.
(28) Let us consider a non empty set $X$, a total binary relation $R$ on $X$, and a binary relation $S$ on $X$. Then $R \cup S$ is total.
(29) Let us consider a non empty set $X$ and a total reflexive binary relation $R$ on $X$. Then $R^{\mathrm{c}} \cap\left(R^{\smile}\right)^{\mathrm{c}}$ is irreflexive and symmetric. The theorem is a consequence of (11) and (20). Proof: For every elements $x, y$ such that $\langle x, y\rangle \in R^{\mathrm{c}} \cap\left(R^{\smile}\right)^{\mathrm{c}}$ holds $\langle y, x\rangle \in R^{\mathrm{c}} \cap\left(R^{\smile}\right)^{\mathrm{c}}$ by [6, (87)].
(30) Let us consider a set $X$ and a binary relation $R$ on $X$. If $R$ is symmetric, then $R^{\mathrm{c}}$ is symmetric. The theorem is a consequence of (11) and (20). Proof: For every elements $x, y$ such that $\langle x, y\rangle \in R^{\mathrm{c}}$ holds $\langle y, x\rangle \in R^{\mathrm{c}}$ by [19, (15)], [16, (23)].
(31) Let us consider an element $X$ and a binary relation $R$. Then $R$ is antisymmetric if and only if for every elements $x, y$ such that $\langle x, y\rangle,\langle y, x\rangle \in R$ holds $x=y$. Proof: If $R$ is antisymmetric, then for every elements $x, y$ such that $\langle x, y\rangle,\langle y, x\rangle \in R$ holds $x=y$ by [19, (15)].
(32) Let us consider a set $A$ and an asymmetric binary relation $R$ on $A$. Then $R \cup \mathrm{id}_{A}$ is antisymmetric. The theorem is a consequence of (22) and (31). Proof: For every elements $x, y$ such that $\langle x, y\rangle,\langle y, x\rangle \in R \cup \operatorname{id}_{A}$ holds $x=y$.
(33) Let us consider an element $X$ and a binary relation $R$. Then $R$ is connected if and only if for every elements $x, y$ such that $x \neq y$ and $x, y \in$ field $R$ holds $\langle x, y\rangle \in R$ or $\langle y, x\rangle \in R$.
(34) Let us consider a binary relation $R$. Then $R$ is connected if and only if field $R \times$ field $R=\left(R \cup R^{\smile}\right) \cup \operatorname{id}_{\text {field } R}$.
(35) Let us consider a set $A$ and an asymmetric binary relation $R$ on $A$. Then $R$ misses $R^{\smile}$. The theorem is a consequence of (22). Proof: For every elements $x, y,\langle x, y\rangle \notin R \cap R^{\smile}$.
(36) Let us consider binary relations $R, P$. If $R$ misses $P$ and $P$ is symmetric, then $R^{\smile}$ misses $P$. The theorem is a consequence of (13).
Let us consider a set $X$ and an asymmetric binary relation $R$ on $X$. Now we state the propositions:
(37) $R$ misses $^{\text {id }}{ }_{X}$.
(38) $R \cdot R$ misses $\operatorname{id}_{X}$.

Let $X$ be a set and $R$ be a binary relation on $X$. The functor $\operatorname{SymCl} R$ yielding a binary relation on $X$ is defined by the term
(Def. 2) $R \cup R^{\smile}$.
Let $R$ be a total binary relation on $X$. Note that $\operatorname{SymCl} R$ is total.
Let $R$ be a binary relation on $X$. One can verify that $\operatorname{SymCl} R$ is symmetric.

## 3．Preference Structures

We consider pure preference structures which extend 1－sorted structures and are systems
〈a carrier, a preference relation〉
where the carrier is a set，the preference relation is a binary relation on the carrier．

We consider preference－indifference structures which extend pure preference structures and alternative relational structures and are systems

〈a carrier，a preference relation，an alternative relation〉
where the carrier is a set，the preference relation and the alternative relation are binary relations on the carrier．

We consider preference structures which extend preference－indifference struc－ tures，relational structures，and pure preference structures and are systems

〈a carrier，a preference relation，an alternative relation，an internal relation〉
where the carrier is a set，the preference relation and the alternative relation and the internal relation are binary relations on the carrier．

Let us note that there exists a preference－indifference structure which is non empty and strict and there exists a preference－indifference structure which is empty and strict and there exists a pure preference structure which is non empty and strict and there exists a pure preference structure which is empty and strict and there exists a preference－indifference structure which is non empty and strict and there exists a preference structure which is non empty and strict．

Let $X$ be a preference structure．We say that $X$ is preference－like if and on－ ly if
（Def．3）（i）the preference relation of $X$ is asymmetric，and
（ii）the alternative relation of $X$ is a tolerance of the carrier of $X$ ，and
（iii）the internal relation of $X$ is irreflexive and symmetric，and
（iv）the preference relation of $X$ ，the alternative relation of $X$ ，and the internal relation of $X$ are mutually disjoint，and
（v）$\left(\left((\right.\right.$ the preference relation of $\left.X) \cup(\text { the preference relation of } X)^{\smile}\right) \cup$ the alternative relation of $X) \cup$ the internal relation of $X=\nabla_{\alpha}$ ，
where $\alpha$ is the carrier of $X$ ．
Let $X$ be a set．The functor PrefSpace $X$ yielding a strict preference structure is defined by the term
（Def．4）$\left\langle X, \emptyset_{X, X}, \nabla_{X}, \emptyset_{X, X}\right\rangle$ ．

Let $A$ be a non empty set. Observe that $\operatorname{PrefSpace} A$ is non empty and preference-like and there exists a preference structure which is non empty, strict, and preference-like.

A preference space is a preference-like preference structure. Note that every preference structure which is empty is also preference-like and PrefSpace $\emptyset$ is empty and preference-like and there exists a preference space which is empty.

Let $A$ be a trivial non empty set. Let us observe that PrefSpace $A$ is trivial.
Let us observe that PrefSpace $A$ is non empty and preference-like.

## 4. Constructing Examples

Let $A$ be a set. The functor IdPrefSpace $A$ yielding a strict preference structure is defined by
(Def. 5) (i) the carrier of $i t=A$, and
(ii) the preference relation of $i t=\emptyset$, and
(iii) the alternative relation of $i t=\mathrm{id}_{A}$, and
(iv) the internal relation of $i t=\emptyset$.

Let $A$ be a non trivial set. Let us observe that IdPrefSpace $A$ is non preferencelike.

Let $A$ be a 2-element set and $a, b$ be elements of $A$.
The functor $\operatorname{PrefSpace}(A, a, b)$ yielding a strict preference structure is defined by
(Def. 6) (i) the carrier of $i t=A$, and
(ii) the preference relation of $i t=\{\langle a, b\rangle\}$, and
(iii) the alternative relation of $i t=\{\langle a, a\rangle,\langle b, b\rangle\}$, and
(iv) the internal relation of $i t=\emptyset$.

Now we state the proposition:
(39) Let us consider a 2-element set $A$ and elements $a, b$ of $A$. If $a \neq b$, then $\operatorname{PrefSpace}(A, a, b)$ is preference-like. The theorem is a consequence of (8), (10), (9), (3), (6), and (23).

Let $A$ be a non empty set and $a, b$ be elements of $A$.
The functor $\operatorname{IntPrefSpace}(A, a, b)$ yielding a strict preference structure is defined by
(Def. 7) (i) the carrier of $i t=A$, and
(ii) the preference relation of $i t=\emptyset$, and
(iii) the alternative relation of it $=\{\langle a, a\rangle,\langle b, b\rangle\}$, and
(iv) the internal relation of $i t=\{\langle a, b\rangle,\langle b, a\rangle\}$.

Now we state the proposition:
(40) Let us consider a 2 -element set $A$ and elements $a, b$ of $A$. Suppose $a \neq b$. Then $\operatorname{IntPrefSpace}(A, a, b)$ is non empty and preference-like. The theorem is a consequence of $(8),(7),(3)$, and (27).

## 5. Characteristic Relation of a Preference Space

Let $P$ be a preference-indifference structure. The functor CharRel $P$ yielding a binary relation on the carrier of $P$ is defined by the term
(Def. 8) (The preference relation of $P) \cup($ the alternative relation of $P)$.
We say that $P$ is PI-preference-like if and only if
(Def. 9) (i) the preference relation of $P$ is asymmetric, and
(ii) the alternative relation of $P$ is a tolerance of the carrier of $P$, and
(iii) (the preference relation of $P) \cap($ the alternative relation of $P)=\emptyset$, and
(iv) ((the preference relation of $\left.P) \cup(\text { the preference relation of } P)^{\smile}\right) \cup$ the alternative relation of $P=\nabla_{\alpha}$,
where $\alpha$ is the carrier of $P$.
Observe that there exists a non empty strict preference-indifference structure which is PI-preference-like and there exists an empty strict preferenceindifference structure which is PI-preference-like.

Let us consider a non empty preference-indifference structure $P$. Now we state the propositions:
(41) Suppose $P$ is PI-preference-like. Then the preference relation of $P=$ CharRel $P \cap\left((\operatorname{CharRel} P)^{\smile}\right)^{\mathrm{c}}$.
(42) Suppose $P$ is PI-preference-like. Then the alternative relation of $P=$ CharRel $P \cap(\operatorname{CharRel} P)^{\smile}$.
Let us consider a non empty preference structure $P$. Now we state the propositions:
(43) Suppose $P$ is preference-like.

Then the preference relation of $P=\operatorname{CharRel} P \cap\left((\operatorname{CharRel} P)^{-}\right)^{\mathrm{c}}$.
(44) Suppose $P$ is preference-like.

Then the alternative relation of $P=\operatorname{CharRel} P \cap(\operatorname{CharRel} P)^{\smile}$.
(45) Suppose $P$ is preference-like.

Then the internal relation of $P=(\operatorname{CharRel} P)^{\mathrm{c}} \cap\left((\operatorname{CharRel} P)^{\smile}\right)^{\mathrm{c}}$.

## 6. Generating Preference Space from Arbitrary (Characteristic) Relation

Let $X$ be a set and $R$ be a binary relation on $X$. The functor $\operatorname{Aux}(R)$ yielding a binary relation on $X$ is defined by the term
(Def. 10) $\quad \operatorname{SymCl}\left(\left(R \cap\left(R^{\smile}\right)^{\mathrm{c}} \cup\left(R \cap\left(R^{\smile}\right)^{\mathrm{c}}\right)^{\smile}\right) \cup R \cap R^{\smile}\right)^{\mathrm{c}}$.
Now we state the proposition:
(46) Let us consider a non empty set $X$ and a binary relation $R$ on $X$. Then $\left(\left(R \cap\left(R^{\smile}\right)^{\mathrm{c}} \cup\left(R \cap\left(R^{\smile}\right)^{\mathrm{c}}\right)^{\smile}\right) \cup R \cap R^{\smile}\right) \cup \operatorname{Aux}(R)=\nabla_{X}$.
Let us consider a non empty set $X$ and a total reflexive binary relation $R$ on $X$. Now we state the propositions:
(47) $\operatorname{Aux}(R)=\left(R^{\smile}\right)^{\mathrm{c}} \cap R^{\mathrm{c}} \cup\left(R^{\mathrm{c}}\right)^{\smile} \cap\left(R^{\mathrm{c}} \cup R^{\smile}\right)$.
(48) $R \cap\left(R^{\smile}\right)^{\mathrm{c}}$ misses $\operatorname{Aux}(R)$.
(49) $\operatorname{Aux}(R)$ is irreflexive and symmetric.

Let $X$ be a non empty set and $R$ be a total reflexive binary relation on $X$. One can check that $\operatorname{Aux}(R)$ is irreflexive and symmetric.

Let us consider a non empty set $X$ and a total reflexive binary relation $R$ on $X$. Now we state the propositions:
(50) $\quad R \cap R^{\smile}$ misses $\operatorname{Aux}(R)$.
(51) $R \cap\left(R^{\smile}\right)^{\mathrm{c}}, R \cap R^{\smile}$, and $\operatorname{Aux}(R)$ are mutually disjoint.

Let $X$ be a set and $P$ be a binary relation on $X$. The functor CharPrefSpace $P$ yielding a strict preference structure is defined by
(Def. 11) (i) the carrier of $i t=X$, and
(ii) the preference relation of it $=P \cap\left(P^{\smile}\right)^{\mathrm{c}}$, and
(iii) the alternative relation of it $=P \cap P^{\smile}$, and
(iv) the internal relation of it $=\operatorname{Aux}(P)$.

Now we state the proposition:
(52) Let us consider a non empty set $A$ and a total reflexive binary relation $R$ on $A$. Then CharPrefSpace $R$ is preference-like. The theorem is a consequence of (24), (46), (51), (26), and (21).
Let $X$ be a non empty set and $P$ be a binary relation on $X$. Let us observe that CharPrefSpace $P$ is non empty.

Let $P$ be a total reflexive binary relation on $X$.
Let us note that CharPrefSpace $P$ is preference-like.

## 7. Flat Preference Spaces

Let $P$ be a preference structure. We say that $P$ is flat if and only if
(Def. 12) (i) the alternative relation of $P=\operatorname{id}_{\alpha}$, and
(ii) there exists an element $a$ of $P$ such that the preference relation of $P=\{a\} \times(($ the carrier of $P) \backslash\{a\})$ and the internal relation of $P=(($ the carrier of $P) \backslash\{a\}) \times(($ the carrier of $P) \backslash\{a\})$, where $\alpha$ is the carrier of $P$.
Now we state the proposition:
(53) Let us consider a trivial set $A$. Then IdPrefSpace $A=\operatorname{PrefSpace} A$.

Let $A$ be a trivial non empty set. One can check that $\operatorname{IdPrefSpace} A$ is non empty and preference-like.

One can check that IdPrefSpace $A$ is flat.

## 8. Tournament Preference Spaces

Let $P$ be a preference structure. We say that $P$ is tournament-like if and only if
(Def. 13) (i) the alternative relation of $P=\mathrm{id}_{\alpha}$, and
(ii) the internal relation of $P=\emptyset$, where $\alpha$ is the carrier of $P$.
One can check that every preference structure which is empty is also tour-nament-like and every preference structure which is tournament-like is also void and there exists an empty preference space which is tournament-like and there exists a non empty preference space which is tournament-like.

Now we state the proposition:
(54) Let us consider a non empty preference space $P$. Then $P$ is tournamentlike if and only if CharRel $P$ is connected, antisymmetric, and total. The theorem is a consequence of (33), (32), (35), (34), and (45). Proof: If $P$ is tournament-like, then CharRel $P$ is connected, antisymmetric, and total by [6, (87)]. If CharRel $P$ is connected, total, and antisymmetric, then $P$ is tournament-like by [21, (22)], [19, (23)], [21, (13)].

## 9. Total Preference Spaces

Let $P$ be a preference structure. We say that $P$ is total if and only if
(Def. 14) (i) the preference relation of $P$ is transitive, and
(ii) the alternative relation of $P=\mathrm{id}_{\alpha}$, and
(iii) the internal relation of $P=\emptyset$, where $\alpha$ is the carrier of $P$.
Let us observe that every preference structure which is total is also void and every preference structure which is total is also tournament-like and PrefSpace $\emptyset$ is total.

Let $A$ be a set. One can verify that IdPrefSpace $A$ is total.
Let $A$ be a trivial non empty set. Let us note that PrefSpace $A$ is total and there exists an empty preference space which is total and there exists a non empty preference space which is total.

Now we state the proposition:
(55) Let us consider a non empty preference space $P$. Then $P$ is total if and only if CharRel $P$ is a connected order in the carrier of $P$. The theorem is a consequence of $(35),(37),(38)$, and $(36)$. Proof: If $P$ is total, then CharRel $P$ is a connected order in the carrier of $P$ by [15, (12)], [21, (13)], [19, (18), (23)]. If CharRel $P$ is a connected order in the carrier of $P$, then $P$ is total by [15, (12)], [21, (13), (1), (22)].
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