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Summary. The binary set {0, 1} together with modulo-2 addition and
multiplication is called a binary field, which is denoted by F2. The binary field
F2 is defined in [1]. A vector space over F2 is called a binary vector space. The
set of all binary vectors of length n forms an n-dimensional vector space Vn over
F2. Binary fields and n-dimensional binary vector spaces play an important role
in practical computer science, for example, coding theory [15] and cryptology.
In cryptology, binary fields and n-dimensional binary vector spaces are very im-
portant in proving the security of cryptographic systems [13]. In this article we
define the n-dimensional binary vector space Vn. Moreover, we formalize some
facts about the n-dimensional binary vector space Vn.
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The notation and terminology used in this paper have been introduced in the
following articles: [6], [1], [2], [16], [5], [7], [11], [17], [8], [9], [18], [24], [14], [4],
[25], [26], [19], [23], [12], [20], [21], [22], [27], and [10].

In this paper m, n, s denote non zero elements of N.
Now we state the proposition:

(1) Let us consider elements u1, v1, w1 of Booleann. Then Op-XOR((Op-XOR
(u1, v1)), w1) = Op-XOR(u1, (Op-XOR(v1, w1))).

Let n be a non zero element of N. The functor XORB(n) yielding a binary
operation on Booleann is defined by

(Def. 1) Let us consider elements x, y of Booleann. Then it(x, y) = Op-XOR(x, y).

The functor ZeroB(n) yielding an element of Booleann is defined by the term

(Def. 2) n 7→ 0.

1This research was presented during the 2013 International Conference on Foundations of
Computer Science FCS’13 in Las Vegas, USA.
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The functor n-binary additive group yielding a strict additive loop structure
is defined by the term

(Def. 3) 〈Booleann,XORB(n),ZeroB(n)〉.
Let us consider an element u1 of Booleann. Now we state the propositions:

(2) Op-XOR(u1,ZeroB(n)) = u1.

(3) Op-XOR(u1, u1) = ZeroB(n).

Let n be a non zero element of N. Note that n-binary additive group is add-
associative right zeroed right complementable Abelian and non empty and every
element of Z2 is Boolean.

Let u, v be elements of Z2. We identify u⊕ v with u+ v. We identify u ∧ v
with u · v. Let n be a non zero element of N. The functor MLTB(n) yielding a
function from (the carrier of Z2)× Booleann into Booleann is defined by

(Def. 4) Let us consider an element a of Boolean, an element x of Booleann, and
a set i. If i ∈ Seg n, then it(a, x)(i) = a ∧ x(i).

The functor n-binary vector space yielding a vector space over Z2 is defined
by the term

(Def. 5) 〈Booleann,XORB(n),ZeroB(n),MLTB(n)〉.
Let us note that n-binary vector space is finite.
Let us note that every subspace of n-binary vector space is finite.
Now we state the propositions:

(4) Let us consider a natural number n. Then
∑
n 7→ 0Z2 = 0Z2 .

(5) Let us consider a finite sequence x of elements of Z2, an element v of Z2,
and a natural number j. Suppose

(i) lenx = m, and

(ii) j ∈ Segm, and

(iii) for every natural number i such that i ∈ Segm holds if i = j, then
x(i) = v and if i 6= j, then x(i) = 0Z2 .

Then
∑
x = v. The theorem is a consequence of (4). Proof: Define

P[natural number] ≡ for every non zero element m of N for every fini-
te sequence x of elements of Z2 for every element v of Z2 for every natural
number j such that $1 = m and lenx = m and j ∈ Segm and for every
natural number i such that i ∈ Segm holds if i = j, then x(i) = v and if
i 6= j, then x(i) = 0Z2 holds

∑
x = v. For every natural number k such

that P[k] holds P[k + 1] by [3, (11)], [5, (59), (5), (1)]. For every natural
number k, P[k] from [3, Sch. 2]. �

(6) Let us consider a (the carrier of n-binary vector space)-valued finite se-
quence L and a natural number j. Suppose

(i) lenL = m, and

(ii) m ¬ n, and
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(iii) j ∈ Seg n.

Then there exists a finite sequence x of elements of Z2 such that

(iv) lenx = m, and

(v) for every natural number i such that i ∈ Segm there exists an element
K of Booleann such that K = L(i) and x(i) = K(j).

Proof: Define Q[natural number, set] ≡ there exists an element K of
Booleann such that K = L($1) and $2 = K(j). For every natural number
i such that i ∈ Segm there exists an element y of Boolean such that
Q[i, y]. Consider x being a finite sequence of elements of Boolean such
that domx = Segm and for every natural number i such that i ∈ Segm
holds Q[i, x(i)] from [5, Sch. 5]. �

(7) Let us consider a (the carrier of n-binary vector space)-valued finite se-
quence L, an element S of Booleann, and a natural number j. Suppose

(i) lenL = m, and

(ii) m ¬ n, and

(iii) S =
∑
L, and

(iv) j ∈ Seg n.

Then there exists a finite sequence x of elements of Z2 such that

(v) lenx = m, and

(vi) S(j) =
∑
x, and

(vii) for every natural number i such that i ∈ Segm there exists an element
K of Booleann such that K = L(i) and x(i) = K(j).

The theorem is a consequence of (6). Proof: Consider x being a finite
sequence of elements of Z2 such that lenx = m and for every natural
number i such that i ∈ Segm there exists an element K of Booleann

such that K = L(i) and x(i) = K(j). Consider f being a function
from N into n-binary vector space such that

∑
L = f(lenL) and f(0) =

0n-binary vector space and for every natural number j and for every element
v of n-binary vector space such that j < lenL and v = L(j + 1) holds
f(j + 1) = f(j) + v. Define Q[natural number, set] ≡ there exists an ele-
ment K of Booleann such that K = f($1) and $2 = K(j). For every ele-
ment i of N, there exists an element y of the carrier of Z2 such that Q[i, y]
by [1, (3)]. Consider g being a function from N into Z2 such that for every
element i of N, Q[i, g(i)] from [9, Sch. 3]. Set Sj = S(j). Sj = g(lenx).
g(0) = 0Z2 by [1, (5)]. For every natural number k and for every element
v2 of Z2 such that k < lenx and v2 = x(k + 1) holds g(k + 1) = g(k) + v2
by [3, (11), (13)]. �

(8) Suppose m ¬ n. Then there exists a finite sequence A of elements of
Booleann such that
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(i) lenA = m, and

(ii) A is one-to-one, and

(iii) rngA = m, and

(iv) for every natural numbers i, j such that i ∈ Segm and j ∈ Seg n
holds if i = j, then A(i)(j) = true and if i 6= j, then A(i)(j) = false.

Proof: Define P[natural number, function] ≡ for every natural number
j such that j ∈ Seg n holds if $1 = j, then $2(j) = true and if $1 6= j,
then $2(j) = false. For every natural number k such that k ∈ Segm there
exists an element x of Booleann such that P[k, x]. Consider A being a
finite sequence of elements of Booleann such that domA = Segm and for
every natural number k such that k ∈ Segm holds P[k,A(k)] from [5,
Sch. 5]. For every elements x, y such that x, y ∈ domA and A(x) = A(y)
holds x = y by [5, (5)]. �

(9) Let us consider a finite sequence A of elements of Booleann, a finite
subset B of n-binary vector space, a linear combination l of B, and an
element S of Booleann. Suppose

(i) rngA = B, and

(ii) m ¬ n, and

(iii) lenA = m, and

(iv) S =
∑
l, and

(v) A is one-to-one, and

(vi) for every natural numbers i, j such that i ∈ Seg n and j ∈ Segm
holds if i = j, then A(i)(j) = true and if i 6= j, then A(i)(j) = false.

Let us consider a natural number j. If j ∈ Segm, then S(j) = l(A(j)).
The theorem is a consequence of (7) and (5). Proof: Set V = n-binary
vector space. Reconsider F1 = A as a finite sequence of elements of V .
Consider x being a finite sequence of elements of Z2 such that lenx = m
and S(j) =

∑
x and for every natural number i such that i ∈ Segm

there exists an element K of Booleann such that K = (l · F1)(i) and
x(i) = K(j). For every natural number i such that i ∈ Segm holds if
i = j, then x(i) = l(A(j)) and if i 6= j, then x(i) = 0Z2 by [5, (5)], [1, (3),
(5)]. �

(10) Let us consider a finite sequence A of elements of Booleann and a finite
subset B of n-binary vector space. Suppose

(i) rngA = B, and

(ii) m ¬ n, and

(iii) lenA = m, and

(iv) A is one-to-one, and

Brought to you by | Biblioteka Uniwersytecka w Bialymstoku
Authenticated | 212.33.72.148

Download Date | 2/27/14 10:41 AM



N-dimensional binary vector spaces 79

(v) for every natural numbers i, j such that i ∈ Seg n and j ∈ Segm
holds if i = j, then A(i)(j) = true and if i 6= j, then A(i)(j) = false.

Then B is linearly independent. The theorem is a consequence of (9).
Proof: Set V = n-binary vector space. For every linear combination l of
B such that

∑
l = 0V holds the support of l = ∅ by [1, (5)]. �

(11) Let us consider a finite sequenceA of elements of Booleann, a finite subset
B of n-binary vector space, and an element v of Booleann. Suppose

(i) rngA = B, and

(ii) lenA = n, and

(iii) A is one-to-one.

Then there exists a linear combination l of B such that for every na-
tural number j such that j ∈ Seg n holds v(j) = l(A(j)). Proof: Set
V = n-binary vector space. Define Q[element, element] ≡ there exists a
natural number j such that j ∈ Seg n and $1 = A(j) and $2 = v(j).
For every element x such that x ∈ B there exists an element y such that
y ∈ the carrier of Z2 and Q[x, y] by [1, (3)]. Consider l1 being a function
from B into the carrier of Z2 such that for every element x such that
x ∈ B holds Q[x, l1(x)] from [9, Sch. 1]. For every natural number j such
that j ∈ Seg n holds l1(A(j)) = v(j) by [8, (3)]. Set f = (the carrier of
V ) 7−→ 0Z2 . Set l = f+·l1. For every element v of V such that v /∈ B holds
l(v) = 0Z2 by [17, (7)]. For every element x such that x ∈ the support
of l holds x ∈ B. For every natural number j such that j ∈ Seg n holds
v(j) = l(A(j)) by [8, (3)]. �

(12) Let us consider a finite sequence A of elements of Booleann and a finite
subset B of n-binary vector space. Suppose

(i) rngA = B, and

(ii) lenA = n, and

(iii) A is one-to-one, and

(iv) for every natural numbers i, j such that i, j ∈ Seg n holds if i = j,
then A(i)(j) = true and if i 6= j, then A(i)(j) = false.

Then Lin(B) = 〈the carrier of n-binary vector space, the addition of n-bi−
nary vector space, the zero of n-binary vector space, the left multiplication
of n-binary vector space〉. The theorem is a consequence of (11) and (9).
Proof: Set V = n-binary vector space. For every element x, x ∈ the carrier
of Lin(B) iff x ∈ the carrier of V by [5, (13)], [22, (7)]. �

(13) There exists a finite subset B of n-binary vector space such that

(i) B is a basis of n-binary vector space, and

(ii) B = n, and
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(iii) there exists a finite sequence A of elements of Booleann such that
lenA = n and A is one-to-one and rngA = n and rngA = B and for
every natural numbers i, j such that i, j ∈ Seg n holds if i = j, then
A(i)(j) = true and if i 6= j, then A(i)(j) = false.

The theorem is a consequence of (8), (10), and (12).

(14) (i) n-binary vector space is finite dimensional, and

(ii) dim(n-binary vector space) = n.
The theorem is a consequence of (13).

Let n be a non zero element of N. One can verify that n-binary vector space
is finite dimensional.

Now we state the proposition:

(15) Let us consider a finite sequence A of elements of Booleann and a subset
C of n-binary vector space. Suppose

(i) lenA = n, and

(ii) A is one-to-one, and

(iii) rngA = n, and

(iv) for every natural numbers i, j such that i, j ∈ Seg n holds if i = j,
then A(i)(j) = true and if i 6= j, then A(i)(j) = false, and

(v) C ⊆ rngA.

Then

(vi) Lin(C) is a subspace of n-binary vector space, and

(vii) C is a basis of Lin(C), and

(viii) dim(Lin(C)) = C .

The theorem is a consequence of (10).
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Summary. We first provide a modified version of the proof in [3] that
the Sorgenfrey line is T1. Here, we prove that it is in fact T2, a stronger result.
Next, we prove that all subspaces of R1 (that is the real line with the usual
topology) are Lindelöf. We utilize this result in the proof that the Sorgenfrey
line is Lindelöf, which is based on the proof found in [8]. Next, we construct the
Sorgenfrey plane, as the product topology of the Sorgenfrey line and itself. We
prove that the Sorgenfrey plane is not Lindelöf, and therefore the product space
of two Lindelöf spaces need not be Lindelöf. Further, we note that the Sorgenfrey
line is regular, following from [3]:59. Next, we observe that the Sorgenfrey line is
normal since it is both regular and Lindelöf. Finally, we prove that the Sorgenfrey
plane is not normal, and hence the product of two normal spaces need not be
normal. The proof that the Sorgenfrey plane is not normal and many of the
lemmas leading up to this result are modelled after the proof in [3], that the
Niemytzki plane is not normal. Information was also gathered from [15].
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The notation and terminology used in this paper have been introduced in the
following articles: [16], [1], [13], [12], [11], [14], [19], [18], [9], [2], [10], [3], [7],
[20], and [6].

In this paper T denotes a topological space, x, y, a, b, U , U1, r1 denote sets,
p, q denote rational numbers, F , G denote families of subsets of T , and U2, I
denote families of subsets of Sorgenfrey line.

Observe that Sorgenfrey line is T2.
Now we state the proposition:

(1) Let us consider real numbers x, a, b. Suppose x ∈ ]a, b[. Then there exist
rational numbers p, r such that
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(i) x ∈ ]p, r[, and

(ii) ]p, r[ ⊆ ]a, b[.

Proof: Consider p being a rational number such that p > a and x > p.
Consider r being a rational number such that x < r < b. ]p, r[ ⊆ ]a, b[. �

Let us observe that every subspace of R1 is Lindelöf and Sorgenfrey line is
Lindelöf.

The Sorgenfrey plane yielding a non empty strict topological space is defined
by the term

(Def. 1) Sorgenfrey line× Sorgenfrey line.

The functor real-anti-diagonal yielding a subset of R × R is defined by the
term

(Def. 2) {〈〈x, y〉〉, where x, y are real numbers : y = −x}.

Now we state the propositions:

(2) Q × Q is a dense subset of the Sorgenfrey plane. Proof: Q × Q ⊆ Ωα,
where α is the Sorgenfrey plane by [17, (12)]. Reconsider C = Q×Q as a
subset of the Sorgenfrey plane. For every subset A of the Sorgenfrey plane
such that A 6= ∅ and A is open holds A meets C by [16, (5)], [6, (90)], [4,
(31)]. �

(3) real-anti-diagonal = c. Proof: R ≈ real-anti-diagonal by [5, (4)]. �

(4) real-anti-diagonal is a closed subset of the Sorgenfrey plane. Proof: Set
L = real-anti-diagonal. Set S = the Sorgenfrey plane. L ⊆ ΩS . Recon-
sider L = real-anti-diagonal as a subset of the Sorgenfrey plane. Define
P[element, element] ≡ there exist real numbers x, y such that $1 = 〈〈x,
y〉〉 and $2 = x + y. For every element z such that z ∈ the carrier of
S there exists an element u such that u ∈ the carrier of R1 and P[z, u]
by [7, (17)]. Consider f being a function from S into R1 such that for
every element z such that z ∈ the carrier of S holds P[z, f(z)] from [5,
Sch. 1]. For every elements x, y of R such that 〈〈x, y〉〉 ∈ the carrier of
S holds f(〈〈x, y〉〉) = x + y. For every point p of S and for every positive
real number r, there exists an open subset W of S such that p ∈ W and
f◦W ⊆ ]f(p)− r, f(p) + r[ by [2, (11)], [16, (6)]. Reconsider z1 = 0 as an
element of R. Reconsider k = {z1} as a subset of R1. L = f−1(k) by [5,
(38)]. �

(5) Let us consider a subset A of the Sorgenfrey plane.
Suppose A = real-anti-diagonal. Then DerA is empty.

(6) Every subset of real-anti-diagonal is a closed subset of the Sorgenfrey
plane. The theorem is a consequence of (4) and (5).

Note that the Sorgenfrey plane is non Lindelöf and Sorgenfrey line is regular
and Sorgenfrey line is normal and the Sorgenfrey plane is non normal.
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1. Preliminaries on Finite Sequences

In this paper n, k, b denote natural numbers and i denotes an integer.
Let us consider a non empty finite 0-sequence f . Now we state the proposi-

tions:

(1) f�1 = 〈f(0)〉.
(2) f = 〈f(0)〉 a f�1.
Now we state the proposition:

(3) Let us consider a finite 0-sequence f . Then mid(f, 2, len f) = f�1.

Let us consider finite natural-membered sets X, Y . Now we state the pro-
positions:
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88 adam naumowicz and radosław piliszek

(4) If X misses Y , then dom(Sgm0X
a Sgm0 Y ) = dom Sgm0(X ∪ Y ).

(5) rng(Sgm0X
a Sgm0 Y ) = rng Sgm0(X ∪ Y ).

Now we state the proposition:

(6) Let us consider a finite 0-sequence F and a set X.
Then dom the X-subsequence of F = dom Sgm0(X ∩ domF ).

One can check that the functor Neven is defined by the term

(Def. 1) {n, where n is a natural number : n is even}.

Note that the functor Nodd is defined by the term

(Def. 2) {n, where n is a natural number : n is odd}.

Now we state the propositions:

(7) Neven misses Nodd. Proof: Neven ∩ Nodd ⊆ ∅. �

(8) Neven ∪ Nodd = N.

Let F be a transfinite sequence and P be a permutation of domF . One can
verify that F · P is transfinite sequence-like.

Now we state the propositions:

(9) Let us consider a finite 0-sequence F and sets X, Y . Suppose X misses
Y . Then there exists a permutation P of dom the X ∪ Y -subsequence of
F such that (the X ∪ Y -subsequence of F ) · P = (the X-subsequence of
F ) a (the Y -subsequence of F ). The theorem is a consequence of (5), (4),
and (6).

(10) Let us consider a complex-valued finite 0-sequence F and sets B1, B2.
Suppose B1 misses B2. Then

∑
the B1 ∪B2-subsequence of F =∑

the B1-subsequence of F +
∑

the B2-subsequence of F . The theorem is
a consequence of (9).

(11) Let us consider a finite 0-sequence F . Then F = the N-subsequence of
F .

Let us consider natural numbers N , i. Now we state the propositions:

(12) If i ∈ dom Sgm0(N ∩ Neven), then (Sgm0(N ∩ Neven))(i) = 2 · i.
(13) If i ∈ dom Sgm0(N ∩ Nodd), then (Sgm0(N ∩ Nodd))(i) = 2 · i+ 1.

2. Lemmas on Some Divisibility Properties

Now we state the propositions:

(14) Let us consider integers i, j. Then (i mod j) mod j = i mod j.

(15) Let us consider integers i, j, k, l. Suppose i mod l = j mod l. Then
(k + i) mod l = (k + j) mod l.

(16) Let us consider a finite 0-sequence d of Z and an integer n. Suppose a
natural number i. If i ∈ dom d, then n | d(i). Then n |

∑
d.
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(17) Let us consider finite 0-sequences d, e of Z and an integer n. Suppose

(i) dom d = dom e, and

(ii) for every natural number i such that i ∈ dom d holds e(i) = d(i) mod
n.

Then
∑
d mod n =

∑
e mod n. The theorem is a consequence of (14).

Proof: Define P[finite 0-sequence of Z] ≡ for every finite 0-sequence e
of Z such that dom $1 = dom e and for every natural number i such that
i ∈ dom $1 holds e(i) = $1(i) mod n holds

∑
$1 mod n =

∑
e mod n. For

every finite 0-sequence p of Z and for every element l of Z such that P[p]
holds P[pa 〈l〉] by [2, (44), (13)], [25, (33)]. P[〈〉Z] by [25, (15)]. For every
finite 0-sequence p of Z, P[p] from [18, Sch. 2]. �

(18) Let us consider finite 0-sequences f , g of N and an integer i. Suppose

(i) dom f = dom g, and

(ii) for every element n such that n ∈ dom f holds f(n) = i · g(n).
Then

∑
f = i ·

∑
g.

(19) If b > 1, then n = b · value(mid(digits(n, b), 2, len digits(n, b)), b)+
(digits(n, b))(0). The theorem is a consequence of (2), (18), and (3).

Let us consider natural numbers n, k. Now we state the propositions:

(20) If k = 102·n − 1, then 11 | k.
(21) If k = 102·n+1 + 1, then 11 | k.

Now we state the propositions:

(22) 7 and 10 are relatively prime.

(23) 29 is prime.

(24) 31 is prime.

(25) 41 is prime.

(26) 47 is prime.

(27) 53 is prime.

(28) 59 is prime.

(29) 61 is prime.

(30) 67 is prime.

(31) 71 is prime.

(32) 73 is prime.

(33) 79 is prime.

(34) 89 is prime.

(35) 97 is prime.

(36) 101 is prime.

Brought to you by | Biblioteka Uniwersytecka w Bialymstoku
Authenticated | 212.33.72.148

Download Date | 2/27/14 10:41 AM



90 adam naumowicz and radosław piliszek

3. Divisibility Criteria for Primes up to 101

Let us consider a prime natural number p and natural numbers n, f , b. Now
we state the propositions:

(37) Suppose there exists a natural number k such that b · f + 1 = p · k
and b > 1 and p and b are relatively prime. Then p | n if and only if
p | value(mid(digits(n, b), 2, len digits(n, b)), b)− f · (digits(n, b))(0).

(38) Suppose there exists a natural number k such that b · f − 1 = p · k
and b > 1 and p and b are relatively prime. Then p | n if and only if
p | value(mid(digits(n, b), 2, len digits(n, b)), b) + f · (digits(n, b))(0).

Now we state the propositions:

(39) Divisibility rule–Divisibility by 7:
7 | n if and only if 7 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)− 2 ·
(digits(n, 10))(0). The theorem is a consequence of (37) and (22).

(40) 7 | n if and only if 7 | value((digits(n, 10))�1, 10) − 2 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (39).

(41) 11 | n if and only if 11 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
(digits(n, 10))(0). The theorem is a consequence of (37).

(42) 11 | n if and only if 11 | value((digits(n, 10))�1, 10) − (digits(n, 10))(0).
The theorem is a consequence of (3) and (41).

Now we state the proposition:

(43) Divisibility rule–Divisibility by 11:
11 | n if and only if 11 |

∑
the Neven-subsequence of digits(n, 10) −∑

the Nodd-subsequence of digits(n, 10). The theorem is a consequence
of (10), (7), (8), (11), (6), (12), (13), (20), (16), (21), and (14). Proof:
Set d = digits(n, 10). Consider p being a finite 0-sequence of N such that
dom p = dom d and for every natural number i such that i ∈ dom p holds
p(i) = d(i) · 10i and value(d, 10) =

∑
p. Set p3 = the Neven-subsequence

of p. Set p2 = the Nodd-subsequence of p. Set d2 = the Neven-subsequence
of d. Set d3 = the Nodd-subsequence of d. For every natural number i
such that i ∈ dom d2 holds d2(i) = d(2 · i) by [8, (11), (12)]. For eve-
ry natural number i such that i ∈ dom p3 holds p3(i) = d2(i) · 102·i by
[8, (11), (12)]. For every natural number i such that i ∈ dom d3 holds
d3(i) = d(2 · i+ 1) by [8, (11), (12)]. For every natural number i such that
i ∈ dom p2 holds p2(i) = d3(i)·102·i+1 by [8, (11), (12)]. Define E [set, set] ≡
$2 = p3($1) − d2($1). For every natural number k such that k ∈ Zdom p3
there exists an element x of Z such that E [k, x]. Consider p1 being a finite
0-sequence of Z such that dom p1 = Zdom p3 and for every natural number
k such that k ∈ Zdom p3 holds E [k, p1(k)] from [20, Sch. 5]. For every na-
tural number i such that i ∈ dom p3 holds p3(i) = +Z(p1(i), d2(i)). Define
O[set, set] ≡ $2 = p2($1) + d3($1). Consider p4 being a finite 0-sequence of
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N such that dom p4 = Zdom p2 and for every natural number k such that
k ∈ Zdom p2 holds O[k, p4(k)] from [20, Sch. 5]. Set m = (−1) ·d3. For every
natural number i such that i ∈ dom p2 holds p2(i) = +Z(p4(i),m(i)). If
11 | n, then 11 |

∑
d2 −

∑
d3 by [19, (5)], [23, (62)]. If 11 |

∑
d2 −

∑
d3,

then 11 | n by [23, (62)], [19, (5)]. �

Now we state the propositions:

(44) Divisibility rule–Divisibility by 13:
13 | n if and only if 13 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10) +
4 · (digits(n, 10))(0). The theorem is a consequence of (38).

(45) 13 | n if and only if 13 | value((digits(n, 10))�1, 10) + 4 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (44).

(46) 17 | n if and only if 17 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
5 · (digits(n, 10))(0). The theorem is a consequence of (37).

(47) 17 | n if and only if 17 | value((digits(n, 10))�1, 10)−5 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (46).

(48) 19 | n if and only if 19 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)+
2 · (digits(n, 10))(0). The theorem is a consequence of (38).

(49) 19 | n if and only if 19 | value((digits(n, 10))�1, 10) + 2 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (48).

(50) 23 | n if and only if 23 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)+
7 · (digits(n, 10))(0). The theorem is a consequence of (38).

(51) 23 | n if and only if 23 | value((digits(n, 10))�1, 10) + 7 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (50).

(52) 29 | n if and only if 29 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)+
3 · (digits(n, 10))(0). The theorem is a consequence of (23) and (38).

(53) 29 | n if and only if 29 | value((digits(n, 10))�1, 10) + 3 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (52).

(54) 31 | n if and only if 31 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
3 · (digits(n, 10))(0). The theorem is a consequence of (24) and (37).

(55) 31 | n if and only if 31 | value((digits(n, 10))�1, 10)−3 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (54).

(56) 37 | n if and only if 37 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
11 · (digits(n, 10))(0). The theorem is a consequence of (37).

(57) 37 | n if and only if 37 | value((digits(n, 10))�1, 10)−11·(digits(n, 10))(0).
The theorem is a consequence of (3) and (56).

(58) 41 | n if and only if 41 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
4 · (digits(n, 10))(0). The theorem is a consequence of (25) and (37).

(59) 41 | n if and only if 41 | value((digits(n, 10))�1, 10)−4 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (58).
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(60) 43 | n if and only if 43 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)+
13 · (digits(n, 10))(0). The theorem is a consequence of (38).

(61) 43 | n if and only if 43 | value((digits(n, 10))�1, 10)+13·(digits(n, 10))(0).
The theorem is a consequence of (3) and (60).

(62) 47 | n if and only if 47 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
14 · (digits(n, 10))(0). The theorem is a consequence of (26) and (37).

(63) 47 | n if and only if 47 | value((digits(n, 10))�1, 10)−14·(digits(n, 10))(0).
The theorem is a consequence of (3) and (62).

(64) 53 | n if and only if 53 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)+
16 · (digits(n, 10))(0). The theorem is a consequence of (27) and (38).

(65) 53 | n if and only if 53 | value((digits(n, 10))�1, 10)+16·(digits(n, 10))(0).
The theorem is a consequence of (3) and (64).

(66) 59 | n if and only if 59 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)+
6 · (digits(n, 10))(0). The theorem is a consequence of (28) and (38).

(67) 59 | n if and only if 59 | value((digits(n, 10))�1, 10) + 6 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (66).

(68) 61 | n if and only if 61 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
6 · (digits(n, 10))(0). The theorem is a consequence of (29) and (37).

(69) 61 | n if and only if 61 | value((digits(n, 10))�1, 10)−6 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (68).

(70) 67 | n if and only if 67 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
20 · (digits(n, 10))(0). The theorem is a consequence of (30) and (37).

(71) 67 | n if and only if 67 | value((digits(n, 10))�1, 10)−20·(digits(n, 10))(0).
The theorem is a consequence of (3) and (70).

(72) 71 | n if and only if 71 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
7 · (digits(n, 10))(0). The theorem is a consequence of (31) and (37).

(73) 71 | n if and only if 71 | value((digits(n, 10))�1, 10)−7 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (72).

(74) 73 | n if and only if 73 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)+
22 · (digits(n, 10))(0). The theorem is a consequence of (32) and (38).

(75) 73 | n if and only if 73 | value((digits(n, 10))�1, 10)+22·(digits(n, 10))(0).
The theorem is a consequence of (3) and (74).

(76) 79 | n if and only if 79 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)+
8 · (digits(n, 10))(0). The theorem is a consequence of (33) and (38).

(77) 79 | n if and only if 79 | value((digits(n, 10))�1, 10) + 8 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (76).

(78) 83 | n if and only if 83 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)+
25 · (digits(n, 10))(0). The theorem is a consequence of (38).
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(79) 83 | n if and only if 83 | value((digits(n, 10))�1, 10)+25·(digits(n, 10))(0).
The theorem is a consequence of (3) and (78).

(80) 89 | n if and only if 89 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)+
9 · (digits(n, 10))(0). The theorem is a consequence of (34) and (38).

(81) 89 | n if and only if 89 | value((digits(n, 10))�1, 10) + 9 · (digits(n, 10))(0).
The theorem is a consequence of (3) and (80).

(82) 97 | n if and only if 97 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
29 · (digits(n, 10))(0). The theorem is a consequence of (35) and (37).

(83) 97 | n if and only if 97 | value((digits(n, 10))�1, 10)−29·(digits(n, 10))(0).
The theorem is a consequence of (3) and (82).

(84) 101 | n if and only if 101 | value(mid(digits(n, 10), 2, len digits(n, 10)), 10)−
10 · (digits(n, 10))(0). The theorem is a consequence of (36) and (37).

(85) 101 | n if and only if 101 | value((digits(n, 10))�1, 10)−10·(digits(n, 10))(0).
The theorem is a consequence of (3) and (84).
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Let us consider non empty sets D, E, F . Now we state the propositions:

(1) There exists a function I from (FE)D into FD×E such that

(i) I is bijective, and

(ii) for every function f from D into FE and for every elements d, e such
that d ∈ D and e ∈ E holds I(f)(d, e) = f(d)(e).

(2) There exists a function I from (FE)D into FE×D such that

(i) I is bijective, and

(ii) for every function f from D into FE and for every elements e, d such
that e ∈ E and d ∈ D holds I(f)(e, d) = f(d)(e).

Now we state the propositions:

(3) Let us consider non-empty non empty finite sequences D, E and a
non empty set F . Then there exists a function L from (F

∏
E)
∏
D into

F
∏
(EaD) such that

(i) L is bijective, and
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(ii) for every function f from
∏
D into F

∏
E and for every finite sequen-

ces e, d such that e ∈
∏
E and d ∈

∏
D holds L(f)(e a d) = f(d)(e).

The theorem is a consequence of (2). Proof: Consider I being a function
from (F

∏
E)
∏
D into F

∏
E×
∏
D such that I is bijective and for every

function f from
∏
D into F

∏
E and for every elements e, d such that

e ∈
∏
E and d ∈

∏
D holds I(f)(e, d) = f(d)(e). Consider J being a

function from
∏
E ×

∏
D into

∏
(E a D) such that J is one-to-one and

onto and for every finite sequences x, y such that x ∈
∏
E and y ∈

∏
D

holds J(x, y) = xay. ReconsiderK = J−1 as a function from
∏

(EaD) into∏
E×
∏
D. Define G(element) = I($1) ·K. For every element x such that

x ∈ (F
∏
E)
∏
D holds G(x) ∈ F

∏
(EaD) by [7, (5), (8), (128)]. Consider

L being a function from (F
∏
E)
∏
D into F

∏
(EaD) such that for every

element e such that e ∈ (F
∏
E)
∏
D holds L(e) = G(e) from [7, Sch. 2].

For every function f from
∏
D into F

∏
E and for every finite sequences

e, d such that e ∈
∏
E and d ∈

∏
D holds L(f)(e a d) = f(d)(e) by [9,

(87)], [7, (26), (8), (5)]. �

(4) Let us consider non empty sets X, Y . Then there exists a function I
from X × Y into X ×

∏
〈Y 〉 such that

(i) I is bijective, and

(ii) for every elements x, y such that x ∈ X and y ∈ Y holds I(x, y) = 〈〈x,
〈y〉〉〉.

Proof: Consider J being a function from Y into
∏
〈Y 〉 such that J is one-

to-one and onto and for every element y such that y ∈ Y holds J(y) = 〈y〉.
Define P[element, element, element] ≡ $3 = 〈〈$1, 〈$2〉〉〉. For every elements
x, y such that x ∈ X and y ∈ Y there exists an element z such that
z ∈ X ×

∏
〈Y 〉 and P[x, y, z] by [7, (5)], [9, (87)]. Consider I being a

function from X×Y into X×
∏
〈Y 〉 such that for every elements x, y such

that x ∈ X and y ∈ Y holds P[x, y, I(x, y)] from [5, Sch. 1]. �

(5) Let us consider a non-empty non empty finite sequence X and a non
empty set Y . Then there exists a functionK from

∏
X×Y into

∏
(Xa〈Y 〉)

such that

(i) K is bijective, and

(ii) for every finite sequence x and for every element y such that x ∈
∏
X

and y ∈ Y holds K(x, y) = x a 〈y〉.
The theorem is a consequence of (4). Proof: Consider I being a function
from

∏
X × Y into

∏
X ×

∏
〈Y 〉 such that I is bijective and for every

element x and for every element y such that x ∈
∏
X and y ∈ Y holds

I(x, y) = 〈〈x, 〈y〉〉〉. Consider J being a function from
∏
X ×

∏
〈Y 〉 into∏

(X a 〈Y 〉) such that J is one-to-one and onto and for every finite sequ-
ences x, y such that x ∈

∏
X and y ∈

∏
〈Y 〉 holds J(x, y) = x a y. Set
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K = J · I. For every finite sequence x and for every element y such that
x ∈
∏
X and y ∈ Y holds K(x, y) = x a 〈y〉 by [9, (87)], [7, (5), (15)]. �

(6) Let us consider a non empty set D, a non-empty non empty finite se-
quence E, and a non empty set F . Then there exists a function L from
(F
∏
E)D into F

∏
(Ea〈D〉) such that

(i) L is bijective, and

(ii) for every function f from D into F
∏
E and for every finite sequence

e and for every element d such that e ∈
∏
E and d ∈ D holds

L(f)(e a 〈d〉) = f(d)(e).

The theorem is a consequence of (2) and (5). Proof: Consider I being
a function from (F

∏
E)D into F

∏
E×D such that I is bijective and for

every function f from D into F
∏
E and for every elements e, d such that

e ∈
∏
E and d ∈ D holds I(f)(e, d) = f(d)(e). Consider J being a function

from
∏
E×D into

∏
(E a 〈D〉) such that J is bijective and for every finite

sequence x and for every element y such that x ∈
∏
E and y ∈ D holds

J(x, y) = xa 〈y〉. Reconsider K = J−1 as a function from
∏

(E a 〈D〉) into∏
E × D. Define G(element) = I($1) ·K. For every element x such that
x ∈ (F

∏
E)D holds G(x) ∈ F

∏
(Ea〈D〉) by [7, (5), (8), (128)]. Consider L

being a function from (F
∏
E)D into F

∏
(Ea〈D〉) such that for every element

e such that e ∈ (F
∏
E)D holds L(e) = G(e) from [7, Sch. 2]. For every

function f from D into F
∏
E and for every finite sequence e and for every

element d such that e ∈
∏
E and d ∈ D holds L(f)(e a 〈d〉) = f(d)(e) by

[7, (5), (26), (8)]. �

In this paper S, T denote real normed spaces, f , f1, f2 denote partial func-
tions from S to T , Z denotes a subset of S, and i, n denote natural numbers.

Let S be a set. Assume S is a real normed space. The functor NormSpR(S)
yielding a real normed space is defined by the term

(Def. 1) S.

Let S, T be real normed spaces. The functor diffSP(S, T ) yielding a function
is defined by

(Def. 2) (i) dom it = N, and

(ii) it(0) = T , and

(iii) for every natural number i, it(i+1) = the real norm space of bounded
linear operators from S into NormSpR(it(i)).

Now we state the proposition:

(7) (i) (diffSP(S, T ))(0) = T , and

(ii) (diffSP(S, T ))(1) = the real norm space of bounded linear operators
from S into T , and
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98 noboru endou and yasunari shidama

(iii) (diffSP(S, T ))(2) = the real norm space of bounded linear operators
from S into the real norm space of bounded linear operators from S
into T .

Let us consider a natural number i. Now we state the propositions:

(8) (diffSP(S, T ))(i) is a real normed space.

(9) There exists a real normed space H such that

(i) H = (diffSP(S, T ))(i), and

(ii) (diffSP(S, T ))(i+1) = the real norm space of bounded linear operators
from S into H.

Let S, T be real normed spaces and i be a natural number. The functor
diffSP(Si, T ) yielding a real normed space is defined by the term

(Def. 3) (diffSP(S, T ))(i).

Now we state the proposition:

(10) Let us consider a natural number i. Then diffSP(S(i+1), T ) = the real
norm space of bounded linear operators from S into diffSP(Si, T ). The
theorem is a consequence of (9).

Let S, T be real normed spaces and f be a set. Assume f is a partial function
from S to T . The functor PartFuncs(f, S, T ) yielding a partial function from S
to T is defined by the term

(Def. 4) f .

Let f be a partial function from S to T and Z be a subset of S. The functor
f ′(Z) yielding a function is defined by

(Def. 5) (i) dom it = N, and

(ii) it(0) = f�Z, and

(iii) for every natural number i, it(i+ 1) =
(PartFuncs(it(i), S,diffSP(Si, T )))′�Z .

Now we state the propositions:

(11) (i) f ′(Z)(0) = f�Z, and

(ii) f ′(Z)(1) = (f�Z)′�Z , and

(iii) f ′(Z)(2) = ((f�Z)′�Z)′�Z .
The theorem is a consequence of (7).

(12) Let us consider a natural number i. Then f ′(Z)(i) is a partial function
from S to diffSP(Si, T ). The theorem is a consequence of (7). Proof:
Define P[natural number] ≡ f ′(Z)($1) is a partial function from S to
diffSP(S$1 , T ). For every natural number n, P[n] from [2, Sch. 2]. �

Let S, T be real normed spaces, f be a partial function from S to T , Z be a
subset of S, and i be a natural number. The functor diffZ(f, i) yielding a partial
function from S to diffSP(Si, T ) is defined by the term
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(Def. 6) f ′(Z)(i).

Now we state the proposition:

(13) diffZ(f, i+ 1) = diffZ(f, i)′�Z . The theorem is a consequence of (12) and
(8).

Let S, T be real normed spaces, f be a partial function from S to T , Z be a
subset of S, and n be a natural number. We say that f is differentiable n times
on Z if and only if

(Def. 7) (i) Z ⊆ dom f , and

(ii) for every natural number i such that i ¬ n− 1 holds
PartFuncs(f ′(Z)(i), S,diffSP(Si, T )) is differentiable on Z.

Now we state the propositions:

(14) f is differentiable n times on Z if and only if Z ⊆ dom f and for every
natural number i such that i ¬ n− 1 holds diffZ(f, i) is differentiable on
Z.

(15) f is differentiable 1 times on Z if and only if Z ⊆ dom f and f�Z is
differentiable on Z. The theorem is a consequence of (14) and (7). Pro-
of: For every natural number i such that i ¬ 1 − 1 holds diffZ(f, i) is
differentiable on Z. �

(16) f is differentiable 2 times on Z if and only if Z ⊆ dom f and f�Z is
differentiable on Z and (f�Z)′�Z is differentiable on Z. The theorem is a
consequence of (14), (7), and (11). Proof: For every natural number i
such that i ¬ 2− 1 holds diffZ(f, i) is differentiable on Z by [2, (14)]. �

(17) Let us consider real normed spaces S, T , a partial function f from S to
T , a subset Z of S, and a natural number n. Suppose f is differentiable
n times on Z. Let us consider a natural number m. If m ¬ n, then f is
differentiable m times on Z.

(18) Let us consider a natural number n and a partial function f from S to
T . If 1 ¬ n and f is differentiable n times on Z, then Z is open. The
theorem is a consequence of (17) and (15).

(19) Let us consider a natural number n and a partial function f from S to
T . Suppose

(i) 1 ¬ n, and

(ii) f is differentiable n times on Z.

Let us consider a natural number i. Suppose i ¬ n. Then

(iii) (diffSP(S, T ))(i) is a real normed space, and

(iv) f ′(Z)(i) is a partial function from S to diffSP(Si, T ), and

(v) dom diffZ(f, i) = Z.

The theorem is a consequence of (13) and (14).
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100 noboru endou and yasunari shidama

(20) Let us consider a natural number n and partial functions f , g from S to
T . Suppose

(i) 1 ¬ n, and

(ii) f is differentiable n times on Z, and

(iii) g is differentiable n times on Z.

Let us consider a natural number i. Suppose i ¬ n. Then diffZ(f + g, i) =
diffZ(f, i) + diffZ(g, i). The theorem is a consequence of (18), (14), (19),
(13), and (10). Proof: Define P[natural number] ≡ if $1 ¬ n, then
diffZ(f + g, $1) = diffZ(f, $1) + diffZ(g, $1). P[0] by [21, (27)]. For eve-
ry natural number i such that P[i] holds P[i + 1] by [2, (11)], [11, (39)],
[8, (5)]. For every natural number n, P[n] from [2, Sch. 2]. �

(21) Let us consider a natural number n and partial functions f , g from S to
T . Suppose

(i) 1 ¬ n, and

(ii) f is differentiable n times on Z, and

(iii) g is differentiable n times on Z.

Then f+g is differentiable n times on Z. The theorem is a consequence of
(18), (14), (19), and (20). Proof: For every natural number i such that
i ¬ n− 1 holds diffZ(f + g, i) is differentiable on Z by [11, (39)]. �

(22) Let us consider a natural number n and partial functions f , g from S to
T . Suppose

(i) 1 ¬ n, and

(ii) f is differentiable n times on Z, and

(iii) g is differentiable n times on Z.

Let us consider a natural number i. Suppose i ¬ n. Then diffZ(f − g, i) =
diffZ(f, i) − diffZ(g, i). The theorem is a consequence of (18), (14), (19),
(13), and (10). Proof: Define P[natural number] ≡ if $1 ¬ n, then
diffZ(f − g, $1) = diffZ(f, $1) − diffZ(g, $1). P[0] by [21, (30)]. For eve-
ry natural number i such that P[i] holds P[i + 1] by [2, (11)], [11, (40)],
[8, (5)]. For every natural number n, P[n] from [2, Sch. 2]. �

(23) Let us consider a natural number n and partial functions f , g from S to
T . Suppose

(i) 1 ¬ n, and

(ii) f is differentiable n times on Z, and

(iii) g is differentiable n times on Z.

Then f−g is differentiable n times on Z. The theorem is a consequence of
(18), (14), (19), and (22). Proof: For every natural number i such that
i ¬ n− 1 holds diffZ(f − g, i) is differentiable on Z by [11, (40)]. �
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(24) Let us consider a natural number n, a real number r, and a partial
function f from S to T . Suppose

(i) 1 ¬ n, and

(ii) f is differentiable n times on Z.

Let us consider a natural number i. If i ¬ n, then diffZ(r · f, i) = r ·
diffZ(f, i). The theorem is a consequence of (18), (14), (19), (10), and
(13). Proof: Define P[natural number] ≡ if $1 ¬ n, then diffZ(r ·f, $1) =
r · diffZ(f, $1). P[0] by [21, (31)]. For every natural number i such that
P[i] holds P[i + 1] by [2, (11)], [11, (41)]. For every natural number n,
P[n] from [2, Sch. 2]. �

(25) Let us consider a natural number n, a real number r, and a partial
function f from S to T . Suppose

(i) 1 ¬ n, and

(ii) f is differentiable n times on Z.

Then r · f is differentiable n times on Z. The theorem is a consequence of
(18), (14), (24), and (19). Proof: For every natural number i such that
i ¬ n− 1 holds diffZ(r · f, i) is differentiable on Z by [11, (41)]. �

(26) Let us consider a natural number n and a partial function f from S to
T . Suppose

(i) 1 ¬ n, and

(ii) f is differentiable n times on Z.

Let us consider a natural number i. Suppose i ¬ n. Then diffZ(−f, i) =
−diffZ(f, i). The theorem is a consequence of (24).

(27) Let us consider a natural number n and a partial function f from S to
T . Suppose

(i) 1 ¬ n, and

(ii) f is differentiable n times on Z.

Then −f is differentiable n times on Z. The theorem is a consequence of
(25).

References

[1] Grzegorz Bancerek. König’s theorem. Formalized Mathematics, 1(3):589–593, 1990.
[2] Grzegorz Bancerek. The fundamental properties of natural numbers. Formalized Mathe-
matics, 1(1):41–46, 1990.

[3] Grzegorz Bancerek. The ordinal numbers. Formalized Mathematics, 1(1):91–96, 1990.
[4] Grzegorz Bancerek and Krzysztof Hryniewiecki. Segments of natural numbers and finite

sequences. Formalized Mathematics, 1(1):107–114, 1990.
[5] Czesław Byliński. Binary operations. Formalized Mathematics, 1(1):175–180, 1990.
[6] Czesław Byliński. Functions and their basic properties. Formalized Mathematics, 1(1):

55–65, 1990.

Brought to you by | Biblioteka Uniwersytecka w Bialymstoku
Authenticated | 212.33.72.148

Download Date | 2/27/14 10:41 AM

http://fm.mizar.org/1990-1/pdf1-3/card_3.pdf
http://fm.mizar.org/1990-1/pdf1-1/nat_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/ordinal1.pdf
http://fm.mizar.org/1990-1/pdf1-1/finseq_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/finseq_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/binop_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/funct_1.pdf


102 noboru endou and yasunari shidama

[7] Czesław Byliński. Functions from a set to a set. Formalized Mathematics, 1(1):153–164,
1990.

[8] Czesław Byliński. Partial functions. Formalized Mathematics, 1(2):357–367, 1990.
[9] Czesław Byliński. Some basic properties of sets. Formalized Mathematics, 1(1):47–53,

1990.
[10] Agata Darmochwał. Finite sets. Formalized Mathematics, 1(1):165–167, 1990.
[11] Hiroshi Imura, Morishige Kimura, and Yasunari Shidama. The differentiable functions on

normed linear spaces. Formalized Mathematics, 12(3):321–327, 2004.
[12] Takaya Nishiyama, Keiji Ohkubo, and Yasunari Shidama. The continuous functions on

normed linear spaces. Formalized Mathematics, 12(3):269–275, 2004.
[13] Jan Popiołek. Real normed space. Formalized Mathematics, 2(1):111–115, 1991.
[14] Laurent Schwartz. Cours d’analyse. Hermann, 1981.
[15] Yasunari Shidama. Banach space of bounded linear operators. Formalized Mathematics,

12(1):39–48, 2004.
[16] Michał J. Trybulec. Integers. Formalized Mathematics, 1(3):501–505, 1990.
[17] Wojciech A. Trybulec. Vectors in real linear space. Formalized Mathematics, 1(2):291–296,

1990.
[18] Zinaida Trybulec. Properties of subsets. Formalized Mathematics, 1(1):67–71, 1990.
[19] Edmund Woronowicz. Relations and their basic properties. Formalized Mathematics, 1

(1):73–83, 1990.
[20] Edmund Woronowicz. Relations defined on sets. Formalized Mathematics, 1(1):181–186,

1990.
[21] Hiroshi Yamazaki and Yasunari Shidama. Algebra of vector functions. Formalized Ma-
thematics, 3(2):171–175, 1992.

Received May 19, 2013

Brought to you by | Biblioteka Uniwersytecka w Bialymstoku
Authenticated | 212.33.72.148

Download Date | 2/27/14 10:41 AM

http://fm.mizar.org/1990-1/pdf1-1/funct_2.pdf
http://fm.mizar.org/1990-1/pdf1-2/partfun1.pdf
http://fm.mizar.org/1990-1/pdf1-1/zfmisc_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/finset_1.pdf
http://fm.mizar.org/2004-12/pdf12-3/ndiff_1.pdf
http://fm.mizar.org/2004-12/pdf12-3/ndiff_1.pdf
http://fm.mizar.org/2004-12/pdf12-3/nfcont_1.pdf
http://fm.mizar.org/2004-12/pdf12-3/nfcont_1.pdf
http://fm.mizar.org/1991-2/pdf2-1/normsp_1.pdf
http://fm.mizar.org/2004-12/pdf12-1/lopban_1.pdf
http://fm.mizar.org/1990-1/pdf1-3/int_1.pdf
http://fm.mizar.org/1990-1/pdf1-2/rlvect_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/subset_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/relat_1.pdf
http://fm.mizar.org/1990-1/pdf1-1/relset_1.pdf
http://fm.mizar.org/1992-3/pdf3-2/vfunct_1.pdf


FORMALIZED MATHEMATICS

Vol. 21, No. 2, Pages 103–113, 2013
DOI: 10.2478/forma-2013-0012 degruyter.com/view/j/forma

Polygonal Numbers

Adam Grabowski
Institute of Informatics
University of Białystok

Akademicka 2, 15-267 Białystok
Poland
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(Sch. 1) there exists a sequence s3 of real numbers such that for every natural
number n, s3(n) = F(n) and for every sequences s1, s2 of real numbers
such that for every natural number n, s1(n) = F(n) and for every natural
number n, s2(n) = F(n) holds s1 = s2.

Now we state the proposition:

(1) Let us consider non zero natural numbers n, a. Then 1 ¬ a · n.

Let n be an integer. One can verify that n · (n− 1) is even and n · (n+ 1) is
even.

Now we state the proposition:

(2) Let us consider an even integer n. Then n
2 is an integer.

Let n be an even natural number. One can verify that n
2 is natural.

Let n be an odd natural number. One can verify that n− 1 is natural.
Let us note that n− 1 is even.
In this paper n, s denote natural numbers.
Now we state the propositions:

(3) n mod 5 = 0 or ... or n mod 5 = 4.

(4) Let us consider a natural number k. If k 6= 0, then n ≡ n mod k (mod k).

(5) n ≡ 0 (mod 5) or ... or n ≡ 4 (mod 5). The theorem is a consequence of
(3) and (4).

Now we state the propositions:

(6) n · n+ n 6≡ 4 (mod 5).

(7) n · n+ n 6≡ 3 (mod 5).

Now we state the propositions:

(8) n mod 10 = 0 or ... or n mod 10 = 9.

(9) n ≡ 0 (mod 10) or ... or n ≡ 9 (mod 10). The theorem is a consequence
of (8) and (4).

Note that every natural number which is non trivial is also 2 or greater and
every natural number which is 2 or greater is also non trivial and every natural
number which is 4 or greater is also 3 or greater and non zero and every natural
number which is 4 or greater is also non trivial and there exists a natural number
which is 4 or greater and there exists a natural number which is 3 or greater.

2. Triangular Numbers

Let n be a natural number. The functor Trianglen yielding a real number
is defined by the term

(Def. 1)
∑

idseq(n).

Let n be a number. We say that n is triangular if and only if

(Def. 2) There exists a natural number k such that n = Triangle k.
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Polygonal numbers 105

Let n be a zero number. Let us observe that Trianglen is zero.
Now we state the propositions:

(10) Triangle(n+1) = Trianglen+(n+1).Proof: Define P[natural number] ≡
Triangle $1+ ($1+ 1) = Triangle($1+ 1). For every natural number k such
that P[k] holds P[k + 1] by [5, (51)], [9, (74)]. For every natural number
n, P[n] from [2, Sch. 2]. �

(11) Triangle 1 = 1.

(12) Triangle 2 = 3.

(13) Triangle 3 = 6.

(14) Triangle 4 = 10. The theorem is a consequence of (10) and (13).

(15) Triangle 5 = 15. The theorem is a consequence of (10) and (14).

(16) Triangle 6 = 21. The theorem is a consequence of (10) and (15).

(17) Triangle 7 = 28. The theorem is a consequence of (10) and (16).

(18) Triangle 8 = 36. The theorem is a consequence of (10) and (17).

(19) Trianglen = n·(n+1)
2 . The theorem is a consequence of (10). Proof:

Define P[natural number] ≡ Triangle $1 = $1·($1+1)
2 . For every natural

number k such that P[k] holds P[k+1]. For every natural number n, P[n]
from [2, Sch. 2]. �

(20) Trianglen  0. The theorem is a consequence of (19).

Let n be a natural number. Observe that Trianglen is non negative.
Let n be a non zero natural number. Let us note that Trianglen is positive.
Let n be a natural number. Observe that Trianglen is natural.
Now we state the proposition:

(21) Triangle(n−′ 1) = n·(n−1)
2 . The theorem is a consequence of (1) and (19).

One can check that every number which is triangular is also natural and
there exists a number which is triangular and non zero.

Let us consider a triangular number n. Now we state the propositions:

(22) n 6≡ 7 (mod 10).

(23) n 6≡ 9 (mod 10).

(24) n 6≡ 2 (mod 10).

(25) n 6≡ 4 (mod 10).

Now we state the proposition:

(26) Let us consider a triangular number n. Then

(i) n ≡ 0 (mod 10), or

(ii) n ≡ 1 (mod 10), or

(iii) n ≡ 3 (mod 10), or

(iv) n ≡ 5 (mod 10), or
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(v) n ≡ 6 (mod 10), or

(vi) n ≡ 8 (mod 10).

The theorem is a consequence of (9), (24), (25), (22), and (23).

3. Polygonal Numbers

Let s, n be natural numbers. The functor Polygon(s, n) yielding an integer
is defined by the term

(Def. 3) n2·(s−2)−n·(s−4)
2 .

Now we state the propositions:

(27) If s  2, then Polygon(s, n) is natural.

(28) Polygon(s, n) = (n·(s−2))·(n−1)
2 + n.

Let s be a natural number and x be an element. We say that x is s-gonal if
and only if

(Def. 4) There exists a natural number n such that x = Polygon(s, n).

We say that x is polygonal if and only if

(Def. 5) There exists a natural number s such that x is s-gonal.

Now we state the propositions:

(29) Polygon(s, 1) = 1.

(30) Polygon(s, 2) = s.

Let s be a natural number. Note that there exists a number which is s-gonal.
Let s be a non zero natural number. One can verify that there exists a

number which is non zero and s-gonal.
Let s be a natural number. One can verify that every number which is s-gonal

is also real.
Let s be a non trivial natural number. Let us observe that every number

which is s-gonal is also natural.
Now we state the proposition:

(31) Polygon(s, n+ 1)− Polygon(s, n) = (s− 2) · n+ 1.

Let s be a natural number and x be an s-gonal number.
The functor IndexPoly(s, x) yielding a real number is defined by the term

(Def. 6) (
√
(8·s−16)·x+(s−4)2+s)−4

2·s−4 .

Let us consider a non zero natural number s and a non zero s-gonal number
x. Now we state the propositions:

(32) If x = Polygon(s, n), then (8·s−16)·x+(s−4)2 = ((2·n)·(s−2)−(s−4))2.

(33) If s  4, then (8 · s− 16) · x+ (s− 4)2 is square.

(34) If s  4, then IndexPoly(s, x) ∈ N.
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Polygonal numbers 107

Now we state the propositions:

(35) Let us consider a non trivial natural number s and an s-gonal number
x. Then 0 ¬ (8 · s− 16) · x+ (s− 4)2.

(36) Let us consider an odd natural number n. If s  2, then n | Polygon(s, n).

4. Centered Polygonal Numbers

Let s, n be natural numbers. The functor CentPoly(s, n) yielding an integer
is defined by the term

(Def. 7) s·n
2 · (n− 1) + 1.

Let s be a natural number and n be a non zero natural number. One can
verify that CentPoly(s, n) is natural.

Now we state the propositions:

(37) CentPoly(0, n) = 1.

(38) CentPoly(s, 0) = 1.

(39) CentPoly(s, n) = s · Triangle(n−′ 1) + 1. The theorem is a consequence
of (21).

5. On the Connection between Triangular and Other Polygonal
Numbers

Now we state the propositions:

(40) Trianglen = Polygon(3, n). The theorem is a consequence of (19).

(41) Let us consider an odd natural number n. Then n | Trianglen. The
theorem is a consequence of (36) and (40).

(42) Trianglen ¬ Triangle(n+ 1). The theorem is a consequence of (10).

(43) Let us consider a natural number k. If k ¬ n, then Triangle k ¬ Trianglen.
The theorem is a consequence of (42). Proof: Consider i being a natural
number such that n = k+ i. Define P[natural number] ≡ for every natural
number n, Trianglen ¬ Triangle(n+$1). For every natural number k such
that P[k] holds P[k+1]. For every natural number n, P[n] from [2, Sch. 2].
�

(44) n ¬ Trianglen. The theorem is a consequence of (10). Proof: Define
P[natural number] ≡ $1 ¬ Triangle $1. For every natural number k such
that P[k] holds P[k + 1] by [2, (11)]. For every natural number n, P[n]
from [2, Sch. 2]. �

(45) Let us consider a non trivial natural number n. Then n < Trianglen.
The theorem is a consequence of (12) and (10). Proof: Define P[natural
number] ≡ $1 < Triangle $1. For every non trivial natural number k such
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that P[k] holds P[k+ 1] by [2, (16)]. For every non trivial natural number
n, P[n] from [23, Sch. 2]. �

(46) If n 6= 2, then Trianglen is not prime. The theorem is a consequence of
(11), (41), (45), and (19).

Let n be a 3 or greater natural number. Observe that Trianglen is non prime
and every 4 or greater natural number which is triangular is also non prime.

Let s be a 4 or greater non zero natural number and x be a non zero s-gonal
number. Note that IndexPoly(s, x) is natural.

Now we state the propositions:

(47) Let us consider a 4 or greater natural number s and a non zero s-gonal
number x. If s 6= 2, then Polygon(s, IndexPoly(s, x)) = x. The theorem is
a consequence of (35).

(48) 36 is square and triangular. The theorem is a consequence of (19).

Let n be a natural number. One can check that Polygon(3, n) is natural.
Observe that Polygon(3, n) is triangular.
Now we state the propositions:

(49) Polygon(s, n) = (s−2)·Triangle(n−′1)+n. The theorem is a consequence
of (21).

(50) Polygon(s, n) = (s− 3) ·Triangle(n−′ 1) + Trianglen. The theorem is a
consequence of (21) and (19).

(51) Polygon(0, n) = n · (2− n).

(52) Polygon(1, n) = n·(3−n)
2 .

(53) Polygon(2, n) = n.

Let s be a non trivial natural number and n be a natural number. Observe
that Polygon(s, n) is natural.

One can check that Polygon(4, n) is square and every natural number which
is 3-gonal is also triangular and every natural number which is triangular is
also 3-gonal and every natural number which is 4-gonal is also square and every
natural number which is square is also 4-gonal.

Now we state the propositions:

(54) Triangle(n−′1)+Trianglen = n2. The theorem is a consequence of (19).

(55) Trianglen + Triangle(n + 1) = (n + 1)2. The theorem is a consequence
of (19).

Let n be a natural number. Observe that Trianglen + Triangle(n + 1) is
square.

Let us consider a non trivial natural number n. Now we state the proposi-
tions:

(56) 1
3 · Triangle(3 · n−′ 1) = n·(3·n−1)

2 .

(57) Triangle(2 · n−′ 1) = n·(4·n−2)
2 .
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Polygonal numbers 109

Let n, k be natural numbers. The functor PowerN(n, k) yielding a finite
sequence of elements of R is defined by

(Def. 8) (i) dom it = Seg k, and

(ii) for every natural number i such that i ∈ dom it holds it(i) = in.

Now we state the proposition:

(58) Let us consider a natural number k. Then PowerN(n, k+1) = PowerN(n, k)a

〈(k + 1)n〉. Proof: dom PowerN(n, k+1) = dom(PowerN(n, k)a〈(k + 1)n〉)
by [4, (6), (40)]. For every natural number l such that l ∈ dom PowerN(n, k+
1) holds (PowerN(n, k+ 1))(l) = (PowerN(n, k) a 〈(k + 1)n〉)(l) by [4, (1)],
[2, (8)], [4, (6), (42)]. �

Let n be a natural number. Let us observe that
∑

PowerN(n, 0) reduces to 0.
Now we state the propositions:

(59) (Trianglen)2 =
∑

PowerN(3, n). The theorem is a consequence of (19)
and (58). Proof: Define P[natural number] ≡ (Triangle $1)

2 =
∑

PowerN
(3, $1). P[0] by [21, (81)]. For every natural number k such that P[k] holds
P[k + 1] by [21, (81), (7)], [12, (27)]. For every natural number n, P[n]
from [2, Sch. 2]. �

(60) Let us consider a non trivial natural number n. Then Trianglen +
Triangle(n−′ 1) ·Triangle(n+ 1) = (Trianglen)2. The theorem is a conse-
quence of (19).

(61) (Trianglen)2 + (Triangle(n+ 1))2 = Triangle (n+ 1)2. The theorem is a
consequence of (19).

(62) (Triangle(n+ 1))2− (Trianglen)2 = (n+ 1)3. The theorem is a consequ-
ence of (19).

(63) Let us consider a non zero natural number n. Then 3 · Trianglen +
Triangle(n−′ 1) = Triangle(2 · n). The theorem is a consequence of (19).

(64) 3 · Trianglen + Triangle(n + 1) = Triangle(2 · n + 1). The theorem is a
consequence of (19).

Let us consider a non zero natural number n. Now we state the propositions:

(65) (Triangle(n−′ 1) + 6 · Trianglen) + Triangle(n+ 1) = 8 · Trianglen+ 1.

(66) Trianglen+ Triangle(n−′ 1) = ((1+2·n)−1)·n
2 .

Now we state the propositions:

(67) 1 + 9 ·Trianglen = Triangle(3 · n+ 1). The theorem is a consequence of
(19).

(68) Let us consider a natural numberm. Then Triangle(n+m) = (Trianglen+
Trianglem) + n ·m. The theorem is a consequence of (19).

(69) Let us consider non trivial natural numbers n, m. Then Trianglen ·
Trianglem + Triangle(n −′ 1) · Triangle(m −′ 1) = Triangle(n · m). The
theorem is a consequence of (19).
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6. Sets of Polygonal Numbers

Let s be a natural number. The functor PolyNum s yielding a set is defined
by the term

(Def. 9) the set of all Polygon(s, n) where n is a natural number.

Let s be a non trivial natural number. Let us observe that the functor
PolyNum s yields a subset of N. The functors: the set of all triangular numbers
and the set of all square numbers yielding subsets of N are defined by terms,
respectively.

(Def. 10) PolyNum 3.

(Def. 11) PolyNum 4.

Let s be a non trivial natural number. Note that PolyNum s is non empty
and the set of all triangular numbers is non empty and the set of all square
numbers is non empty and every element of the set of all triangular numbers is
triangular and every element of the set of all square numbers is square.

Let us consider a number x. Now we state the propositions:

(70) x ∈ the set of all triangular numbers if and only if x is triangular.

(71) x ∈ the set of all square numbers if and only if x is square.

7. Some Well-known Properties

Now we state the propositions:

(72)
(n+1
2

)
= n·(n+1)

2 .

(73) Trianglen =
(n+1
2

)
. The theorem is a consequence of (72) and (19).

(74) Let us consider a non zero natural number n. If n is even and perfect, then
n is triangular. The theorem is a consequence of (19). Proof: Consider p
being a natural number such that 2p−′ 1 is prime and n = 2p−

′1 · (2p−′ 1).
p 6= 0 by [21, (4)]. �

Let n be a non zero natural number. Let us note that Mn is non zero.
Let n be a number. We say that n is Mersenne if and only if

(Def. 12) There exists a natural number p such that n = Mp.

Note that there exists a prime number which is Mersenne and there exists a
natural number which is non prime and there exists a natural number which is
Mersenne and non prime and every prime number is non zero.

Let n be a Mersenne prime number. One can check that Trianglen is perfect
and every non zero natural number which is even and perfect is also triangular.

Now we state the propositions:

(75) 8 · Trianglen+ 1 = (2 · n+ 1)2. The theorem is a consequence of (19).
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Polygonal numbers 111

(76) If n is triangular, then 8 · n+ 1 is square. The theorem is a consequence
of (75).

(77) If n is triangular, then 9·n+1 is triangular. The theorem is a consequence
of (67).

(78) If Trianglen is triangular and square, then Triangle((4 · n) · (n + 1)) is
triangular and square. The theorem is a consequence of (19).

Let us observe that the set of all triangular numbers is infinite and the set
of all square numbers is infinite and there exists a natural number which is
triangular, square, and non zero.

Now we state the proposition:

(79) 0 is triangular and square.

Let us observe that every number which is zero is also triangular and square.
Now we state the proposition:

(80) 1 is triangular and square. The theorem is a consequence of (11).

Now we state the propositions:

(81) Square triangular number:
36 is triangular and square. The theorem is a consequence of (11), (80),
(78), and (18).

(82) 1225 is triangular and square. The theorem is a consequence of (19).

Let n be a triangular natural number. One can check that 9 · n+ 1 is trian-
gular.

Let us note that 8 · n+ 1 is square.

8. Reciprocals of Triangular Numbers

Let a be a real number. One can verify that lim{a}n∈N reduces to a.
The functor ReciTriang yielding a sequence of real numbers is defined by

(Def. 13) Let us consider a natural number i. Then it(i) = 1
Triangle i .

Let us note that (ReciTriang)(0) reduces to 0.
Now we state the propositions:

(83) 1
Trianglen = 2

n·(n+1) . The theorem is a consequence of (19).

(84) (
∑κ
α=0(ReciTriang)(α))κ∈N(n) = 2− 2

n+1 . The theorem is a consequence
of (83).Proof: Define P[natural number] ≡ (

∑κ
α=0(ReciTriang)(α))κ∈N($1)

= 2− 2
$1+1

. P[0]. For every natural number k such that P[k] holds P[k+1].
For every natural number k, P[k] from [2, Sch. 2]. �

The functors: SumsReciTriang and GeoSeq(a, b) yielding sequences of real
numbers are defined by conditions, respectively.

(Def. 14) Let us consider a natural number n. Then (SumsReciTriang)(n) = 2 −
2

n+1 .
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(Def. 15) Let us consider a natural number n. Then (GeoSeq(a, b))(n) = a
n+b .

Let a, b be real numbers.
Now we state the propositions:

(85) Let us consider real numbers a, b. Suppose b > 0. Then

(i) GeoSeq(a, b) is convergent, and

(ii) lim GeoSeq(a, b) = 0.

(86) SumsReciTriang = {2}n∈N + −GeoSeq(2, 1). Proof: For every natural
number k, (SumsReciTriang)(k) = ({2}n∈N)(k) + (−GeoSeq(2, 1))(k) by
[19, (57)]. �

(87) (i) SumsReciTriang is convergent, and

(ii) lim SumsReciTriang = 2.
The theorem is a consequence of (85) and (86).

(88) (
∑κ
α=0(ReciTriang)(α))κ∈N = SumsReciTriang.

Now we state the proposition:

(89) Reciprocals of triangular numbers:∑
ReciTriang = 2.
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Summary. Gaussian integer is one of basic algebraic integers. In this artic-
le we formalize some definitions about Gaussian integers [27]. We also formalize
ring (called Gaussian integer ring), Z-module and Z-algebra generated by Gaus-
sian integer mentioned above. Moreover, we formalize some definitions about
Gaussian rational numbers and Gaussian rational number field. Then we prove
that the Gaussian rational number field and a quotient field of the Gaussian
integer ring are isomorphic.
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1. Gaussian Integer Ring

Now we state the proposition:

(1) Let us consider natural numbers x, y. If x+y = 1, then x = 1 and y = 0
or x = 0 and y = 1. Proof: x ¬ 1. �
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Let z be a complex. We say that z is Gaussian integer if and only if

(Def. 1) <(z), =(z) ∈ Z.

Note that every integer is Gaussian integer.
An element of Gaussian integers is a Gaussian integer complex. Let z be an

element of Gaussian integers. Note that <(z) is integer and =(z) is integer.
Let z1, z2 be elements of Gaussian integers. One can verify that z1 + z2 is

Gaussian integer and z1 − z2 is Gaussian integer and z1 · z2 is Gaussian integer
and i is Gaussian integer.

Let z be an element of Gaussian integers. Let us note that −z is Gaussian
integer and z is Gaussian integer.

Let n be an integer. One can check that n · z is Gaussian integer.
The set of Gaussian integers yielding a subset of C is defined by the term

(Def. 2) the set of all z where z is an element of Gaussian integers.

Note that the set of Gaussian integers is non empty.
Let i be an integer. Let us observe that i(∈ the set of Gaussian integers)

reduces to i.
Let us consider a set x. Now we state the propositions:

(2) If x ∈ the set of Gaussian integers, then x is an element of Gaussian
integers.

(3) If x is an element of Gaussian integers, then x ∈ the set of Gaussian
integers.

The addition of Gaussian integers yielding a binary operation on the set of
Gaussian integers is defined by the term

(Def. 3) +C � the set of Gaussian integers.

The multiplication of Gaussian integers yielding a binary operation on the
set of Gaussian integers is defined by the term

(Def. 4) ·C � the set of Gaussian integers.

The scalar multiplication of Gaussian integers yielding a function from Z×
the set of Gaussian integers into the set of Gaussian integers is defined by the
term

(Def. 5) ·C�(Z× the set of Gaussian integers).

Now we state the propositions:

(4) Let us consider elements z, w of Gaussian integers. Then (the addition
of Gaussian integers)(z, w) = z + w.

(5) Let us consider an element z of Gaussian integers and an integer i. Then
(the scalar multiplication of Gaussian integers)(i, z) = i · z.

The Gaussian integer module yielding a strict non empty Z-module structure
is defined by the term
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Gaussian integers 117

(Def. 6) 〈〈the set of Gaussian integers, 0(∈ the set of Gaussian integers), the addi-
tion of Gaussian integers, the scalar multiplication of Gaussian integers〉〉.

Observe that the Gaussian integer module is Abelian add-associative right
zeroed right complementable scalar distributive vector distributive scalar asso-
ciative and scalar unital.

Now we state the proposition:

(6) Let us consider elements z, w of Gaussian integers. Then (the multiplica-
tion of Gaussian integers)(z, w) = z · w.

The Gaussian integer ring yielding a strict non empty double loop structure
is defined by the term

(Def. 7) 〈the set of Gaussian integers, the addition of Gaussian integers, the multi-
plication of Gaussian integers, 1(∈ the set of Gaussian integers), 0(∈ the set
of Gaussian integers)〉.

One can check that the Gaussian integer ring is Abelian add-associative
right zeroed right complementable associative well unital and distributive, and
the Gaussian integer ring is integral domain-like, and the Gaussian integer ring
is commutative.

Now we state the propositions:

(7) Every element of the Gaussian integer ring is an element of Gaussian
integers.

(8) Every element of Gaussian integers is an element of the Gaussian integer
ring.

2. Z-Algebra

We consider Z-algebra structures which extend double loop structures and
Z-module structures and are systems

〈〈a carrier, a multiplication, an addition, an external multiplication,

a one, a zero〉〉

where the carrier is a set, the multiplication and the addition are binary opera-
tions on the carrier, the external multiplication is a function from Z×the carrier
into the carrier, the one and the zero are elements of the carrier.

Let us observe that there exists a Z-algebra structure which is non empty.
Let I1 be a non empty Z-algebra structure. We say that I1 is vector associa-

tive if and only if

(Def. 8) Let us consider elements x, y of I1 and an integer a1. Then a1 · (x · y) =
(a1 · x) · y.
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118 yuichi futa et al.

Let us observe that 〈〈the set of Gaussian integers, (the multiplication of
Gaussian integers), (the addition of Gaussian integers), (the scalar multiplication
of Gaussian integers), 1(∈ the set of Gaussian integers), 0(∈ the set of Gaussian
integers)〉〉 is non empty and 〈〈the set of Gaussian integers, (the multiplication of
Gaussian integers), (the addition of Gaussian integers), (the scalar multiplication
of Gaussian integers), 1(∈ the set of Gaussian integers), 0(∈ the set of Gaussian
integers)〉〉 is strict Abelian add-associative right zeroed right complementable
commutative associative right unital right distributive vector associative sca-
lar associative vector distributive and scalar distributive and there exists a non
empty Z-algebra structure which is strict, Abelian, add-associative, right zeroed,
right complementable, commutative, associative, right unital, right distributive,
vector associative, scalar associative, vector distributive, and scalar distributive.

A Z-algebra is an Abelian add-associative right zeroed right complementable
commutative associative right unital right distributive vector associative scalar
associative vector distributive scalar distributive non empty Z-algebra structure.
Now we state the proposition:

(9) 〈〈the set of Gaussian integers, (the multiplication of Gaussian integers),
(the addition of Gaussian integers), (the scalar multiplication of Gaussian
integers), 1(∈ the set of Gaussian integers), 0(∈ the set of Gaussian
integers)〉〉 is a right complementable associative commutative right distri-
butive right unital Abelian add-associative right zeroed vector distributive
scalar distributive scalar associative strict vector associative non empty Z-
algebra structure.

One can verify that Z is denumerable and the set of Gaussian integers is
denumerable and the Gaussian integer ring is non degenerated.

3. Quotient Field of Gaussian Integer Ring

The Gaussian number field yielding a strict non empty double loop structure
is defined by the term

(Def. 9) The field of quotients of the Gaussian integer ring.

Observe that the Gaussian number field is non degenerated almost left in-
vertible strict Abelian associative and distributive.

Let z be a complex. We say that z is Gaussian rational if and only if

(Def. 10) <(z), =(z) ∈ Q.

One can verify that every rational number is Gaussian rational.
An element of Gaussian rationals is a Gaussian rational complex. Let z be

an element of Gaussian rationals. One can verify that <(z) is rational and =(z)
is rational.

Let z1, z2 be elements of Gaussian rationals. Observe that z1+z2 is Gaussian
rational and z1 − z2 is Gaussian rational and z1 · z2 is Gaussian rational.
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Let z be an element of Gaussian rationals and n be a rational number. One
can check that n · z is Gaussian rational.

Let us observe that −z is Gaussian rational and z−1 is Gaussian rational.
The set of Gaussian rationals yielding a subset of C is defined by the term

(Def. 11) the set of all z where z is an element of Gaussian rationals.

Let us observe that the set of Gaussian rationals is non empty and every
element of Gaussian integers is Gaussian rational.

Let us consider a set x. Now we state the propositions:

(10) If x ∈ the set of Gaussian rationals, then x is an element of Gaussian
rationals.

(11) If x is an element of Gaussian rationals, then x ∈ the set of Gaussian
rationals.

Now we state the proposition:

(12) Let us consider an element p of Gaussian rationals. Then there exist
elements x, y of Gaussian integers such that

(i) y 6= 0, and

(ii) p = x
y .

The addition of Gaussian rationals yielding a binary operation on the set of
Gaussian rationals is defined by the term

(Def. 12) +C � the set of Gaussian rationals.

The multiplication of Gaussian rationals yielding a binary operation on the
set of Gaussian rationals is defined by the term

(Def. 13) ·C � the set of Gaussian rationals.

4. Rational Field

Let i be an integer. One can check that i(∈ Q) reduces to i.
The rational number field yielding a strict non empty double loop structure

is defined by the term

(Def. 14) 〈Q,+Q, ·Q, 1(∈ Q), 0(∈ Q)〉.
Now we state the propositions:

(13) (i) the carrier of the rational number field is a subset of the carrier of
RF, and

(ii) the addition of the rational number field = (the addition of RF) �
(the carrier of the rational number field), and

(iii) the multiplication of the rational number field = (the multiplication
of RF) � (the carrier of the rational number field), and

(iv) 1α = 1RF , and
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(v) 0α = 0RF , and

(vi) the rational number field is right complementable, commutative, al-
most left invertible, and non degenerated,

where α is the rational number field. Proof: Every element of the rational
number field is right complementable. For every element v of the rational
number field such that v 6= 0α holds v is left invertible, where α is the
rational number field. �

(14) The rational number field is a subfield of RF.
Let us note that the rational number field is add-associative right zeroed

right complementable Abelian commutative associative left and right unital di-
stributive almost left invertible and non degenerated and the rational number
field is well unital and every element of the rational number field is rational.

Let x be an element of the rational number field and y be a rational number.
We identify −y with −x where x = y. Now we state the propositions:

(15) Let us consider an element x of the rational number field and a rational
number x1. If x 6= 0α and x1 = x, then x−1 = x1

−1, where α is the rational
number field.

(16) Let us consider elements x, y of the rational number field and rational
numbers x1, y1. Suppose

(i) x1 = x, and

(ii) y1 = y, and

(iii) y 6= 0α.

Then x
y = x1

y1
, where α is the rational number field. The theorem is a

consequence of (15).

Let us consider a field K, a subfield K1 of K, elements x, y of K, and
elements x1, y1 of K1. Now we state the propositions:

(17) If x = x1 and y = y1, then x+ y = x1 + y1.

(18) If x = x1 and y = y1, then x · y = x1 · y1.
Now we state the proposition:

(19) Let us consider a field K, a subfield K1 of K, an element x of K, and an
element x1 of K1. If x = x1, then −x = −x1. The theorem is a consequence
of (17).

Let us consider a field K, a subfield K1 of K, elements x, y of K, and
elements x1, y1 of K1. Now we state the propositions:

(20) If x = x1 and y = y1, then x− y = x1 − y1.
(21) If x = x1 and x 6= 0K , then x−1 = x1

−1.

(22) If x = x1 and y = y1 and y 6= 0K , then x
y = x1

y1
.

Let us consider a subfield K1 of the rational number field. Now we state the
propositions:
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(23) N ⊆ the carrier of K1.

(24) Z ⊆ the carrier of K1.

(25) The carrier of K1 = the carrier of the rational number field.

Now we state the proposition:

(26) Let us consider a strict subfield K1 of the rational number field. Then
K1 = the rational number field. The theorem is a consequence of (25).

One can verify that the rational number field is prime.

5. Gaussian Rational Number Field

Let i be a rational number. Note that i(∈ the set of Gaussian rationals)
reduces to i.

The scalar multiplication of Gaussian rationals yielding a function from
(the carrier of the rational number field) × the set of Gaussian rationals into
the set of Gaussian rationals is defined by the term

(Def. 15) ·C�((the carrier of the rational number field)×the set of Gaussian rationals).

Now we state the propositions:

(27) Let us consider elements z, w of Gaussian rationals. Then (the addition
of Gaussian rationals)(z, w) = z + w.

(28) Let us consider an element z of Gaussian rationals and an element i of
Q. Then (the scalar multiplication of Gaussian rationals)(i, z) = i · z.

The Gaussian rational module yielding a strict non empty vector space struc-
ture over the rational number field is defined by the term

(Def. 16) 〈the set of Gaussian rationals, the addition of Gaussian rationals, 0(∈
the set of Gaussian rationals), the scalar multiplication of Gaussian ratio-
nals〉.

Observe that the Gaussian rational module is scalar distributive vector di-
stributive scalar associative scalar unital add-associative right zeroed right com-
plementable and Abelian.

Now we state the proposition:

(29) Let us consider elements z, w of Gaussian rationals. Then (the multiplica-
tion of Gaussian rationals)(z, w) = z · w.

The Gaussian rational ring yielding a strict non empty double loop structure
is defined by the term

(Def. 17) 〈the set of Gaussian rationals, the addition of Gaussian rationals, the mul-
tiplication of Gaussian rationals, 1(∈ the set of Gaussian rationals), 0(∈
the set of Gaussian rationals)〉.

Let us note that the Gaussian rational ring is add-associative right zeroed
right complementable Abelian commutative associative well unital distributive
almost left invertible and non degenerated.
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Now we state the proposition:

(30) There exists a function I from the Gaussian number field into the Gaus-
sian rational ring such that

(i) for every element z such that z ∈ the carrier of the Gaussian number
field there exist elements x, y of Gaussian integers and there exists
an element u of Q(the Gaussian integer ring) such that y 6= 0 and
u = 〈〈x, y〉〉 and z = QClass(u) and I(z) = x

y , and

(ii) I is one-to-one and onto, and

(iii) for every elements x, y of the Gaussian number field, I(x + y) =
I(x) + I(y) and I(x · y) = I(x) · I(y), and

(iv) I(0α) = 0, and

(v) I(1α) = 1,

where α is the Gaussian number field. The theorem is a consequence of (2),
(10), (12), (3), (6), (4), (27), and (29).Proof: Define P[element, element] ≡
there exist elements x, y of Gaussian integers and there exists an ele-
ment u of Q(the Gaussian integer ring) such that y 6= 0 and u = 〈〈x,
y〉〉 and $1 = QClass(u) and $2 = x

y . For every element z such that
z ∈ the carrier of the Gaussian number field there exists an element w
such that w ∈ the carrier of the Gaussian rational ring and P[z, w]. Con-
sider I being a function from the Gaussian number field into the Gaussian
rational ring such that for every element z such that z ∈ the carrier of
the Gaussian number field holds P[z, I(z)] from [8, Sch. 1]. For every ele-
ments z1, z2 of the Gaussian number field, I(z1 + z2) = I(z1) + I(z2) and
I(z1 · z2) = I(z1) · I(z2) by [20, (9), (5), (10)]. �

6. Gaussian Integer Ring is Euclidean

Let a1, b1 be elements of Gaussian integers. We say that a1 divides b1 if and
only if

(Def. 18) There exists an element c of Gaussian integers such that b1 = a1 · c.
Note that the predicate is reflexive.

Let us consider elements a1, b1 of the Gaussian integer ring and elements a2,
b2 of Gaussian integers. Now we state the propositions:

(31) If a1 = a2 and b1 = b2, then if a1 | b1, then a2 divides b2.

(32) If a1 = a2 and b1 = b2, then if a2 divides b2, then a1 | b1.
Let z be an element of Gaussian rationals. Observe that the functor z yields

an element of Gaussian rationals. The functor Norm z yielding a rational number
is defined by the term

(Def. 19) z · z .
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Let us observe that Norm z is non negative.
Let z be an element of Gaussian integers. Observe that Norm z is natural.
Now we state the propositions:

(33) Let us consider an element x of Gaussian rationals. Then Norm x =
Normx.

(34) Let us consider elements x, y of Gaussian rationals. Then Norm(x · y) =
Normx ·Norm y.

Let us consider an element x of Gaussian integers. Now we state the propo-
sitions:

(35) Normx = 1 if and only if x = 1 or x = −1 or x = i or x = −i.
(36) If Normx = 0, then x = 0.

Let z be an element of Gaussian integers. We say that z is unit of Gaussian
integers if and only if

(Def. 20) Norm z = 1.

Let x, y be elements of Gaussian integers. We say that x is associated to y
if and only if

(Def. 21) (i) x divides y, and

(ii) y divides x.

Let us observe that the predicate is symmetric.
Let us consider elements a1, b1 of the Gaussian integer ring and elements a2,

b2 of Gaussian integers. Now we state the propositions:

(37) If a1 = a2 and b1 = b2, then if a1 is associated to b1, then a2 is associated
to b2.

(38) If a1 = a2 and b1 = b2, then if a2 is associated to b2, then a1 is associated
to b1.

Now we state the propositions:

(39) Let us consider an element z of the Gaussian integer ring and an element
z3 of Gaussian integers. If z3 = z, then z is unital iff z3 is unit of Gaussian
integers. The theorem is a consequence of (2), (6), (34), (35), and (3).
Proof: There exists an element w of the Gaussian integer ring such that
1α = z · w, where α is the Gaussian integer ring. �

(40) Let us consider elements x, y of Gaussian integers. Then x is associated
to y if and only if there exists an element c of Gaussian integers such that
c is unit of Gaussian integers and x = c · y. The theorem is a consequence
of (3), (38), (2), (39), (6), and (37).

(41) Let us consider an element x of Gaussian integers. Suppose

(i) <(x) 6= 0, and

(ii) =(x) 6= 0, and

(iii) <(x) 6= =(x), and
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(iv) −<(x) 6= =(x).

Then x is not associated to x. The theorem is a consequence of (40) and
(35).

(42) Let us consider elements x, y, z of Gaussian integers. Suppose

(i) x is associated to y, and

(ii) y is associated to z.

Then x is associated to z. The theorem is a consequence of (40) and (34).

Let us consider elements x, y of Gaussian integers. Now we state the propo-
sitions:

(43) If x is associated to y, then x is associated to y .

(44) Suppose <(y) 6= 0 and =(y) 6= 0 and <(y) 6= =(y) and −<(y) 6= =(y)
and x is associated to y. Then

(i) does not x divide y, and

(ii) does not y divide x.

Let p be an element of Gaussian integers. We say that p is Gaussian prime
if and only if

(Def. 22) (i) Norm p > 1, and

(ii) for every element z of Gaussian integers, does not z divide p or z is
unit of Gaussian integers or z is associated to p.

Let us consider an element q of Gaussian integers. Now we state the propo-
sitions:

(45) If Norm q is a prime number and Norm q 6= 2, then <(q) 6= 0 and =(q) 6= 0
and <(q) 6= =(q) and −<(q) 6= =(q).

(46) If Norm q is a prime number, then q is Gaussian prime.

Now we state the propositions:

(47) Let us consider an element q of Gaussian rationals. Then Norm q =
|<(q)|2 + |=(q)|2.

(48) Let us consider an element q of R. Then there exists an element m of Z
such that |q −m| ¬ 12 .

One can check that the Gaussian integer ring is Euclidean.
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Summary. In this article we prove that fundamental groups based at the
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Let A be a non empty set, x be an element, and a be an element of A. Let
us observe that (A 7−→ x)(a) reduces to x.

Let A, B be non empty topological spaces, C be a set, and f be a function
from A×B into C. Let b be an element of B. Let us note that the functor f(a, b)
yields an element of C. Let G be a multiplicative magma and g be an element
of G. We say that g is unital if and only if

(Def. 1) g = 1G.

One can check that 1G is unital.
Let G be a unital multiplicative magma. Let us note that there exists an

element of G which is unital.
Let g be an element of G and h be a unital element of G. One can check

that g · h reduces to g. One can check that h · g reduces to g.
Let G be a group. One can verify that (1G)−1 reduces to 1G.
The scheme TopFuncEx deals with non empty topological spaces S, T and

a non empty set X and a binary functor F yielding an element of X and states
that
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(Sch. 1) There exists a function f from S ×T into X such that for every point s
of S for every point t of T , f(s, t) = F(s, t).

The scheme TopFuncEq deals with non empty topological spaces S, T and
a non empty set X and a binary functor F yielding an element of X and states
that

(Sch. 2) For every functions f , g from S × T into X such that for every point s
of S and for every point t of T , f(s, t) = F(s, t) and for every point s of
S and for every point t of T , g(s, t) = F(s, t) holds f = g.

Let X be a non empty set, T be a non empty multiplicative magma, and f ,
g be functions from X into T . The functor f · g yielding a function from X into
T is defined by

(Def. 2) Let us consider an element x of X. Then it(x) = f(x) · g(x).

Now we state the proposition:

(1) Let us consider a non empty set X, an associative non empty multipli-
cative magma T , and functions f , g, h from X into T . Then (f · g) · h =
f · (g · h).

Let X be a non empty set, T be a commutative non empty multiplicative
magma, and f , g be functions from X into T . Observe that the functor f · g is
commutative.

Let T be a non empty topological group structure, t be a point of T , and f ,
g be loops of t. The functor f • g yielding a function from I into T is defined by
the term

(Def. 3) f · g.

In this paper T denotes a continuous unital topological space-like non empty
topological group structure, x, y denote points of I, s, t denote unital points of
T , f , g denote loops of t, and c denotes a constant loop of t.

Let us consider T , t, f , and g. One can check that the functor f • g yields a
loop of t. Let T be an inverse-continuous semi topological group. Observe that
·−1T is continuous.

Let T be a semi topological group, t be a point of T , and f be a loop of t.
The functor f−1 yielding a function from I into T is defined by the term

(Def. 4) ·−1T · f .

Let us consider a semi topological group T , a point t of T , and a loop f of
t. Now we state the propositions:

(2) (f−1)(x) = f(x)−1.

(3) (f−1)(x) · f(x) = 1T .

(4) f(x) · (f−1)(x) = 1T .

Let T be an inverse-continuous semi topological group, t be a unital point
of T , and f be a loop of t. One can check that the functor f−1 yields a loop of
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t. Let s, t be points of I. One can check that the functor s · t yields a point of
I. The functor ⊗R1 yielding a function from R1 × R1 into R1 is defined by

(Def. 5) Let us consider points x, y of R1. Then it(x, y) = x · y.

Observe that ⊗R1 is continuous.
Now we state the proposition:

(5) (R1 × R1)�(R1[0, 1]×R1[0, 1]) = I× I.
The functor ⊗I yielding a function from I× I into I is defined by the term

(Def. 6) ⊗R1 � R1[0, 1].

Now we state the proposition:

(6) (⊗I)(x, y) = x · y.

One can verify that ⊗I is continuous.
Now we state the proposition:

(7) Let us consider points a, b of I and a neighbourhood N of a · b. Then
there exists a neighbourhood N1 of a and there exists a neighbourhood
N2 of b such that for every points x, y of I such that x ∈ N1 and y ∈ N2
holds x · y ∈ N . The theorem is a consequence of (6).

Let T be a non empty multiplicative magma and F , G be functions from I×
I into T . The functor F ∗G yielding a function from I× I into T is defined by

(Def. 7) Let us consider points a, b of I. Then it(a, b) = F (a, b) ·G(a, b).

Now we state the proposition:

(8) Let us consider functions F , G from I × I into T and subsets M , N of
I× I. Then (F ∗G)◦(M ∩N) ⊆ F ◦M ·G◦N .

Let us consider T . Let F , G be continuous functions from I × I into T .
Observe that F ∗G is continuous.

Now we state the propositions:

(9) Let us consider loops f1, f2, g1, g2 of t. Suppose

(i) f1, f2 are homotopic, and

(ii) g1, g2 are homotopic.

Then f1 • g1, f2 • g2 are homotopic.

(10) Let us consider loops f1, f2, g1, g2 of t, a homotopy F between f1 and
f2, and a homotopy G between g1 and g2. Suppose

(i) f1, f2 are homotopic, and

(ii) g1, g2 are homotopic.

Then F ∗G is a homotopy between f1 • g1 and f2 • g2. The theorem is a
consequence of (9).

(11) f + g = (f + c) • (c+ g).

(12) f •g, (f+c)•(c+g) are homotopic. The theorem is a consequence of (9).
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Let T be a semi topological group, t be a point of T , and f , g be loops of t.
The functor HopfHomotopy(f, g) yielding a function from I× I into T is defined
by

(Def. 8) Let us consider points a, b of I. Then it(a, b) = (((f−1)(a · b) · f(a)) ·
g(a)) · f(a · b).

Note that HopfHomotopy(f, g) is continuous.
In the sequel T denotes a topological group, t denotes a unital point of T ,

and f , g denote loops of t.
Now we state the proposition:

(13) f • g, g • f are homotopic.

Let us consider T , t, f , and g. Let us note that the functor HopfHomotopy(f, g)
yields a homotopy between f • g and g • f .

Now we are at the position where we can present the Main Theorem of the
paper: π1(T, t) is commutative.
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Summary. Huffman coding is one of a most famous entropy encoding me-
thods for lossless data compression [16]. JPEG and ZIP formats employ variants
of Huffman encoding as lossless compression algorithms. Huffman coding is a
bijective map from source letters into leaves of the Huffman tree constructed by
the algorithm. In this article we formalize an algorithm constructing a binary
code tree, Huffman tree.
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1. Constructing Binary Decoded Trees

Let D be a non empty set and x be an element of D. Observe that the root
tree of x is binary as a decorated tree.

The functor RN yielding a set is defined by the term

1This research was presented during the 2013 International Conference on Foundations of
Computer Science FCS’13 in Las Vegas, USA.
2This work was supported by JSPS KAKENHI 21240001.
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134 hiroyuki okazaki, yuichi futa, and yasunari shidama

(Def. 1) N× R.

Note that RN is non empty.
Let D be a non empty set. The binary finite trees of D yielding a set of trees

decorated with elements of D is defined by

(Def. 2) Let us consider a tree T decorated with elements of D. Then domT is
finite and T is binary if and only if T ∈ it .

The Boolean binary finite trees of D yielding a non empty subset
of 2the binary finite trees of D is defined by the term

(Def. 3) {x, where x is an element of 2α : x is finite and x 6= ∅}, where α is the
binary finite trees of D.

In this paper S denotes a non empty finite set, p denotes a probability on
the trivial σ-field of S, T1 denotes a finite sequence of elements of the Boolean
binary finite trees of RN, and q denotes a finite sequence of elements of N.

Let us consider S and p. The functor InitTrees p yielding a non empty finite
subset of the binary finite trees of RN is defined by the term

(Def. 4) {T , where T is an element of FinTrees(RN) : T is a finite binary tree
decorated with elements of RN and there exists an element x of S such
that T = the root tree of 〈〈(CFS(S))−1(x), p({x})〉〉}.

Let p be a tree decorated with elements of RN. The value of root from right
of p yielding a real number is defined by the term

(Def. 5) p(∅)2.
The value of root from left of p yielding a natural number is defined by the term

(Def. 6) p(∅)1.
Let T be a finite binary tree decorated with elements of RN and p be an

element of domT . The value of tree of p yielding a real number is defined by
the term

(Def. 7) T (p)2.

Let p, q be finite binary trees decorated with elements of RN and k be
a natural number. The functor MakeTree(p, q, k) yielding a finite binary tree
decorated with elements of RN is defined by the term

(Def. 8) 〈〈k, (the value of root from right of p) + (the value of root from right of
q)〉〉-tree(p, q).

Let X be a non empty finite subset of the binary finite trees of RN. The
maximal value of X yielding a natural number is defined by

(Def. 9) There exists a non empty finite subset L of N such that

(i) L = {the value of root from left of p, where p is an element of
the binary finite trees of RN : p ∈ X}, and

(ii) it = maxL.

Now we state the propositions:
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Constructing binary Huffman tree 135

(1) Let us consider a non empty finite subset X of the binary finite trees
of RN and a finite binary tree w decorated with elements of RN. Suppose
X = {w}. Then the maximal value of X = the value of root from left
of w. Proof: Consider L being a non empty finite subset of N such that
L = {the value of root from left of p, where p is an element of the binary
finite trees of RN : p ∈ X} and the maximal value of X = maxL. For
every element n such that n ∈ L holds n = the value of root from left
of w. For every element n such that n = the value of root from left of w
holds n ∈ L. �

(2) Let us consider non empty finite subsets X, Y , Z of the binary fi-
nite trees of RN. Suppose Z = X ∪ Y . Then the maximal value of
Z = max(the maximal value of X, the maximal value of Y ).

(3) Let us consider non empty finite subsets X, Z of the binary finite trees
of RN and a set Y . Suppose Z = X \ Y . Then the maximal value of
Z ¬ the maximal value of X. The theorem is a consequence of (2).

(4) Let us consider a non empty finite subset X of the binary finite trees
of RN and an element p of the binary finite trees of RN. Suppose p ∈ X.
Then the value of root from left of p ¬ the maximal value of X.

Let X be a non empty finite subset of the binary finite trees of RN. A
minimal value tree of X is a finite binary tree decorated with elements of RN
and is defined by

(Def. 10) (i) it ∈ X, and

(ii) for every finite binary tree q decorated with elements of RN such that
q ∈ X holds the value of root from right of it ¬ the value of root
from right of q.

Now we state the propositions:

(5) InitTrees p = S . Proof: Reconsider f1 = (CFS(S))−1 as a function from
S into Seg S . Define P[element, element] ≡ $2 = the root tree of 〈〈f1($1),
p({$1})〉〉. For every element x such that x ∈ S there exists an element
y such that y ∈ InitTrees p and P[x, y] by [12, (5)], [13, (87)], [7, (3)].
Consider f being a function from S into InitTrees p such that for every
element x such that x ∈ S holds P[x, f(x)] from [12, Sch. 1]. �

(6) Let us consider a non empty finite subset X of the binary finite trees
of RN and finite binary trees s, t decorated with elements of RN. Then
MakeTree(t, s, ((the maximal value of X) + 1)) /∈ X.

Let X be a set. The set of leaves of X yielding a subset of 2RN is defined by
the term

(Def. 11) {Leaves(p), where p is an element of the binary finite trees of RN : p ∈ X}.

Now we state the propositions:
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136 hiroyuki okazaki, yuichi futa, and yasunari shidama

(7) Let us consider a finite binary tree X decorated with elements of RN.
Then the set of leaves of {X} = {Leaves(X)}. Proof: For every element
x, x ∈ the set of leaves of {X} iff x ∈ {Leaves(X)}. �

(8) Let us consider sets X, Y . Then the set of leaves of X ∪ Y = (the set
of leaves of X) ∪ (the set of leaves of Y ). Proof: For every element x,
x ∈ the set of leaves of X ∪ Y iff x ∈ (the set of leaves of X)∪ (the set of
leaves of Y ). �

(9) Let us consider trees s, t. Then ∅ /∈ Leaves(
︷︸︸︷
t, s ). Proof: For every

element p, p ∈
︷︸︸︷
t, s iff p ∈ the elementary tree of 0 by [4, (19), (29)], [10,

(130)]. �

(10) Let us consider trees s, t. Then Leaves(
︷︸︸︷
t, s ) = {〈0〉 a p, where p is

an element of t : p ∈ Leaves(t)} ∪ {〈1〉 a p, where p is an element of
s : p ∈ Leaves(s)}. The theorem is a consequence of (9). Proof: Set
L = {〈0〉 a p, where p is an element of t : p ∈ Leaves(t)}. Set R = {〈1〉 a

p, where p is an element of s : p ∈ Leaves(s)}. Set H = Leaves(
︷︸︸︷
t, s ). For

every element x, x ∈ H iff x ∈ L ∪R by [2, (23)], [9, (6)]. �

Let us consider decorated trees s, t, an element x, and a finite sequence q of
elements of N. Now we state the propositions:

(11) If q ∈ dom t, then (x-tree(t, s))(〈0〉 a q) = t(q).

(12) If q ∈ dom s, then (x-tree(t, s))(〈1〉 a q) = s(q).

Now we state the propositions:

(13) Let us consider decorated trees s, t and an element x.
Then Leaves(x-tree(t, s)) = Leaves(t) ∪ Leaves(s). The theorem is a con-
sequence of (10), (11), and (12). Proof: Set L = {〈0〉 a p, where p is
an element of dom t : p ∈ Leaves(dom t)}. Set R = {〈1〉 a p, where
p is an element of dom s : p ∈ Leaves(dom s)}. For every element z,
z ∈ (x-tree(t, s))◦L iff z ∈ t◦(Leaves(dom t)). For every element z, z ∈
(x-tree(t, s))◦R iff z ∈ s◦(Leaves(dom s)). �

(14) Let us consider a natural number k and finite binary trees s, t decorated
with elements of RN. Then

⋃
the set of leaves of {s, t} =

⋃
the set of

leaves of {MakeTree(t, s, k)}. The theorem is a consequence of (8), (7),
and (13).

(15) Leaves(the elementary tree of 0) = the elementary tree of 0. Proof: For
every element x, x ∈ Leaves(the elementary tree of 0) iff x ∈ the elementary
tree of 0 by [4, (29), (54)]. �

(16) Let us consider an element x, a non empty set D, and a finite binary tree
T decorated with elements of D. Suppose T = the root tree of x. Then
Leaves(T ) = {x}. The theorem is a consequence of (15).

Brought to you by | Biblioteka Uniwersytecka w Bialymstoku
Authenticated | 212.33.72.148

Download Date | 2/27/14 10:42 AM



Constructing binary Huffman tree 137

2. Binary Huffman Tree

Let us consider S, p, T1, and q. We say that T1, q, and p are constructing
binary Huffman tree if and only if

(Def. 12) (i) T1(1) = InitTrees p, and

(ii) lenT1 = S , and

(iii) for every natural number i such that 1 ¬ i < lenT1 there exist
non empty finite subsets X, Y of the binary finite trees of RN and
there exists a minimal value tree s of X and there exists a minimal
value tree t of Y and there exists a finite binary tree v decorated
with elements of RN such that T1(i) = X and Y = X \ {s} and v ∈
{MakeTree(t, s, ((the maximal value of X)+1)),MakeTree(s, t, ((the
maximal value of X) + 1))} and T1(i+ 1) = (X \ {t, s}) ∪ {v}, and

(iv) there exists a finite binary tree T decorated with elements of RN such
that {T} = T1(lenT1), and

(v) dom q = Seg S , and

(vi) for every natural number k such that k ∈ Seg S holds q(k) = T1(k)
and q(k) 6= 0, and

(vii) for every natural number k such that k < S holds q(k+1) = q(1)−k,
and

(viii) for every natural number k such that 1 ¬ k < S holds 2 ¬ q(k).

Now we state the proposition:

(17) There exists T1 and there exists q such that T1, q, and p are constructing
binary Huffman tree. The theorem is a consequence of (5) and (6). Proof:
Define A[natural number, set, set] ≡ if there exist elements u, v such that
u 6= v and u, v ∈ $2, then there exist non empty finite subsets X, Y
of the binary finite trees of RN and there exists a minimal value tree s
of X and there exists a minimal value tree t of Y and there exists a
finite binary tree w decorated with elements of RN such that $2 = X

and Y = X \ {s} and w ∈ {MakeTree(t, s, ((the maximal value of X) +
1)),MakeTree(s, t, ((the maximal value of X)+1))} and $3 = (X \{t, s})∪
{w}. For every natural number n such that 1 ¬ n < S for every element
x of the Boolean binary finite trees of RN, there exists an element y of
the Boolean binary finite trees of RN such that A[n, x, y]. Reconsider I =
InitTrees p as an element of the Boolean binary finite trees of RN. Consider
T1 being a finite sequence of elements of the Boolean binary finite trees
of RN such that lenT1 = S and T1(1) = I or S = 0 and for every natural
number n such that 1 ¬ n < S holds A[n, T1(n), T1(n + 1)] from [15,
Sch. 4]. Define B[element, element] ≡ there exists a finite set X such that
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138 hiroyuki okazaki, yuichi futa, and yasunari shidama

T1($1) = X and $2 = X and $2 6= 0. For every natural number k such
that k ∈ Seg S there exists an element x of N such that B[k, x] by [11, (3)].
Consider q being a finite sequence of elements of N such that dom q = Seg S
and for every natural number k such that k ∈ Seg S holds B[k, q(k)] from
[8, Sch. 5]. For every natural number k such that k ∈ Seg S holds q(k) =

T1(k) and q(k) 6= 0. For every natural number k such that 1 ¬ k < S
holds if 2 ¬ q(k), then q(k+1) = q(k)−1 by [8, (1)], [2, (11), (13)]. Define
C[natural number] ≡ if $1 < S , then q($1 + 1) = q(1) − $1. For every
natural number n such that C[n] holds C[n + 1] by [2, (11)], [8, (1)], [2,
(14), (13)]. For every natural number n, C[n] from [2, Sch. 2]. For every
natural number n such that 1 ¬ n < S holds 2 ¬ q(n) by [2, (21), (13)].
For every natural number k such that 1 ¬ k < lenT1 there exist non
empty finite subsets X, Y of the binary finite trees of RN and there exists
a minimal value tree s of X and there exists a minimal value tree t of Y
and there exists a finite binary tree w decorated with elements of RN such
that T1(k) = X and Y = X \ {s} and w ∈ {MakeTree(t, s, ((the maximal
value of X) + 1)),MakeTree(s, t, ((the maximal value of X) + 1))} and
T1(k + 1) = (X \ {t, s}) ∪ {w} by [8, (1)]. Consider T2 being a finite set
such that T1(S) = T2 and q(S) = T2 and q(S) 6= 0. Consider u being an
element such that T2 = {u}. �

Let us consider S and p. A binary Huffman tree of p is a finite binary tree
decorated with elements of RN and is defined by

(Def. 13) There exists a finite sequence T1 of elements of the Boolean binary finite
trees of RN and there exists a finite sequence q of elements of N such that
T1, q, and p are constructing binary Huffman tree and {it} = T1(lenT1).

In this paper T denotes a binary Huffman tree of p.
Now we state the propositions:

(18)
⋃

the set of leaves of InitTrees p = {z, where z is an element of N×R :
there exists an element x of S such that z = 〈〈(CFS(S))−1(x), p({x})〉〉}.

The theorem is a consequence of (16). Proof: Set L =
⋃

the set of leaves
of InitTrees p. Set R = {z, where z is an element of N×R : there exists
an element x of S such that z = 〈〈(CFS(S))−1(x), p({x})〉〉}. For every ele-
ment x, x ∈ L iff x ∈ R by [13, (87)], [7, (3)]. �

(19) Suppose T1, q, and p are constructing binary Huffman tree. Let us consi-
der a natural number i. Suppose 1 ¬ i ¬ lenT1. Then

⋃
the set of leaves of

T1(i) = {z, where z is an element of N×R : there exists an element x of
S such that z = 〈〈(CFS(S))−1(x), p({x})〉〉}. The theorem is a consequence
of (18), (8), and (14). Proof: Define P[natural number] ≡ if $1 < lenT1,
then

⋃
the set of leaves of T1($1 + 1) = {z, where z is an element of

N × R : there exists an element x of S such that z = 〈〈(CFS(S))−1(x),
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Constructing binary Huffman tree 139

p({x})〉〉}. For every natural number k such that P[k] holds P[k+ 1] by [2,
(11)], [13, (78), (32)]. For every natural number k, P[k] from [2, Sch. 2].
�

(20) Leaves(T ) = {z, where z is an element of N×R : there exists an element
x of S such that z = 〈〈(CFS(S))−1(x), p({x})〉〉}. The theorem is a conse-
quence of (19) and (7).

(21) Suppose T1, q, and p are constructing binary Huffman tree. Let us con-
sider a natural number i, a finite binary tree T decorated with elements
of RN, and elements t, s, r of domT . Suppose

(i) T ∈ T1(i), and

(ii) t ∈ domT \ Leaves(domT ), and

(iii) s = t a 〈0〉, and

(iv) r = t a 〈1〉.
Then the value of tree of t = (the value of tree of s)+(the value of tree of
r). The theorem is a consequence of (15), (11), and (12). Proof: Define
P[natural number] ≡ if 1 ¬ $1 ¬ lenT1, then for every finite binary tree
T decorated with elements of RN and for every elements a, b, c of domT

such that T ∈ T1($1) and a ∈ domT \ Leaves(domT ) and b = a a 〈0〉 and
c = aa〈1〉 holds the value of tree of a = (the value of tree of b)+(the value
of tree of c). For every natural number i such that P[i] holds P[i+ 1] by
[2, (16), (14)], [8, (44)]. For every natural number i, P[i] from [2, Sch. 2].
�

(22) Let us consider elements t, s, r of domT . Suppose

(i) t ∈ domT \ Leaves(domT ), and

(ii) s = t a 〈0〉, and

(iii) r = t a 〈1〉.
Then the value of tree of t = (the value of tree of s) + (the value of tree
of r). The theorem is a consequence of (21).

(23) Let us consider a non empty finite subset X of the binary finite trees of
RN. Suppose a finite binary tree T decorated with elements of RN. Suppose
T ∈ X. Let us consider an element p of domT and an element r of N.
Suppose r = T (p)1. Then r ¬ the maximal value of X. Let us consider
finite binary trees s, t, w decorated with elements of RN. Suppose

(i) s, t ∈ X, and

(ii) w = MakeTree(t, s, ((the maximal value of X) + 1)).

Let us consider an element p of domw and an element r of N. Suppose
r = w(p)1. Then r ¬ (the maximal value of X) + 1. The theorem is
a consequence of (11) and (12). Proof: For every element a such that
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a ∈ dom d holds a = ∅ or there exists an element f of dom t such that
a = 〈0〉 a f or there exists an element f of dom s such that a = 〈1〉 a f by
[2, (23)]. �

(24) Suppose T1, q, and p are constructing binary Huffman tree. Let us con-
sider a natural number i. Suppose 1 ¬ i < lenT1. Let us consider non
empty finite subsets X, Y of the binary finite trees of RN. Suppose

(i) X = T1(i), and

(ii) Y = T1(i+ 1).

Then the maximal value of Y = (the maximal value of X) + 1. Proof:
Consider X, Y being non empty finite subsets of the binary finite trees
of RN, s being a minimal value tree of X, t being a minimal value tree
of Y , v being a finite binary tree decorated with elements of RN such
that T1(i) = X and Y = X \ {s} and v ∈ {MakeTree(t, s, ((the maximal
value of X) + 1)),MakeTree(s, t, ((the maximal value of X) + 1))} and
T1(i + 1) = (X \ {t, s}) ∪ {v}. Consider L1 being a non empty finite
subset of N such that L1 = {the value of root from left of p, where p is
an element of the binary finite trees of RN : p ∈ X0} and the maximal
value of X0 = maxL1. Consider L4 being a non empty finite subset of N
such that L4 = {the value of root from left of p, where p is an element
of the binary finite trees of RN : p ∈ Y 0} and the maximal value of
Y 0 = maxL4. Reconsider p1 = v as an element of the binary finite trees
of RN. For every extended real x such that x ∈ L4 holds x ¬ the value of
root from left of p1 by [2, (16)]. �

Let us consider a natural number i, a non empty finite subset X of the
binary finite trees of RN, a finite binary tree T decorated with elements of RN,
an element p of domT , and an element r of N. Now we state the propositions:

(25) Suppose T1, q, and p are constructing binary Huffman tree. Then if
X = T1(i), then if T ∈ X, then if r = T (p)1, then r ¬ the maximal value
of X.

(26) Suppose T1, q, and p are constructing binary Huffman tree. Then if
X = T1(i), then if T ∈ X, then if r = T (p)1, then r ¬ the maximal value
of X.

Now we state the proposition:

(27) Suppose T1, q, and p are constructing binary Huffman tree. Let us con-
sider a natural number i, finite binary trees s, t decorated with elements
of RN, and a non empty finite subset X of the binary finite trees of RN.
Suppose

(i) X = T1(i), and

(ii) s, t ∈ X.
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Constructing binary Huffman tree 141

Let us consider a finite binary tree z decorated with elements of RN. Sup-
pose z ∈ X. Then 〈〈(the maximal value of X) + 1, (the value of root from
right of t) + (the value of root from right of s)〉〉 /∈ rng z. The theorem is a
consequence of (26).

Let x be an element. Note that the root tree of x is one-to-one.
Now we state the propositions:

(28) Let us consider a non empty finite subset X of the binary finite trees of
RN and finite binary trees s, t, w decorated with elements of RN. Suppose

(i) for every finite binary tree T decorated with elements of RN such that
T ∈ X for every element p of domT for every element r of N such
that r = T (p)1 holds r ¬ the maximal value of X, and

(ii) for every finite binary trees p, q decorated with elements of RN such
that p, q ∈ X and p 6= q holds rng p ∩ rng q = ∅, and

(iii) s, t ∈ X, and

(iv) s 6= t, and

(v) w ∈ X \ {s, t}.
Then rng MakeTree(t, s, ((the maximal value of X) + 1))∩ rngw = ∅. The
theorem is a consequence of (11) and (12). Proof: Set d = MakeTree(t, s,
((the maximal value of X) + 1)). For every element a such that a ∈ dom d

holds a = ∅ or there exists an element f of dom t such that a = 〈0〉 a f

or there exists an element f of dom s such that a = 〈1〉 a f by [2, (23)].
Consider n2 being an element such that n2 ∈ rng d ∩ rngw. Consider a1

being an element such that a1 ∈ dom d and n2 = d(a1). Consider b1 being
an element such that b1 ∈ domw and n2 = w(b1). w ∈ X and w 6= s and
w 6= t. �

(29) Suppose T1, q, and p are constructing binary Huffman tree. Let us consi-
der a natural number i and finite binary trees T , S decorated with elements
of RN. Suppose

(i) T , S ∈ T1(i), and

(ii) T 6= S.

Then rng T ∩ rngS = ∅. The theorem is a consequence of (26) and (28).
Proof: Define P[natural number] ≡ if 1 ¬ $1 ¬ lenT1, then for every
finite binary trees T , S decorated with elements of RN such that T , S ∈
T1($1) and T 6= S holds rng T ∩ rngS = ∅. For every natural number i
such that P[i] holds P[i+ 1] by [21, (8)], [2, (16), (14)]. For every natural
number i, P[i] from [2, Sch. 2]. �

(30) Let us consider a non empty finite subset X of the binary finite trees of
RN and finite binary trees s, t decorated with elements of RN. Suppose

(i) s is one-to-one, and
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142 hiroyuki okazaki, yuichi futa, and yasunari shidama

(ii) t is one-to-one, and

(iii) t, s ∈ X, and

(iv) rng s ∩ rng t = ∅, and

(v) for every finite binary tree z decorated with elements of RN such that
z ∈ X holds 〈〈(the maximal value of X) + 1, (the value of root from
right of t) + (the value of root from right of s)〉〉 /∈ rng z.

Then MakeTree(t, s, ((the maximal value of X) + 1)) is one-to-one. The
theorem is a consequence of (11) and (12). Proof: Set d = MakeTree(t, s,
((the maximal value of X) + 1)). For every element a such that a ∈ dom d

holds a = ∅ or there exists an element f of dom t such that a = 〈0〉 a f

or there exists an element f of dom s such that a = 〈1〉 a f by [2, (23)].
For every element x such that x ∈ dom d and x 6= ∅ holds d(x) 6= d(∅)
by [11, (3)]. For every elements x1, x2 such that x1, x2 ∈ dom d and
d(x1) = d(x2) holds it is not true that there exists an element f of dom s

such that x1 = 〈1〉 a f and there exists an element f of dom t such that
x2 = 〈0〉af by [11, (3)]. For every elements x1, x2 such that x1, x2 ∈ dom d

and d(x1) = d(x2) holds x1 = x2. �

(31) Suppose T1, q, and p are constructing binary Huffman tree. Let us con-
sider a natural number i and a finite binary tree T decorated with ele-
ments of RN. If T ∈ T1(i), then T is one-to-one. The theorem is a con-
sequence of (27), (29), and (30). Proof: Define P[natural number] ≡ if
1 ¬ $1 ¬ lenT1, then for every finite binary tree T decorated with ele-
ments of RN such that T ∈ T1($1) holds T is one-to-one. For every natural
number i such that P[i] holds P[i+ 1] by [2, (16), (14)]. For every natural
number i, P[i] from [2, Sch. 2]. �

Let us consider p.
Now we are at the position where we can present the Main

Theorem of the paper: Every binary Huffman tree of p is one-to-one.
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Summary. In this article we deal with the Riemann integral of functions
from R into a real Banach space. The last theorem establishes the integrability
of continuous functions on the closed interval of reals. To prove the integrability
we defined uniform continuity for functions from R into a real normed space, and
proved related theorems. We also stated some properties of finite sequences of
elements of a real normed space and finite sequences of real numbers.

In addition we proved some theorems about the convergence of sequences.
We applied definitions introduced in the previous article [21] to the proof of
integrability.
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1. Some Properties of Continuous Functions

In this paper s1, s2, q1 denote sequences of real numbers.
Let X be a real normed space and f be a partial function from R to the

carrier of X. We say that f is uniformly continuous if and only if
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(Def. 1) Let us consider a real number r. Suppose 0 < r. Then there exists a real
number s such that

(i) 0 < s, and

(ii) for every real numbers x1, x2 such that x1, x2 ∈ dom f and |x1−x2| <
s holds ‖fx1 − fx2‖ < r.

Now we state the propositions:

(1) Let us consider a set X, a real normed space Y , and a partial function f
from R to the carrier of Y . Then f�X is uniformly continuous if and only
if for every real number r such that 0 < r there exists a real number s such
that 0 < s and for every real numbers x1, x2 such that x1, x2 ∈ dom(f�X)
and |x1 − x2| < s holds ‖fx1 − fx2‖ < r. Proof: If f�X is uniformly
continuous, then for every real number r such that 0 < r there exists a
real number s such that 0 < s and for every real numbers x1, x2 such
that x1, x2 ∈ dom(f�X) and |x1 − x2| < s holds ‖fx1 − fx2‖ < r by [11,
(80)]. Consider s being a real number such that 0 < s and for every real
numbers x1, x2 such that x1, x2 ∈ dom(f�X) and |x1 − x2| < s holds
‖fx1 − fx2‖ < r. �

(2) Let us consider sets X, X1, a real normed space Y , and a partial function
f from R to the carrier of Y . Suppose

(i) f�X is uniformly continuous, and

(ii) X1 ⊆ X.

Then f�X1 is uniformly continuous. The theorem is a consequence of (1).

(3) Let us consider a real normed space X, a partial function f from R to
the carrier of X, and a subset Z of R. Suppose

(i) Z ⊆ dom f , and

(ii) Z is compact, and

(iii) f�Z is continuous.

Then f�Z is uniformly continuous. The theorem is a consequence of (1).

2. Some Properties of Sequences

Now we state the proposition:

(4) Let us consider a real normed space X, natural numbers n, m, a function
a from Seg n × Segm into X, and finite sequences p, q of elements of X.
Suppose

(i) dom p = Seg n, and
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(ii) for every natural number i such that i ∈ dom p there exists a finite
sequence r of elements of X such that dom r = Segm and p(i) =

∑
r

and for every natural number j such that j ∈ dom r holds r(j) =
a(i, j), and

(iii) dom q = Segm, and

(iv) for every natural number j such that j ∈ dom q there exists a finite
sequence s of elements of X such that dom s = Seg n and q(j) =

∑
s

and for every natural number i such that i ∈ dom s holds s(i) =
a(i, j).

Then
∑
p =
∑
q. Proof: Define P[natural number] ≡ for every natural

number m for every function a from Seg $1 × Segm into X for every
finite sequences p, q of elements of X such that dom p = Seg $1 and for
every natural number i such that i ∈ dom p there exists a finite sequence
r of elements of X such that dom r = Segm and p(i) =

∑
r and for

every natural number j such that j ∈ dom r holds r(j) = a(i, j) and
dom q = Segm and for every natural number j such that j ∈ dom q there
exists a finite sequence s of elements of X such that dom s = Seg $1 and
q(j) =

∑
s and for every natural number i such that i ∈ dom s holds

s(i) = a(i, j) holds
∑
p =
∑
q. For every natural number n such that P[n]

holds P[n + 1] by [4, (5)], [2, (11)], [13, (95)]. For every natural number
n, P[n] from [2, Sch. 2]. �

Let A be a subset of R. The extension of vol(A) yielding a real number is
defined by the term

(Def. 2)

{
0, if A is empty,
vol(A), otherwise.

In the sequel n denotes an element of N and a, b denote real numbers.
Now we state the propositions:

(5) Let us consider a real bounded subset A of R. Then 0 ¬ the extension
of vol(A).

(6) Let us consider a non empty closed interval subset A of R, a Division D
of A, and a finite sequence q of elements of R. Suppose

(i) dom q = Seg lenD, and

(ii) for every natural number i such that i ∈ Seg lenD holds q(i) =
vol(divset(D, i)).

Then
∑
q = vol(A). Proof: Set p = lower volume(χA,A, D). For every

natural number k such that k ∈ dom q holds q(k) = p(k) by [15, (19)]. �

(7) Let us consider a real normed space Y , a point E of Y , a finite sequence
q of elements of R, and a finite sequence S of elements of Y . Suppose

(i) lenS = len q, and
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148 keiko narita, noboru endou, and yasunari shidama

(ii) for every natural number i such that i ∈ domS there exists a real
number r such that r = q(i) and S(i) = r · E.

Then
∑
S =
∑
q ·E. Proof: Define P[natural number] ≡ for every finite

sequence q of elements of R for every finite sequence S of elements of Y
such that $1 = lenS and lenS = len q and for every natural number i
such that i ∈ domS there exists a real number r such that r = q(i) and
S(i) = r · E holds

∑
S =
∑
q · E. P[0] by [30, (10)], [12, (72)], [30, (43)].

For every natural number i, P[i] from [2, Sch. 2]. �

(8) Let us consider a non empty closed interval subset A of R, a Division D
of A, a non empty closed interval subset B of R, and a finite sequence v
of elements of R. Suppose

(i) B ⊆ A, and

(ii) lenD = len v, and

(iii) for every natural number i such that
i ∈ dom v holds v(i) = the extension of vol(B ∩ divset(D, i)).

Then
∑
v = vol(B). The theorem is a consequence of (5). Proof: Define

P[natural number] ≡ for every non empty closed interval subset A of R for
every Division D of A for every non empty closed interval subset B of R for
every finite sequence v of elements of R such that $1 = lenD and B ⊆ A

and lenD = len v and for every natural number k such that k ∈ dom v

holds v(k) = the extension of vol(B ∩ divset(D, k)) holds
∑
v = vol(B).

For every natural number i such that P[i] holds P[i+ 1] by [29, (29)], [4,
(4)], [2, (11)]. For every natural number i, P[i] from [2, Sch. 2]. �

(9) Let us consider a real normed space Y , a finite sequence x3 of elements
of Y , and a finite sequence y of elements of R. Suppose

(i) lenx3 = len y, and

(ii) for every element i of N such that i ∈ domx3 there exists a point v
of Y such that v = x3i and y(i) = ‖v‖.

Then ‖
∑
x3‖ ¬

∑
y. Proof: Define P[natural number] ≡ for every finite

sequence x3 of elements of Y for every finite sequence y of elements of
R such that $1 = lenx3 and lenx3 = len y and for every element i of N
such that i ∈ domx3 there exists a point v of Y such that v = x3i and
y(i) = ‖v‖ holds ‖

∑
x3‖ ¬

∑
y. P[0] by [30, (43)], [12, (72)]. For every

natural number i, P[i] from [2, Sch. 2]. �

(10) Let us consider a real normed space Y , a finite sequence p of elements
of Y , and a finite sequence q of elements of R. Suppose

(i) len p = len q, and

(ii) for every natural number j such that j ∈ dom p holds ‖pj‖ ¬ q(j).
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Then ‖
∑
p‖ ¬

∑
q. The theorem is a consequence of (9). Proof: Define

Q[natural number, set] ≡ there exists a point v of Y such that v = p$1 and
$2 = ‖v‖. For every natural number i such that i ∈ Seg len p there exists
an element x of R such that Q[i, x]. Consider u being a finite sequence of
elements of R such that domu = Seg len p and for every natural number i
such that i ∈ Seg len p holds Q[i, u(i)] from [4, Sch. 5]. For every element
i of N such that i ∈ dom p there exists a point v of Y such that v = pi
and u(i) = ‖v‖. �

(11) Let us consider an element j of N, a non empty closed interval subset A of
R, and a Division D1 of A. Suppose j ∈ domD1. Then vol(divset(D1, j)) ¬
δD1 .

(12) Let us consider a non empty closed interval subset A of R, a Division
D of A, and a real number r. Suppose δD < r. Let us consider a natural
number i and real numbers s, t. If i ∈ domD and s, t ∈ divset(D, i), then
|s− t| < r. The theorem is a consequence of (11).

(13) Let us consider a real Banach space X, a non empty closed interval
subset A of R, and a function h from A into the carrier of X. Suppose
a real number r. Suppose 0 < r. Then there exists a real number s such
that

(i) 0 < s, and

(ii) for every real numbers x1, x2 such that x1, x2 ∈ domh and |x1−x2| <
s holds ‖hx1 − hx2‖ < r.

Let us consider a division sequence T of A and a middle volume sequence
S of h and T . Suppose

(iii) δT is convergent, and

(iv) lim δT = 0.

Then middle sum(h, S) is convergent. The theorem is a consequence of
(8), (7), (4), (12), (5), (10), and (6). Proof: For every division sequence
T of A and for every middle volume sequence S of h and T such that δT
is convergent and lim δT = 0 holds middle sum(h, S) is convergent by [32,
(57)], [15, (9)], [17, (9)]. �

The scheme ExRealSeq2X deals with a non empty set D and a unary functor
F , G yielding an element of D and states that

(Sch. 1) There exists a sequence s of D such that for every natural number n,
s(2 · n) = F(n) and s(2 · n+ 1) = G(n).

Now we state the propositions:

(14) Let us consider a natural number n. Then there exists a natural number
k such that n = 2 · k or n = 2 · k + 1.
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(15) Let us consider a non empty closed interval subset A of R and division
sequences T2, T of A. Then there exists a division sequence T1 of A such
that for every natural number i, T1(2 · i) = T2(i) and T1(2 · i+ 1) = T (i).
The theorem is a consequence of (14).

(16) Let us consider a non empty closed interval subset A of R and division
sequences T2, T , T1 of A. Suppose

(i) δT2 is convergent, and

(ii) lim δT2 = 0, and

(iii) δT is convergent, and

(iv) lim δT = 0, and

(v) for every natural number i, T1(2 · i) = T2(i) and T1(2 · i+ 1) = T (i).

Then

(vi) δT1 is convergent, and

(vii) lim δT1 = 0.

The theorem is a consequence of (14).

(17) Let us consider a real normed spaceX, a non empty closed interval subset
A of R, a function h from A into the carrier of X, division sequences T2,
T , T1 of A, a middle volume sequence S7 of h and T2, and a middle volume
sequence S of h and T . Suppose a natural number i. Then

(i) T1(2 · i) = T2(i), and

(ii) T1(2 · i+ 1) = T (i).

Then there exists a middle volume sequence S1 of h and T1 such that
for every natural number i, S1(2 · i) = S7(i) and S1(2 · i + 1) = S(i).
The theorem is a consequence of (14). Proof: Reconsider S2 = S7,
S3 = S as a sequence of (the carrier of X)∗. Define F(natural number) =
S2$1 . Define G(natural number) = S3$1 . Consider S1 being a sequence of
(the carrier of X)∗ such that for every natural number n, S1(2 ·n) = F(n)
and S1(2 ·n+1) = G(n) from ExRealSeq2X. For every element i of N, S1(i)
is a middle volume of h and T1(i). �

(18) Let us consider a real normed space X and sequences S4, S6, S5 of X.
Suppose

(i) S5 is convergent, and

(ii) for every natural number i, S5(2 · i) = S4(i) and S5(2 · i+ 1) = S6(i).

Then

(iii) S4 is convergent, and

(iv) limS4 = limS5, and

(v) S6 is convergent, and
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(vi) limS6 = limS5.

The theorem is a consequence of (14). Proof: For every real number r
such that 0 < r there exists a natural number m1 such that for every
natural number i such that m1 ¬ i holds ‖S4(i) − limS5‖ < r by [2,
(11)]. For every real number r such that 0 < r there exists a natural
number m1 such that for every natural number i such that m1 ¬ i holds
‖S6(i)− limS5‖ < r by [2, (11)]. �

(19) Let us consider a real Banach space X and a continuous partial function
f from R to the carrier of X. If a ¬ b and [a, b] ⊆ dom f , then f is
integrable on [a, b]. The theorem is a consequence of (3), (13), (15), (17),
(16), and (18). Proof: Set A = [a, b]. Reconsider h = f�A as a function
from A into the carrier of X. Consider T2 being a division sequence of A
such that δT2 is convergent and lim δT2 = 0. Set S7 = the middle volume
sequence of h and T2. Set I = lim middle sum(h, S7). For every division
sequence T of A and for every middle volume sequence S of h and T such
that δT is convergent and lim δT = 0 holds middle sum(h, S) is convergent
and lim middle sum(h, S) = I. �
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Summary. In the article the formal characterization of square-free num-
bers is shown; in this manner the paper is the continuation of [19]. Essentially,
we prepared some lemmas for convenient work with numbers (including the pro-
of that the sequence of prime reciprocals diverges [1]) according to [18] which
were absent in the Mizar Mathematical Library. Some of them were expressed in
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1. Preliminaries

Let a, b be non zero natural numbers. Let us observe that gcd(a, b) is non
zero and lcm(a, b) is non zero.

Let n be a natural number. Note that 0−′ n reduces to 0.
Now we state the propositions:

(1) Let us consider natural numbers n, i. If n  22·i+2, then n
2  2i ·

√
n.

(2) Let us consider a natural number n. Then support PFExp(n) ⊆ P.
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Let us consider a non zero natural number n. Now we state the propositions:

(3) n− (n div 2) · 2 ¬ 1.

(4) (n div 2) · 2 ¬ n.

Now we state the propositions:

(5) Let us consider non zero natural numbers a, b. Suppose a and b are not
relatively prime. Then there exists a non zero natural number k such that

(i) k 6= 1, and

(ii) k | a, and

(iii) k | b.

(6) Let us consider non zero natural numbers n, a. If a | n, then n div a 6= 0.

(7) Let us consider natural numbers i, j. If i and j are relatively prime, then
lcm(i, j) = i · j.

Let f be a natural-valued finite sequence. Let us note that
∏
f is natural.

2. Prime Numbers

Now we state the propositions:

(8) pr(0) = 2.

(9) P(3) = {2}. Proof: For every natural number q, q ∈ {2} iff q < 3 and
q is prime by [27, (28)], [4, (13)]. �

(10) pr(1) = 3. The theorem is a consequence of (9).

(11) P(5) = {2, 3}. Proof: For every natural number q, q ∈ {2, 3} iff q < 5
and q is prime by [27, (28)], [17, (41)], [4, (13)]. �

(12) pr(2) = 5. The theorem is a consequence of (11).

(13) P(6) = {2, 3, 5}. Proof: {2, 3, 5} ⊆ N. For every natural number q,
q ∈ {2, 3, 5} iff q < 6 and q is prime by [27, (28)], [17, (41), (59)]. �

(14) P(7) = {2, 3, 5}. Proof: {2, 3, 5} ⊆ N. For every natural number q,
q ∈ {2, 3, 5} iff q < 7 and q is prime by [27, (28)], [17, (41), (59)]. �

(15) pr(3) = 7. The theorem is a consequence of (14).

(16) P(11) = {2, 3, 5, 7}. Proof: {2, 3, 5, 7} ⊆ N. For every natural number
q, q ∈ {2, 3, 5, 7} iff q < 11 and q is prime by [27, (28)], [17, (41), (59)]. �

(17) pr(4) = 11. The theorem is a consequence of (16).

(18) P(13) = {2, 3, 5, 7, 11}. Proof: {2, 3, 5, 7, 11} ⊆ N. For every natural
number q, q ∈ {2, 3, 5, 7, 11} iff q < 13 and q is prime by [27, (28)], [17,
(41), (59)]. �

(19) pr(5) = 13.

(20) Let us consider natural numbers m, n. Then
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(i) P(m) ⊆ P(n), or

(ii) P(n) ⊆ P(m).

(21) Let us consider natural numbers n, m. Then n < m if and only if pr(n) <
pr(m). Proof: For every natural numbers n, m such that n < m holds
pr(n) < pr(m) by [2, (11)], [26, (69)], [4, (39)]. �

3. Prime Reciprocals

In this paper n, i denote natural numbers.
The functor invP yielding a sequence of real numbers is defined by

(Def. 1) Let us consider a natural number i. Then it(i) = 1
pr(i) .

Let f be a sequence of real numbers. We introduce f is divergent as an
antonym for f is convergent.

Let us note that invP is decreasing and lower bounded and invP is convergent.
The functor invN yielding a sequence of real numbers is defined by

(Def. 2) Let us consider a natural number i. Then it(i) = 1
i .

Let us note that invN is non-negative yielding and invN is convergent.
Now we state the propositions:

(22) lim invN = 0.

(23) invP is a subsequence of invN. The theorem is a consequence of (21).
Proof: Define F(natural number) = pr($1). Consider f being a sequence
of real numbers such that for every natural number i, f(i) = F(i) from
[24, Sch. 1]. For every natural number n, f(n) is an element of N. For every
natural numbers n, m such that n < m holds f(n) < f(m). invP = invN ·f
by [10, (13)]. �

Let f be a non-negative yielding sequence of real numbers. One can verify
that every subsequence of f is non-negative yielding and invP is non-negative
yielding.

Now we state the proposition:

(24) lim invP = 0.

Observe that (
∑κ
α=0(invP)(α))κ∈N is non-decreasing as a sequence of real

numbers.
Now we state the proposition:

(25) Let us consider a non-negative yielding sequence f of real numbers. Sup-
pose f is summable. Let us consider a real number p. Suppose p > 0. Then
there exists an element i of N such that

∑
(f ↑ i) < p.
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4. Square Factors

Let n be a non zero natural number. The functor SqFactorsn yielding a
many sorted set indexed by P is defined by

(Def. 3) (i) support it = support PFExp(n), and

(ii) for every natural number p such that p ∈ support PFExp(n) holds
it(p) = p(p -count(n)) div 2.

Let us observe that SqFactorsn is finite-support and natural-valued.
Note that every element of support SqFactorsn is natural.
The functor SqFn yielding a natural number is defined by the term

(Def. 4)
∏

SqFactorsn.

Now we state the proposition:

(26) Let us consider a bag f of P. Then
∏
f 6= 0.

Let n be a non zero natural number. Let us observe that SqFn is non zero.
Let p be a prime number. The functor SqFDiv p yielding a subset of N is

defined by

(Def. 5) Let us consider a natural number n. Then n ∈ it if and only if n is
square-free and for every prime number i such that i | n holds i ¬ p.

In the sequel p denotes a prime number.
Now we state the propositions:

(27) 1 ∈ SqFDiv p. Proof: For every prime number i such that i | 1 holds
i ¬ p by [21, (15)]. �

(28) 0 /∈ SqFDiv p.

Let us note that there exists a natural number which is square-free and non
zero.

Let us consider p. One can verify that there exists a bag of Seg p which is
positive yielding.

Now we state the propositions:

(29) Let us consider a positive yielding bag f of Seg p. Then dom f = support f .
Proof: Seg p ⊆ support f by [10, (3)]. �

(30) dom CFS(Seg p) = Seg p.

(31) Let us consider a finite set A. Then dom CFS(A) = Seg A .

(32) Let us consider a positive yielding bag g of Seg p. If g = p 7→ p, then
g = g · CFS(support g). The theorem is a consequence of (29) and (30).
Proof: Set g = f · CFS(Seg p). For every element x such that x ∈ dom g

holds g(x) = p 7→ p(x) by [10, (12)], [35, (7)], [10, (3)]. �

(33) Let us consider a positive yielding bag f of Seg p. If f = p 7→ p, then∏
f = pp. The theorem is a consequence of (32).

Let us consider a non zero natural number n. Now we state the propositions:
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(34) If n ∈ SqFDiv p, then support PFExp(n) ⊆ Seg p.

(35) If n ∈ SqFDiv p, then support PFExp(n) ¬ p.
Now we state the propositions:

(36) Let us consider a square-free non zero natural number n.
Then rng PFExp(n) ⊆ {0, 1}.

(37) Let us consider non zero natural numbersm, n. If PFExp(m) = PFExp(n),
thenm = n. Proof: For every element x such that x ∈ dom PPF(m) holds
(PPF(m))(x) = (PPF(n))(x) by [23, (33)]. �

Let p be a prime number. Observe that SqFDiv p is non empty.
Note that every element of SqFDiv p is non empty.
The functor 2P(p) yielding a set is defined by the term

(Def. 6) 2Seg p∩P.

Let us note that 2P(p) is finite.
The functor HomP(p) yielding a function from SqFDiv p into 2P(p) is defined

by

(Def. 7) Let us consider an element x of SqFDiv p.
Then it(x) = PFExp(x)�(Seg p ∩ P).

Observe that HomP(p) is one-to-one.
Now we state the proposition:

(38) SqFDiv p ⊆ 2P(p).

Let p be a prime number. One can verify that SqFDiv p is finite.
Now we state the propositions:

(39) SqFDiv p ¬ 2p.

(40) If n 6= 0 and pi | n, then i ¬ p -count(n).

(41) If n 6= 0 and for every prime number p, p -count(n) ¬ 1, then n is
square-free. The theorem is a consequence of (40).

(42) Let us consider a prime number p and a non zero natural number n. If
p -count(n) = 0, then (SqFactorsn)(p) = 0.

(43) Let us consider a non zero natural number n and a prime number p.
Suppose p -count(n) 6= 0. Then (SqFactorsn)(p) = p(p -count(n)) div 2.

(44) Let us consider non zero natural numbers m, n. Suppose m and n are
relatively prime. Then SqFactors(m ·n) = SqFactorsm+SqFactorsn. The
theorem is a consequence of (42) and (43).

(45) Let us consider a non zero natural number n. Then SqFn | n. The
theorem is a consequence of (44). Proof: Define F(non zero natural
number) =

∏
SqFactors $1. Define G(non zero natural number) = SqFac-

tors $1. Define P[natural number] ≡ for every non zero natural number n
such that supportG(n) ⊆ Seg $1 holds F(n) | n. For every natural number
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k such that P[k] holds P[k + 1] by [6, (1)], [4, (13)], [23, (34), (42)]. P[0]
by [23, (20)]. For every natural number k, P[k] from [4, Sch. 2]. �

Let n be a non zero natural number. One can check that PFactorsn is prime-
factorization-like.

Let us consider a bag f of P. Now we state the propositions:

(46) There exists a finite sequence g of elements of N such that

(i)
∏
f =
∏
g, and

(ii) g = f · CFS(support f).

(47) If f(p) = pn, then pn |
∏
f .

(48) If f(p) = pn, then p -count(
∏
f)  n.

5. Extracting Square-containing and Square-free Part of a
Number

Let n be a non zero natural number. The functor TSqFactorsn yielding a
many sorted set indexed by P is defined by

(Def. 8) (i) support it = support PFExp(n), and

(ii) for every natural number p such that p ∈ support PFExp(n) holds
it(p) = p2·((p -count(n)) div 2).

Now we state the proposition:

(49) Let us consider a non zero natural number n. Then TSqFactorsn =
(SqFactorsn)2. Proof: For every element x such that x ∈ dom TSqFact-
ors n holds (TSqFactorsn)(x) = (SqFactorsn)2(x) by [26, (9), (11)]. �

Let n be a non zero natural number. Let us observe that TSqFactorsn is
finite-support and natural-valued.

The functor TSqFn yielding a natural number is defined by the term

(Def. 9)
∏

TSqFactorsn.

Observe that TSqFn is non zero.
Now we state the propositions:

(50) Let us consider a prime number p and a non zero natural number n. If
p -count(n) = 0, then (TSqFactorsn)(p) = 0.

(51) Let us consider a non zero natural number n and a prime number p.
Suppose p -count(n) 6= 0. Then (TSqFactorsn)(p) = p2·((p -count(n)) div 2).

(52) Let us consider non zero natural numbers m, n. Suppose m and n are
relatively prime. Then TSqFactors(m ·n) = TSqFactorsm+TSqFactorsn.
The theorem is a consequence of (50) and (51).

Let n be a non zero natural number. One can check that support TSqFactorsn
is natural-membered.

Now we state the proposition:
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(53) Let us consider a non zero natural number n. Then TSqFn | n. The the-
orem is a consequence of (4) and (52). Proof: Define F(non zero natural
number) =

∏
TSqFactors $1. Define G(non zero natural number) = TSqFa-

ctors $1. Define P[natural number] ≡ for every non zero natural number n
such that supportG(n) ⊆ Seg $1 holds F(n) | n. For every natural number
k such that P[k] holds P[k + 1] by [6, (1)], [4, (13)], [23, (34), (42)]. P[0]
by [23, (20)]. For every natural number k, P[k] from [4, Sch. 2]. �

Let n be a non zero natural number. Let us note that n div TSqFn is square-
free as a natural number.

Now we state the propositions:

(54) Let us consider non zero natural numbers n, k. If k 6= 1 and k2 | n, then
n is square-containing.

(55) Let us consider a square-free non zero natural number n and a non zero
natural number a. If a | n, then a and n div a are relatively prime. The
theorem is a consequence of (5) and (54). Proof: n div a 6= 0 by [29, (12)].
Consider k being a non zero natural number such that k 6= 1 and k | a
and k | n div a. �

6. Binary Operations

Now we state the propositions:

(56) Let us consider non empty sets A, C, a commutative binary operation L
on A, and a binary operation L1 on C. If C ⊆ A and L1 = L � C, then L1
is commutative. Proof: For every elements a, b of C, L1(a, b) = L1(b, a)
by [14, (87)], [10, (49)]. �

(57) Let us consider non empty sets A, C, an associative binary operation L
on A, and a binary operation L1 on C. If C ⊆ A and L1 = L � C, then L1
is associative. Proof: For every elements a, b, c of C, L1(a, L1(b, c)) =
L1(L1(a, b), c) by [14, (87)], [10, (49), (47)]. �

Let C be a non empty set, L be a commutative binary operation on C, and
M be a binary operation on C. Note that 〈C,L,M〉 is join-commutative.

Let L be a binary operation on C and M be a commutative binary operation
on C. Let us observe that 〈C,L,M〉 is meet-commutative.

Let L be an associative binary operation on C and M be a binary operation
on C. Note that 〈C,L,M〉 is join-associative.

Let L be a binary operation on C and M be an associative binary operation
on C. Let us observe that 〈C,L,M〉 is meet-associative.
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7. On the Natural Divisors

Now we state the proposition:

(58) Let us consider a non zero natural number n. Then the set of positive
divisors of n ⊆ N+.

Let us consider a non zero natural number n and natural numbers x, y. Now
we state the propositions:

(59) Suppose x, y ∈ the set of positive divisors of n. Then lcm(x, y) ∈ the set
of positive divisors of n.

(60) Suppose x, y ∈ the set of positive divisors of n. Then gcd(x, y) ∈ the set
of positive divisors of n.

Let n be a non zero natural number. Note that the set of positive divisors of n
is non empty and gcdN is commutative and associative and lcmN is commutative
and associative.

Now we state the propositions:

(61) gcdN+ = gcdN � N+. Proof: Set h1 = gcdN+ . Set h = gcdN. Set N = N+.
h1 = h�(N ×N) by [41, (62)], [10, (49), (2)]. �

(62) lcmN+ = lcmN � N+. Proof: Set h1 = lcmN+ . Set h = lcmN. Set N =
N+. h1 = h�(N ×N) by [41, (62)], [10, (49), (2)]. �

Let us observe that gcdN+ is commutative and lcmN+ is commutative and
gcdN+ is associative and lcmN+ is associative.

8. The Lattice of Natural Divisors

Let n be a non zero natural number. The lattice of positive divisors of n
yielding a strict sublattice of LN+ is defined by

(Def. 10) The carrier of it = the set of positive divisors of n.

One can check that the carrier of the lattice of positive divisors of n is
natural-membered.

Now we state the proposition:

(63) Let us consider a non zero natural number n and elements a, b of the
lattice of positive divisors of n. Then

(i) a t b = lcm(a, b), and

(ii) a u b = gcd(a, b).

Let n be a non zero natural number and p, q be elements of the lattice of
positive divisors of n. We identify lcm(p, q) with ptq. We identify gcd(p, q) with
p u q. Let us note that the lattice of positive divisors of n is non empty.

Note that the lattice of positive divisors of n is distributive and bounded.
Now we state the proposition:
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(64) Let us consider a non zero natural number n. Then

(i) >α = n, and

(ii) ⊥α = 1,

where α is the lattice of positive divisors of n. Proof: Set L = the lattice
of positive divisors of n. Reconsider T = n as an element of L. For every
element a of L, T t a = T and a t T = T by [26, (44)], [19, (39)]. �

Let n be a square-free non zero natural number. One can verify that the
lattice of positive divisors of n is Boolean.

Let n be a non zero natural number. One can verify that every element of
the lattice of positive divisors of n is non zero.

Now we state the proposition:

(65) Let us consider a non zero natural number n. Then the lattice of positive
divisors of n is Boolean if and only if n is square-free. The theorem is a
consequence of (64) and (7). Proof: Set L = the lattice of positive
divisors of n. If L is Boolean, then n is square-free by [26, (81)], [19, (39)],
[28, (7)]. �
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