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on Symmetric Difference
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Summary. For each set X, the power set of X forms a vector space over
the field Z2 (the two-element field {0, 1} with addition and multiplication done
modulo 2): vector addition is disjoint union, and scalar multiplication is defined
by the two equations (1 · x := x, 0 · x := ∅ for subsets x of X). See [10], Exercise
2.K, for more information.

MML identifier: BSPACE, version: 7.8.05 4.89.993

The articles [8], [19], [20], [13], [21], [5], [14], [7], [6], [4], [1], [9], [2], [3], [16], [18],
[11], [17], [15], and [12] provide the notation and terminology for this paper.

1. Preliminaries: Induction on Sequences of Elements of a
1-sorted Structure

Let S be a 1-sorted structure. The functor εS yielding a finite sequence of
elements of S is defined as follows:

(Def. 1) εS = ε(ΩS).

In the sequel S denotes a 1-sorted structure, i denotes an element of N, p
denotes a finite sequence, and X denotes a set.
We now state two propositions:

(1) For every finite sequence p of elements of S such that i ∈ dom p holds
p(i) ∈ S.

(2) If for every natural number i such that i ∈ dom p holds p(i) ∈ S, then p
is a finite sequence of elements of S.
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The scheme IndSeqS deals with a 1-sorted structure A and a unary predicate
P, and states that:

For every finite sequence p of elements of A holds P[p]
provided the parameters have the following properties:
• P[εA], and
• For every finite sequence p of elements of A and for every element
x of A such that P[p] holds P[p a 〈x〉].

2. The Two-element Field Z2

The field Z2 is defined by:

(Def. 2) Z2 = ZR2 .
One can prove the following propositions:

(3) ΩZ2 = {0, 1}.
(4) For every element a of Z2 holds a = 0 or a = 1.

(5) 0Z2 = 0.

(6) 1Z2 = 1.

(7) 1Z2 + 1Z2 = 0Z2 .

(8) For every element x of Z2 holds x = 0Z2 iff x 6= 1Z2 .

3. Set-theoretical Preliminaries

Let X, x be sets. The functor X@x yields an element of Z2 and is defined
as follows:

(Def. 3) X@x =

{
1Z2 , if x ∈ X,
0Z2 , otherwise.

Next we state several propositions:

(9) For all sets X, x holds X@x = 1Z2 iff x ∈ X.
(10) For all sets X, x holds X@x = 0Z2 iff x /∈ X.
(11) For all sets X, x holds X@x 6= 0Z2 iff X@x = 1Z2 .
(12) For all sets X, x, y holds X@x = X@y iff x ∈ X is equivalent to y ∈ X.
(13) For all sets X, Y , x holds X@x = Y @x iff x ∈ X is equivalent to x ∈ Y.
(14) For every set x holds ∅@x = 0Z2 .
(15) For every set X and for all subsets u, v of X and for every element x of
X holds (u−. v)@x = u@x+ v@x.

(16) For all sets X, Y holds X = Y iff for every set x holds X@x = Y @x.
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4. The Boolean Vector Space of Subsets of a Set

Let X be a set, let a be an element of Z2, and let c be a subset of X. The
functor a · c yields a subset of X and is defined as follows:
(Def. 4)(i) a · c = c if a = 1Z2 ,

(ii) a · c = ∅X if a = 0Z2 .
Let X be a set. The functor ΣX yields a binary operation on 2X and is

defined by:

(Def. 5) For all subsets c, d of X holds ΣX(c, d) = c−. d.
We now state four propositions:

(17) For every element a of Z2 and for all subsets c, d of X holds a · (c−. d) =
(a · c)−. (a · d).

(18) For all elements a, b of Z2 and for every subset c of X holds (a+ b) · c =
(a · c)−. (b · c).

(19) For every subset c of X holds 1Z2 · c = c.
(20) For all elements a, b of Z2 and for every subset c of X holds a · (b · c) =
a · b · c.
Let X be a set. The functor ·X yielding a function from (the carrier of Z2)×

2X into 2X is defined by:

(Def. 6) For every element a of Z2 and for every subset c ofX holds ·X(a, c) = a·c.
Let X be a set. The functor BX yielding a non empty vector space structure

over Z2 is defined as follows:

(Def. 7) BX = 〈2X ,ΣX , ∅X , ·X〉.
The following propositions are true:

(21) BX is Abelian.

(22) BX is add-associative.

(23) BX is right zeroed.

(24) BX is right complementable.

(25) For every element a of Z2 and for all elements x, y of BX holds a·(x+y) =
a · x+ a · y.

(26) For all elements a, b of Z2 and for every element x of BX holds (a+b)·x =
a · x+ b · x.

(27) For all elements a, b of Z2 and for every element x of BX holds (a·b)·x =
a · (b · x).

(28) For every element x of BX holds 1Z2 · x = x.
(29) BX is vector space-like.

Let X be a set. One can verify that BX is vector space-like, Abelian, right
complementable, add-associative, and right zeroed.



4 jesse alama

5. The Linear Independence and Linear Span of Singleton Subsets

Let X be a set. We say that X is singleton if and only if:

(Def. 8) X is non empty and trivial.

One can check that every set which is singleton is also non empty and trivial
and every set which is non empty and trivial is also singleton.
Let X be a set and let f be a subset of X. Let us observe that f is singleton

if and only if:

(Def. 9) There exists a set x such that x ∈ X and f = {x}.
Let X be a set. The functor SX is defined as follows:

(Def. 10) SX = {f ⊆ X: f is singleton}.
Let X be a set. Then SX is a subset of BX .
Let X be a non empty set. One can check that SX is non empty.
The following proposition is true

(30) For every non empty set X and for every subset f of X such that f is
an element of SX holds f is singleton.

Let F be a field, let V be a vector space over F , let l be a linear combination
of V , and let x be an element of V . Then l(x) is an element of F .
Let X be a non empty set, let s be a finite sequence of elements of BX , and

let x be an element of X. The functor s@x yielding a finite sequence of elements
of Z2 is defined as follows:

(Def. 11) len(s@x) = len s and for every natural number j such that 1 ≤ j ≤ len s
holds (s@x)(j) = s(j)@x.

The following propositions are true:

(31) For every non empty setX and for every element x ofX holds ε(BX)
@x =

ε(Z2).

(32) For every set X and for all elements u, v of BX and for every element x
of X holds (u+ v)@x = u@x+ v@x.

(33) Let X be a non empty set, s be a finite sequence of elements of BX ,
f be an element of BX , and x be an element of X. Then (s a 〈f〉)@x =
(s@x) a 〈f@x〉.

(34) Let X be a non empty set, s be a finite sequence of elements of BX , and
x be an element of X. Then (

∑
s)@x =

∑
s@x.

(35) Let X be a non empty set, l be a linear combination of BX , and x be
an element of BX . If x ∈ the support of l, then l(x) = 1Z2 .

(36) S∅ = ∅.
(37) SX is linearly independent.

(38) For every element f of BX such that there exists a set x such that x ∈ X
and f = {x} holds f ∈ SX .
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(39) For every finite set X and for every subset A of X there exists a linear
combination l of SX such that

∑
l = A.

(40) For every finite set X holds Lin(SX) = BX .

(41) For every finite set X holds SX is a basis of BX .

Let X be a finite set. Observe that SX is finite.
Let X be a finite set. One can verify that BX is finite dimensional.
Next we state three propositions:

(42) SX = X .

(43) ΩBX = 2
X .

(44) dim(B∅) = 0.
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Summary. Euler’s polyhedron theorem states for a polyhedron p, that

V − E + F = 2,

where V , E, and F are, respectively, the number of vertices, edges, and faces of p.
The formula was first stated in print by Euler in 1758 [11]. The proof given here is
based on Poincaré’s linear algebraic proof, stated in [17] (with a corrected proof
in [18]), as adapted by Imre Lakatos in the latter’s Proofs and Refutations [15].
As is well known, Euler’s formula is not true for all polyhedra. The condition

on polyhedra considered here is that of being a homology sphere, which says
that the cycles (chains whose boundary is zero) are exactly the bounding chains
(chains that are the boundary of a chain of one higher dimension).
The present proof actually goes beyond the three-dimensional version of the

polyhedral formula given by Lakatos; it is dimension-free, in the sense that it
gives a formula in which the dimension of the polyhedron is a parameter. The
classical Euler relation V − E + F = 2 is corresponds to the case where the
dimension of the polyhedron is 3.
The main theorem, expressed in the language of the present article, is

Sum alternating− characteristic− sequence(p) = 0,

where p is a polyhedron. The alternating characteristic sequence of a polyhedron
is the sequence

−N(−1),+N(0),−N(1), . . . , (−1)dim(p) ∗N(dim(p)),

where N(k) is the number of polytopes of p of dimension k. The special case of
dim(p) = 3 yields Euler’s classical relation. (N(−1) and N(3) will turn out to be
equal, by definition, to 1.)
Two other special cases are proved: the first says that a one-dimensional “po-

lyhedron” that is a homology sphere consists of just two vertices (and thus con-
sists of just a single edge); the second special case asserts that a two-dimensional
polyhedron that is a homology sphere (a polygon) has as many vertices as edges.
A treatment of the more general version of Euler’s relation can be found

in [12] and [6]. The former contains a proof of Steinitz’s theorem, which shows
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that the abstract polyhedra treated in Poincaré’s proof, which might not appear
to be about polyhedra in the usual sense of the word, are in fact embeddable
in R3 under certain conditions. It would be valuable to formalize a proof of
Steinitz’s theorem and relate it to the development contained here.

MML identifier: POLYFORM, version: 7.8.05 4.89.993

The terminology and notation used here are introduced in the following articles:
[9], [27], [28], [7], [8], [21], [10], [4], [22], [3], [5], [14], [19], [26], [23], [13], [25],
[24], [16], [20], [29], [1], and [2].

1. Set-theoretical Preliminaries

The following propositions are true:

(1) For all sets X, c, d such that there exist sets a, b such that a 6= b and
X = {a, b} and c, d ∈ X and c 6= d holds X = {c, d}.

(2) For every function f such that f is one-to-one holds dom f = rng f .

2. Arithmetical Preliminaries

In the sequel n denotes a natural number and k denotes an integer.
Next we state the proposition

(3) If 1 ≤ k, then k is a natural number.
Let a be an integer and let b be a natural number. Then a · b is an element

of Z.
One can prove the following propositions:

(4) 1 is odd.

(5) 2 is even.

(6) 3 is odd.

(7) 4 is even.

(8) If n is even, then (−1)n = 1.
(9) If n is odd, then (−1)n = −1.
(10) (−1)n is an integer.
Let a be an integer and let n be a natural number. Then an is an element

of Z.
We now state four propositions:

(11) For all finite sequences p, q, r holds len(p a q) ≤ len(p a (q a r)).

http://ftp.mizar.org/
http://fm.mizar.org/miz/polyform.miz
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(12) 1 < n+ 2.

(13) (−1)2 = 1.
(14) For every natural number n holds (−1)n = (−1)n+2.

3. Preliminaries on Finite Sequences

Let f be a finite sequence of elements of Z and let k be a natural number.
Observe that fk is integer.
The following propositions are true:

(15) Let a, b, s be finite sequences of elements of Z. Suppose that
(i) len s > 0,
(ii) len a = len s,
(iii) len s = len b,
(iv) for every natural number n such that 1 ≤ n ≤ len s holds sn = an+ bn,
and

(v) for every natural number k such that 1 ≤ k < len s holds bk = −ak+1.
Then

∑
s = a1 + blen s.

(16) For all finite sequences p, q, r holds len(p a q a r) = len p+ len q + len r.

(17) For every set x and for all finite sequences p, q holds (〈x〉 a p a q)1 = x.

(18) For every set x and for all finite sequences p, q holds (p a q a

〈x〉)len p+len q+1 = x.
(19) For all finite sequences p, q, r and for every natural number k such that
len p < k ≤ len(p a q) holds (p a q a r)k = qk−len p.

Let a be an integer. Then 〈a〉 is a finite sequence of elements of Z.
Let a, b be integers. Then 〈a, b〉 is a finite sequence of elements of Z.
Let a, b, c be integers. Then 〈a, b, c〉 is a finite sequence of elements of Z.
Let p, q be finite sequences of elements of Z. Then p a q is a finite sequence

of elements of Z.
We now state four propositions:

(20) For all finite sequences p, q of elements of Z holds
∑
pa q = (

∑
p)+
∑
q.

(21) For every integer k and for every finite sequence p of elements of Z holds∑
〈k〉 a p = k +

∑
p.

(22) For all finite sequences p, q, r of elements of Z holds
∑
p a q a r =

(
∑
p) +

∑
q +
∑
r.

(23) For every element a of Z2 holds
∑
〈a〉 = a.
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4. Polyhedra and Incidence Matrices

Let X, Y be sets. An incidence matrix of X and Y is an element of
{0Z2 , 1Z2}X×Y .
We now state the proposition

(24) For all sets X, Y holds X × Y 7−→ 1Z2 is an incidence matrix of X and
Y .

Polyhedron is defined by the condition (Def. 1).

(Def. 1) There exists a finite sequence-yielding finite sequence F and there exists
a function yielding finite sequence I such that
(i) len I = lenF − 1,
(ii) for every natural number n such that 1 ≤ n < lenF holds I(n) is an
incidence matrix of rngF (n) and rngF (n+ 1),

(iii) for every natural number n such that 1 ≤ n ≤ lenF holds F (n) is non
empty and F (n) is one-to-one, and

(iv) it = 〈〈F, I〉〉.
In the sequel p denotes a polyhedron, k denotes an integer, and n denotes a

natural number.
Let us consider p. Then p1 is a finite sequence-yielding finite sequence. Then

p2 is a function yielding finite sequence.
Let p be a polyhedron. The functor dim(p) yielding an element of N is defined

by:

(Def. 2) dim(p) = len(p1).

Let p be a polyhedron and let k be an integer. The functor Pk,p yielding a
finite set is defined by the conditions (Def. 3).

(Def. 3)(i) If k < −1, then Pk,p = ∅,
(ii) if k = −1, then Pk,p = {∅},
(iii) if −1 < k < dim(p), then Pk,p = rng p1(k + 1),
(iv) if k = dim(p), then Pk,p = {p}, and
(v) if k > dim(p), then Pk,p = ∅.
One can prove the following two propositions:

(25) If −1 < k < dim(p), then k + 1 is a natural number and 1 ≤ k + 1 ≤
dim(p).

(26) Pk,p is non empty iff −1 ≤ k ≤ dim(p).
Let p be a polyhedron and let k be an integer. Let us assume that −1 ≤ k ≤

dim(p). k-polytope of p is defined by:

(Def. 4) It ∈ Pk,p.
Next we state the proposition

(27) If k < dim(p), then k − 1 < dim(p).
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Let p be a polyhedron and let k be an integer. The functor ηp,k yielding an
incidence matrix of Pk−1,p and Pk,p is defined by the conditions (Def. 5).

(Def. 5)(i) If k < 0, then ηp,k = ∅,
(ii) if k = 0, then ηp,k = {∅} × P0,p 7−→ 1Z2 ,
(iii) if 0 < k < dim(p), then ηp,k = p2(k),
(iv) if k = dim(p), then ηp,k = Pdim(p)−1,p × {p} 7−→ 1Z2 , and
(v) if k > dim(p), then ηp,k = ∅.
Let p be a polyhedron and let k be an integer. The functor Sk,p yielding a

finite sequence is defined by the conditions (Def. 6).

(Def. 6)(i) If k < −1, then Sk,p = ε∅,
(ii) if k = −1, then Sk,p = 〈∅〉,
(iii) if −1 < k < dim(p), then Sk,p = p1(k + 1),
(iv) if k = dim(p), then Sk,p = 〈p〉, and
(v) if k > dim(p), then Sk,p = ε∅.

Let p be a polyhedron and let k be an integer. The functor Np,k yielding an
element of N is defined as follows:
(Def. 7) Np,k = Pk,p .

Let p be a polyhedron. The functor Vp yields an element of N and is defined
by:

(Def. 8) Vp = Np,0.

The functor Ep yields an element of N and is defined by:
(Def. 9) Ep = Np,1.

The functor Fp yielding an element of N is defined by:
(Def. 10) Fp = Np,2.

Next we state several propositions:

(28) dom(Sk,p) = Seg(Np,k).

(29) len(Sk,p) = Np,k.

(30) rng(Sk,p) = Pk,p.

(31) Np,−1 = 1.

(32) Np,dim(p) = 1.

Let p be a polyhedron, let k be an integer, and let n be a natural number.
Let us assume that 1 ≤ n ≤ Np,k and −1 ≤ k ≤ dim(p). The functor Pnp,k
yielding an element of Pk,p is defined by:

(Def. 11) Pnp,k = Sk,p(n).

We now state three propositions:

(33) Suppose −1 ≤ k ≤ dim(p). Let x be a k-polytope of p. Then there exists
a natural number n such that x = Pnp,k and 1 ≤ n ≤ Np,k.

(34) Sk,p is one-to-one.
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(35) Suppose −1 ≤ k ≤ dim(p). Letm, n be natural numbers. If 1 ≤ n ≤ Np,k
and 1 ≤ m ≤ Np,k and Pnp,k = Pmp,k, then m = n.
Let p be a polyhedron, let k be an integer, let x be a (k − 1)-polytope of p,

and let y be a k-polytope of p. Let us assume that 0 ≤ k ≤ dim(p). The functor
x(y) yields an element of Z2 and is defined by:

(Def. 12) x(y) = ηp,k(x, y).

5. The Chain Spaces and their Subspaces. Boundary of a k-chain

Let p be a polyhedron and let k be an integer. The functor Ck,p yielding a
finite dimensional vector space over Z2 is defined by:

(Def. 13) Ck,p = BPk,p .

We now state two propositions:

(36) For every k-polytope x of p holds 0Ck,p
@x = 0Z2 .

(37) Np,k = dim(Ck,p).

Let p be a polyhedron and let k be an integer. The functor k -chains p yielding
a non empty finite set is defined by:

(Def. 14) k -chains p = 2Pk,p .

Let p be a polyhedron, let k be an integer, let x be a (k − 1)-polytope of p,
and let v be an element of Ck,p. The functor v(x) yielding a finite sequence of
elements of Z2 is defined by the conditions (Def. 15).

(Def. 15)(i) If Pk−1,p is empty, then v(x) = ε∅, and
(ii) if Pk−1,p is non empty, then len(v(x)) = Np,k and for every natural
number n such that 1 ≤ n ≤ Np,k holds v(x)(n) = (v@Pnp,k) · x(Pnp,k).
We now state several propositions:

(38) For all elements c, d of Ck,p and for every k-polytope x of p holds (c +
d)@x = c@x+ d@x.

(39) For all elements c, d of Ck,p and for every (k − 1)-polytope x of p holds
(c+ d)(x) = c(x) + d(x).

(40) For all elements c, d of Ck,p and for every (k − 1)-polytope x of p holds∑
(c(x) + d(x)) = (

∑
c(x)) +

∑
d(x).

(41) For all elements c, d of Ck,p and for every (k − 1)-polytope x of p holds∑
(c+ d)(x) = (

∑
c(x)) +

∑
d(x).

(42) For every element c of Ck,p and for every element a of Z2 and for every
k-polytope x of p holds (a · c)@x = a · (c@x).

(43) For every element c of Ck,p and for every element a of Z2 and for every
k-polytope x of p holds (a · c)(x) = a · c(x).

(44) For all elements c, d of Ck,p holds c = d iff for every k-polytope x of p
holds c@x = d@x.
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(45) For all elements c, d of Ck,p holds c = d iff for every k-polytope x of p
holds x ∈ c iff x ∈ d.
The scheme ChainEx deals with a polyhedron A, an integer B, and a unary

predicate P, and states that:
There exists a subset c of PB,A such that for every B-polytope x
of A holds x ∈ c iff P[x] and x ∈ PB,A

for all values of the parameters.
Let p be a polyhedron, let k be an integer, and let v be an element of Ck,p.

The functor ∂v yields an element of Ck−1,p and is defined by the conditions
(Def. 16).

(Def. 16)(i) If Pk−1,p is empty, then ∂v = 0Ck−1,p , and
(ii) if Pk−1,p is non empty, then for every (k − 1)-polytope x of p holds
x ∈ ∂v iff

∑
v(x) = 1Z2 .

One can prove the following proposition

(46) For every element c of Ck,p and for every (k − 1)-polytope x of p holds
∂c@x =

∑
c(x).

Let p be a polyhedron and let k be an integer. The functor ∂kp yields a
function from Ck,p into Ck−1,p and is defined by:

(Def. 17) For every element c of Ck,p holds ∂kp(c) = ∂c.

One can prove the following propositions:

(47) For all elements c, d of Ck,p holds ∂(c+ d) = ∂c+ ∂d.

(48) For every element a of Z2 and for every element c of Ck,p holds ∂(a ·c) =
a · ∂c.

(49) ∂kp is a linear transformation from Ck,p to Ck−1,p.

Let p be a polyhedron and let k be an integer. Then ∂kp is a linear transfor-
mation from Ck,p to Ck−1,p.
Let p be a polyhedron and let k be an integer. The functor Zk,p yielding a

subspace of Ck,p is defined as follows:

(Def. 18) Zk,p = ker ∂kp.

Let p be a polyhedron and let k be an integer. The functor |Zk,p| yields a
non empty subset of k -chains p and is defined by:

(Def. 19) |Zk,p| = ΩZk,p .
Let p be a polyhedron and let k be an integer. The functor Bk,p yields a

subspace of Ck,p and is defined as follows:

(Def. 20) Bk,p = im(∂k+1p).

Let p be a polyhedron and let k be an integer. The functor |Bk,p| yielding a
non empty subset of k -chains p is defined by:

(Def. 21) |Bk,p| = ΩBk,p .
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Let p be a polyhedron and let k be an integer. The functor BZk,p yields a
subspace of Ck,p and is defined as follows:

(Def. 22) BZk,p = Bk,p ∩ Zk,p.
Let p be a polyhedron and let k be an integer.
The functor k -bounding-circuits p yields a non empty subset of k -chains p

and is defined as follows:

(Def. 23) k -bounding-circuits p = ΩBZk,p .

The following proposition is true

(50) dim(Ck,p) = rank(∂kp) + nullity(∂kp).

6. Simply Connected and Eulerian Polyhedra

Let p be a polyhedron. We say that p is being a homology sphere if and only
if:

(Def. 24) For every integer k holds |Zk,p| = |Bk,p|.
The following proposition is true

(51) p is being a homology sphere iff for every integer n holds Zn,p = Bn,p.

Let p be a polyhedron. The functor p̂ yielding a finite sequence of elements
of Z is defined as follows:

(Def. 25) len p̂ = dim(p) + 2 and for every natural number k such that 1 ≤ k ≤
dim(p) + 2 holds p̂(k) = (−1)k ·Np,k−2.
Let p be a polyhedron. The functor p̄ yields a finite sequence of elements of

Z and is defined by:
(Def. 26) len p̄ = dim(p) and for every natural number k such that 1 ≤ k ≤ dim(p)

holds p̄(k) = (−1)k+1 ·Np,k−1.
Let p be a polyhedron. The functor p yielding a finite sequence of elements

of Z is defined as follows:
(Def. 27) len p = dim(p) + 1 and for every natural number k such that 1 ≤ k ≤

dim(p) + 1 holds p(k) = (−1)k+1 ·Np,k−1.
One can prove the following proposition

(52) If 1 ≤ n ≤ len p̄, then p̄(n) = (−1)n+1 · dim(Bn−2,p) + (−1)n+1 ·
dim(Zn−1,p).

Let p be a polyhedron. We say that p is Eulerian if and only if:

(Def. 28)
∑
p̄ = 1 + (−1)dim(p)+1.

One can prove the following proposition

(53) p = p̄ a 〈(−1)dim(p)〉.
Let p be a polyhedron. Let us observe that p is Eulerian if and only if:

(Def. 29)
∑
p = 1.
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One can prove the following proposition

(54) p̂ = 〈−1〉 a p.

Let p be a polyhedron. Let us observe that p is Eulerian if and only if:

(Def. 30)
∑
p̂ = 0.

7. The Extremal Chain Spaces

The following propositions are true:

(55) P0,p is non empty.

(56) ΩC−1,p = 2.

(57) ΩC−1,p = {∅, {∅}}.
(58) For every k-polytope x of p and for every (k − 1)-polytope e of p such
that k = 0 and e = ∅ holds e(x) = 1Z2 .

(59) Let k be an integer, x be a k-polytope of p, v be an element of Ck,p, e be
a (k− 1)-polytope of p, and n be a natural number. If k = 0 and v = {x}
and e = ∅ and x = Pnp,k and 1 ≤ n ≤ Np,k, then v(e)(n) = 1Z2 .

(60) Let k be an integer, x be a k-polytope of p, e be a (k− 1)-polytope of p,
v be an element of Ck,p, and m, n be natural numbers. Suppose k = 0 and
v = {x} and x = Pnp,k and 1 ≤ m ≤ Np,k and 1 ≤ n ≤ Np,k and m 6= n.
Then v(e)(m) = 0Z2 .

(61) Let k be an integer, x be a k-polytope of p, v be an element of Ck,p,
and e be a (k − 1)-polytope of p. If k = 0 and v = {x} and e = ∅, then∑
v(e) = 1Z2 .

(62) For every 0-polytope x of p holds ∂0p({x}) = {∅}.
(63) dim(B(−1),p) = 1.

(64) ΩCdim(p),p = 2.

(65) {p} is an element of Cdim(p),p.
(66) {p} ∈ ΩCdim(p),p .
(67) Pdim(p)−1,p is non empty.

Let p be a polyhedron. Note that Pdim(p)−1,p is non empty.
The following propositions are true:

(68) ΩCdim(p),p = {0Cdim(p),p , {p}}.
(69) For every element x of Cdim(p),p holds x = 0Cdim(p),p or x = {p}.
(70) For all elements x, y of Cdim(p),p such that x 6= y holds x = 0Cdim(p),p or
y = 0Cdim(p),p .

(71) Sdim(p),p = 〈p〉.
(72) P 1p,dim(p) = p.
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(73) For every element c of Cdim(p),p and for every dim(p)-polytope x of p
such that c = {p} holds c@x = 1Z2 .

(74) For every (dim(p)− 1)-polytope x of p and for every dim(p)-polytope c
of p such that c = p holds x(c) = 1Z2 .

(75) For every (dim(p)−1)-polytope x of p and for every element c of Cdim(p),p
such that c = {p} holds c(x) = 〈1Z2〉.

(76) For every (dim(p)−1)-polytope x of p and for every element c of Cdim(p),p
such that c = {p} holds

∑
c(x) = 1Z2 .

(77) ∂dim(p)p({p}) = Pdim(p)−1,p.
(78) ∂dim(p)p is one-to-one.

(79) dim(Bdim(p)−1,p) = 1.

(80) If p is being a homology sphere, then dim(Zdim(p)−1,p) = 1.

(81) If 1 < n < dim(p) + 2, then p̂(n) = p̄(n− 1).
(82) p̂ = 〈−1〉 a p̄ a 〈(−1)dim(p)〉.

8. A Generalized Euler Relation and its 1−, 2−, and
3−dimensional Special Cases

One can prove the following propositions:

(83) If dim(p) is odd, then
∑
p̂ = (

∑
p̄)− 2.

(84) If dim(p) is even, then
∑
p̂ =
∑
p̄.

(85) If dim(p) = 1, then
∑
p̄ = Np,0.

(86) If dim(p) = 2, then
∑
p̄ = Np,0 −Np,1.

(87) If dim(p) = 3, then
∑
p̄ = (Np,0 −Np,1) +Np,2.

(88) If dim(p) = 0, then p is Eulerian.

(89) If p is being a homology sphere, then p is Eulerian.

(90) If p is being a homology sphere and dim(p) = 1, then Vp = 2.

(91) If p is being a homology sphere and dim(p) = 2, then Vp = Ep.

(92) If p is being a homology sphere and dim(p) = 3, then (Vp−Ep)+Fp = 2.
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Summary. In this article at first, we proved the lemma of the inferior limit
and the superior limit. Next, we proved the Baire category theorem (Banach space
version) [20], [9], [3], quoted it and proved the uniform boundedness principle.
Moreover, the proof of the Banach-Steinhaus theorem is added.
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The articles [17], [18], [15], [12], [19], [1], [21], [5], [8], [7], [16], [10], [6], [13], [4],
[2], [14], and [11] provide the terminology and notation for this paper.

1. Uniform Boundedness Principle

The following two propositions are true:

(1) For every sequence s1 of real numbers and for every real number r such
that s1 is bounded and 0 ≤ r holds lim inf(r s1) = r · lim inf s1.

(2) For every sequence s1 of real numbers and for every real number r such
that s1 is bounded and 0 ≤ r holds lim sup(r s1) = r · lim sup s1.
Let X be a real Banach space. One can verify that MetricSpaceNormX is

complete.
Let X be a real Banach space, let x0 be a point of X, and let r be a real

number. The functor Ball(x0, r) yielding a subset of X is defined as follows:

(Def. 1) Ball(x0, r) = {x;x ranges over points of X: ‖x0 − x‖ < r}.
The following propositions are true:

(3) Let X be a real Banach space and Y be a sequence of subsets of X.
Suppose

⋃
rng Y = the carrier of X and for every element n of N holds

Y (n) is closed. Then there exists an element n0 of N and there exists
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a real number r and there exists a point x0 of X such that 0 < r and
Ball(x0, r) ⊆ Y (n0).

(4) Let X, Y be real normed spaces and f be a bounded linear operator
from X into Y . Then
(i) f is Lipschitzian on the carrier of X and continuous on the carrier of
X, and

(ii) for every point x of X holds f is continuous in x.

(5) Let X be a real Banach space, Y be a real normed space, and T be a
subset of the real norm space of bounded linear operators from X into Y .
Suppose that for every point x of X there exists a real number K such
that 0 ≤ K and for every point f of the real norm space of bounded linear
operators from X into Y such that f ∈ T holds ‖f(x)‖ ≤ K. Then there
exists a real number L such that
(i) 0 ≤ L, and
(ii) for every point f of the real norm space of bounded linear operators
from X into Y such that f ∈ T holds ‖f‖ ≤ L.
Let X, Y be real normed spaces, let H be a function from N into the carrier

of the real norm space of bounded linear operators from X into Y , and let x be
a point of X. The functor H#x yields a sequence of Y and is defined by:

(Def. 2) For every element n of N holds (H#x)(n) = H(n)(x).
The following proposition is true

(6) LetX be a real Banach space, Y be a real normed space, v1 be a sequence
of the real norm space of bounded linear operators from X into Y , and t1
be a function from X into Y . Suppose that for every point x of X holds
v1#x is convergent and t1(x) = lim(v1#x). Then
(i) t1 is a bounded linear operator from X into Y ,
(ii) for every point x of X holds ‖t1(x)‖ ≤ lim inf‖v1‖ · ‖x‖, and
(iii) for every point t2 of the real norm space of bounded linear operators
from X into Y such that t2 = t1 holds ‖t2‖ ≤ lim inf‖v1‖.

2. Banach-Steinhaus Theorem

We now state two propositions:

(7) LetX be a real Banach space,X0 be a subset of LinearTopSpaceNormX,
Y be a real Banach space, and v1 be a sequence of the real norm space of
bounded linear operators from X into Y . Suppose that
(i) X0 is dense,
(ii) for every point x of X such that x ∈ X0 holds v1#x is convergent, and
(iii) for every point x of X there exists a real number K such that 0 ≤ K
and for every element n of N holds ‖(v1#x)(n)‖ ≤ K.
Let x be a point of X. Then v1#x is convergent.



uniform boundedness principle 21

(8) LetX, Y be real Banach spaces,X0 be a subset of LinearTopSpaceNormX,
and v1 be a sequence of the real norm space of bounded linear operators
from X into Y . Suppose that (i) X0 is dense,

(ii) for every point x of X such that x ∈ X0 holds v1#x is convergent, and
(iii) for every point x of X there exists a real number K such that 0 ≤ K
and for every element n of N holds ‖(v1#x)(n)‖ ≤ K.
Then there exists a point t1 of the real norm space of bounded linear
operators from X into Y such that for every point x of X holds v1#x
is convergent and t1(x) = lim(v1#x) and ‖t1(x)‖ ≤ lim inf‖v1‖ · ‖x‖ and
‖t1‖ ≤ lim inf‖v1‖.
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Summary. In this paper, we defined the quadratic residue and proved its
fundamental properties on the base of some useful theorems. Then we defined
the Legendre symbol and proved its useful theorems [14], [12]. Finally, Gauss
Lemma and Law of Quadratic Reciprocity are proven.

MML identifier: INT 5, version: 7.8.05 4.89.993

The papers [20], [10], [9], [11], [4], [1], [2], [17], [8], [19], [7], [16], [13], [21], [22],
[5], [18], [3], [15], [6], and [23] provide the terminology and notation for this
paper.
For simplicity, we adopt the following convention: i, i1, i2, i3, j, a, b, x

denote integers, d, e, n denote natural numbers, f , f ′ denote finite sequences of
elements of Z, g, g1, g2 denote finite sequences of elements of R, and p denotes
a prime number.
We now state two propositions:

(1) If i1 | i2 and i1 | i3, then i1 | i2 − i3.
(2) If i | a and i | a− b, then i | b.
Let us consider f . The functor PZ(f) yields a function from Z into Z and is

defined by the condition (Def. 1).
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(Def. 1) Let x be an element of Z. Then there exists a finite sequence f ′ of
elements of Z such that len f ′ = len f and for every d such that d ∈ dom f ′
holds f ′(d) = f(d) · xd−′1 and (PZ(f))(x) =

∑
f ′.

Let f be a finite sequence of elements of Z and let x be an integer. Observe
that (PZ(f))(x) is integer.
We now state two propositions:

(3) If len f = 1, then PZ(f) = Z 7−→ f(1).
(4) If len f = 1, then for every element x of Z holds (PZ(f))(x) = f(1).

In the sequel f ′ denotes a finite sequence of elements of R.
Next we state three propositions:

(5) Let given g, g1, g2. Suppose len g = n+1 and len g1 = len g and len g2 =
len g and for every d such that d ∈ dom g holds g(d) = g1(d)−g2(d). Then
there exists f ′ such that len f ′ = len g − 1 and for every d such that d ∈
dom f ′ holds f ′(d) = g1(d)−g2(d+1) and

∑
g = ((

∑
f ′)+g1(n+1))−g2(1).

(6) Suppose len f = n + 2. Let a be an integer. Then there exists a finite
sequence f ′ of elements of Z and there exists an integer r such that len f ′ =
n+1 and for every element x of Z holds (PZ(f))(x) = (x−a)·(PZ(f ′))(x)+r
and f(n+ 2) = f ′(n+ 1).

(7) If p | i · j, then p | i or p | j.
In the sequel f ′, g are finite sequences of elements of Z.
The following proposition is true

(8) Let given f . Suppose len f = n+1 and p > 2 and p - f(n+1). Let given f ′.
Suppose for every d such that d ∈ dom f ′ holds (PZ(f))(f ′(d)) mod p =
0 and for all d, e such that d, e ∈ dom f ′ and d 6= e holds f ′(d) 6≡
f ′(e) (mod p). Then len f ′ ≤ n.
Let a be an integer and letm be a natural number. We say that a is quadratic

residue mod m if and only if:

(Def. 2) There exists an integer x such that (x2 − a) mod m = 0.
In the sequel b, m denote natural numbers.
We now state four propositions:

(9) If a gcdm = 1, then a2 is quadratic residue mod m.

(10) 1 is quadratic residue mod 2.

(11) If i gcdm = 1 and i is quadratic residue mod m and i ≡ j (modm), then
j is quadratic residue mod m.

(12) If i | j, then i gcd j = |i|.
Let k be an integer and let a be a natural number. One can verify that ka

is integer.
One can prove the following propositions:
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(13) For all integers i, j, m such that i mod m = j mod m holds in mod m =
jn mod m.

(14) If a gcd p = 1 and (x2 − a) mod p = 0, then x and p are relative prime.
(15) Suppose p > 2 and a gcd p = 1 and a is quadratic residue mod p. Then
there exist integers x, y such that (x2−a) mod p = 0 and (y2−a) mod p = 0
and x 6≡ y (mod p).
Let f be a finite sequence of elements of N and let us consider d. One can

check that f(d) is natural.
The following propositions are true:

(16) Suppose p > 2. Then there exists a finite sequence f of elements of N
such that
(i) len f = (p−′ 1)÷ 2,
(ii) for every d such that d ∈ dom f holds gcd(f(d), p) = 1,
(iii) for every d such that d ∈ dom f holds f(d) is quadratic residue mod p,
and

(iv) for all d, e such that d, e ∈ dom f and d 6= e holds f(d) 6≡ f(e) (mod p).
(17) If p > 2 and a gcd p = 1 and a is quadratic residue mod p, then
a(p−

′1)÷2 mod p = 1.

(18) If p > 2 and b gcd p = 1 and b is not quadratic residue mod p, then
b(p−

′1)÷2 mod p = p− 1.
(19) If p > 2 and a gcd p = 1 and a is not quadratic residue mod p, then
a(p−

′1)÷2 mod p = p− 1.
(20) If p > 2 and a gcd p = 1 and a is quadratic residue mod p, then
(a(p−

′1)÷2 − 1) mod p = 0.
(21) If p > 2 and a gcd p = 1 and a is not quadratic residue mod p, then
(a(p−

′1)÷2 + 1) mod p = 0.

In the sequel b is an integer.
We now state three propositions:

(22) Suppose p > 2 and a gcd p = 1 and b gcd p = 1 and a is quadratic residue
mod p and b is quadratic residue mod p. Then a · b is quadratic residue
mod p.

(23) Suppose p > 2 and a gcd p = 1 and b gcd p = 1 and a is quadratic residue
mod p and b is not quadratic residue mod p. Then a · b is not quadratic
residue mod p.

(24) Suppose p > 2 and a gcd p = 1 and b gcd p = 1 and a is not quadratic
residue mod p and b is not quadratic residue mod p. Then a ·b is quadratic
residue mod p.

Let a be an integer and let p be a prime number. The functor
(
a
p

)
yielding

an integer is defined by:
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(Def. 3)
(
a
p

)
=

{
1, if a is quadratic residue mod p,
−1, otherwise.

One can prove the following propositions:

(25)
(
a
p

)
= 1 or

(
a
p

)
= −1.

(26) If a gcd p = 1, then
(
a2

p

)
= 1.

(27)
(
1
p

)
= 1.

(28) If p > 2 and a gcd p = 1, then
(
a
p

)
≡ a(p−′1)÷2 (mod p).

(29) If p > 2 and a gcd p = 1 and a ≡ b (mod p), then
(
a
p

)
=
(
b
p

)
.

(30) If p > 2 and a gcd p = 1 and b gcd p = 1, then
(
a·b
p

)
=
(
a
p

)
·
(
b
p

)
.

(31) If for every d such that d ∈ dom f ′ holds f ′(d) = 1 or f ′(d) = −1, then∏
f ′ = 1 or

∏
f ′ = −1.

In the sequel m denotes an integer.
One can prove the following propositions:

(32) For all g, f ′ such that len g = len f ′ and for every d such that d ∈ dom g
holds g(d) ≡ f ′(d) (modm) holds

∏
g ≡
∏
f ′ (modm).

(33) For all g, f ′ such that len g = len f ′ and for every d such that d ∈ dom g
holds g(d) ≡ −f ′(d) (modm) holds

∏
g ≡ (−1)len g ·

∏
f ′ (modm).

In the sequel f denotes a finite sequence of elements of N.
Next we state several propositions:

(34) Suppose p > 2 and for every d such that d ∈ dom f holds gcd(f(d), p) =
1. Then there exists a finite sequence f ′ of elements of Z such that len f ′ =
len f and for every d such that d ∈ dom f ′ holds f ′(d) =

(
f(d)
p

)
and(∏

f

p

)
=
∏
f ′.

(35) If p > 2 and gcd(d, p) = 1 and gcd(e, p) = 1, then
(
d2·e
p

)
=
(
e
p

)
.

(36) If p > 2, then
(
−1
p

)
= (−1)(p−

′1)÷2.

(37) If p > 2 and p mod 4 = 1, then −1 is quadratic residue mod p.
(38) If p > 2 and p mod 4 = 3, then −1 is not quadratic residue mod p.
(39) Let D be a non empty set, g be a finite sequence of elements of D, and
i, j be natural numbers. Then g is one-to-one if and only if Swap(g, i, j)
is one-to-one.

(40) Let g be a finite sequence of elements of N. Suppose len g = n and
for every d such that d ∈ dom g holds g(d) > 0 and g(d) ≤ n and g is
one-to-one. Then rng g = Seg n.

In the sequel a, m are natural numbers.
Next we state several propositions:
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(41) Let g be a finite sequence of elements of N. Suppose p > 2
and gcd(a, p) = 1 and g = a · idseq((p −′ 1) ÷ 2) and m =

{k ∈ N: k ∈ rng(g mod p) ∧ k > p2} . Then
(
a
p

)
= (−1)m.

(42) If p > 2, then
(
2
p

)
= (−1)(p

2−′1)÷8.

(43) If p > 2 and if p mod 8 = 1 or p mod 8 = 7, then 2 is quadratic residue
mod p.

(44) If p > 2 and if p mod 8 = 3 or p mod 8 = 5, then 2 is not quadratic
residue mod p.

(45) For all natural numbers a, b such that a mod 2 = b mod 2 holds (−1)a =
(−1)b.
In the sequel g, g, h, k denote finite sequences of elements of R.
Next we state two propositions:

(46) If len g = lenh and len g = len k, then g a g − h a k = (g − h) a (g − k).
(47) For every finite sequence g of elements of R and for every real number
m holds

∑
(len g 7→ m− g) = len g ·m−

∑
g.

In the sequel X denotes a finite set and F denotes a finite sequence of
elements of 2X .
Let us consider X, F . Then F is a cardinal yielding finite sequence of ele-

ments of N.
The following proposition is true

(48) Let g be a finite sequence of elements of 2X . Suppose len g = n and for
all d, e such that d, e ∈ dom g and d 6= e holds g(d) misses g(e). Then⋃
rng g =

∑
g .

In the sequel q is a prime number.
The following three propositions are true:

(49) If p > 2 and q > 2 and p 6= q, then
(
p
q

)
·
(
q
p

)
= (−1)((p−

′1)÷2)·((q−′1)÷2).

(50) If p > 2 and q > 2 and p 6= q and p mod 4 = 3 and q mod 4 = 3, then(
p
q

)
= −
(
q
p

)
.

(51) If p > 2 and q > 2 and p 6= q and p mod 4 = 1 or q mod 4 = 1, then(
p
q

)
=
(
q
p

)
.
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Regular Expression Quantifiers – at least m
Occurrences

Michał Trybulec
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Cracow, Poland

Summary. This is the second article on regular expression quantifiers.
[4] introduced the quantifiers m to n occurrences and optional occurrence. In
the sequel, the quantifiers: at least m occurrences and positive closure (at least
1 occurrence) are introduced. Notation and terminology were taken from [8],
several properties of regular expressions from [7].

MML identifier: FLANG 3, version: 7.8.05 4.89.993

The notation and terminology used here are introduced in the following papers:
[5], [1], [6], [2], [3], and [4].

1. Preliminaries

For simplicity, we follow the rules: E, x denote sets, A, B, C denote subsets
of Eω, a, b denote elements of Eω, and k, l, m, n denote natural numbers.
The following proposition is true

(1) If B ⊆ A∗, then (A∗)_ B ⊆ A∗ and B _ A∗ ⊆ A∗.

2. At least m Occurrences

Let us consider E, A, n. The functor An,.. yielding a subset of Eω is defined
as follows:

(Def. 1) An,.. =
⋃
{B :

∨
m (n ≤ m ∧ B = Am)}.

We now state a number of propositions:
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(2) x ∈ An,.. iff there exists m such that n ≤ m and x ∈ Am.
(3) If n ≤ m, then Am ⊆ An,...
(4) An,.. = ∅ iff n > 0 and A = ∅.
(5) If m ≤ n, then An,.. ⊆ Am,...
(6) If k ≤ m, then Am,n ⊆ Ak,...
(7) If m ≤ n+ 1, then Am,n ∪ (A(n+1),..) = Am,...
(8) An ∪ (A(n+1),..) = An,...
(9) An,.. ⊆ A∗.
(10) 〈〉E ∈ An,.. iff n = 0 or 〈〉E ∈ A.
(11) An,.. = A∗ iff 〈〉E ∈ A or n = 0.
(12) A∗ = A0,n ∪ (A(n+1),..).
(13) If A ⊆ B, then An,.. ⊆ Bn,...
(14) If x ∈ A and x 6= 〈〉E , then An,.. 6= {〈〉E}.
(15) An,.. = {〈〉E} iff A = {〈〉E} or n = 0 and A = ∅.
(16) A(n+1),.. = (An,..)_ A.

(17) (Am,..)_ A∗ = Am,...

(18) (Am,..)_ (An,..) = A(m+n),...

(19) If n > 0, then (Am,..)n = Am·n,...

(20) (An,..)∗ = (An,..)?.

(21) If A ⊆ Cm,.. and B ⊆ Cn,.., then A_ B ⊆ C(m+n),...
(22) A(n+k),.. = (An,..)_ Ak.

(23) A_ (An,..) = (An,..)_ A.

(24) (Ak)_ (An,..) = (An,..)_ Ak.

(25) (Ak,l)_ (An,..) = (An,..)_ Ak,l.

(26) If 〈〉E ∈ B, then A ⊆ A_ (Bn,..) and A ⊆ (Bn,..)_ A.
(27) (Am,..)_ (An,..) = (An,..)_ (Am,..).

(28) If A ⊆ Bk,.. and n > 0, then An ⊆ Bk,...
(29) If A ⊆ Bk,.. and n > 0, then An,.. ⊆ Bk,...
(30) (A∗)_ A = A1,...

(31) (A∗)_ Ak = Ak,...

(32) (Am,..)_ A∗ = (A∗)_ (Am,..).

(33) If k ≤ l, then (An,..)_ Ak,l = A(n+k),...
(34) If k ≤ l, then (A∗)_ Ak,l = Ak,...
(35) Amn,.. ⊆ Am·n,...
(36) Amn,.. ⊆ (An,..)m.
(37) If a ∈ Cm,.. and b ∈ Cn,.., then a a b ∈ C(m+n),...
(38) If Ak,.. = {x}, then x = 〈〉E .
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(39) If A ⊆ B∗, then An,.. ⊆ B∗.
(40) A? ⊆ Ak,.. iff k = 0 or 〈〉E ∈ A.
(41) (Ak,..)_ A? = Ak,...

(42) (Ak,..)_ A? = A?_ (Ak,..).

(43) If B ⊆ A∗, then (Ak,..)_ B ⊆ Ak,.. and B _ (Ak,..) ⊆ Ak,...
(44) A ∩Bk,.. ⊆ (Ak,..) ∩ (Bk,..).
(45) (Ak,..) ∪ (Bk,..) ⊆ (A ∪B)k,...
(46) 〈x〉 ∈ Ak,.. iff 〈x〉 ∈ A but 〈〉E ∈ A or k ≤ 1.
(47) If A ⊆ Bk,.., then Bk,.. = (B ∪A)k,...

3. Positive Closure

Let us consider E, A. The functor A+ yielding a subset of Eω is defined as
follows:

(Def. 2) A+ =
⋃
{B :

∨
n (n > 0 ∧ B = An)}.

Next we state a number of propositions:

(48) x ∈ A+ iff there exists n such that n > 0 and x ∈ An.
(49) If n > 0, then An ⊆ A+.
(50) A+ = A1,...

(51) A+ = ∅ iff A = ∅.
(52) A+ = (A∗)_ A.

(53) A∗ = {〈〉E} ∪A+.
(54) A+ = A1,n ∪ (A(n+1),..).
(55) A+ ⊆ A∗.
(56) 〈〉E ∈ A+ iff 〈〉E ∈ A.
(57) A+ = A∗ iff 〈〉E ∈ A.
(58) If A ⊆ B, then A+ ⊆ B+.
(59) A ⊆ A+.
(60) A∗+ = A∗ and A+∗ = A∗.

(61) If A ⊆ B∗, then A+ ⊆ B∗.
(62) A++ = A+.

(63) If x ∈ A and x 6= 〈〉E , then A+ 6= {〈〉E}.
(64) A+ = {〈〉E} iff A = {〈〉E}.
(65) A+? = A∗ and A?+ = A∗.

(66) If a, b ∈ C+, then a a b ∈ C+.
(67) If A ⊆ C+ and B ⊆ C+, then A_ B ⊆ C+.
(68) A_ A ⊆ A+.
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(69) If A+ = {x}, then x = 〈〉E .
(70) A_ A+ = A+ _ A.

(71) (Ak)_ A+ = A+ _ Ak.

(72) (Am,n)_ A+ = A+ _ Am,n.

(73) If 〈〉E ∈ B, then A ⊆ A_ B+ and A ⊆ B+ _ A.
(74) A+ _ A+ = A2,...

(75) A+ _ Ak = A(k+1),...

(76) A+ _ A = A2,...

(77) If k ≤ l, then A+ _ Ak,l = A(k+1),...
(78) If A ⊆ B+ and n > 0, then An ⊆ B+.
(79) A+ _ A? = A?_ A+.

(80) A+ _ A? = A+.

(81) A? ⊆ A+ iff 〈〉E ∈ A.
(82) If A ⊆ B+, then A+ ⊆ B+.
(83) If A ⊆ B+, then B+ = (B ∪A)+.
(84) If n > 0, then An,.. ⊆ A+.
(85) If m > 0, then Am,n ⊆ A+.
(86) (A∗)_ A+ = A+ _ A∗.

(87) A+k ⊆ Ak,...
(88) A+m,n ⊆ Am,...
(89) If A ⊆ B+ and n > 0, then An,.. ⊆ B+.
(90) A+ _ (Ak,..) = A(k+1),...

(91) A+ _ (Ak,..) = (Ak,..)_ A+.

(92) A+ _ A∗ = A+.

(93) If B ⊆ A∗, then A+ _ B ⊆ A+ and B _ A+ ⊆ A+.
(94) (A ∩B)+ ⊆ A+ ∩B+.
(95) A+ ∪B+ ⊆ (A ∪B)+.
(96) 〈x〉 ∈ A+ iff 〈x〉 ∈ A.
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Summary. This paper is a continuation of [12]. First some definitions
needed to formulate Cantor’s theorem on complete spaces and show several facts
about them are introduced. Next section contains the proof of Cantor’s theorem
and some properties of complete spaces resulting from this theorem. Moreover,
countable compact spaces and proofs of auxiliary facts about them is defined.
I also show the important condition that every metric space is compact if and
only if it is countably compact. Then I prove that every metric space is compact
if and only if it is a complete and totally bounded space. I also introduce the
definition of the metric space with the well metric. This article is based on [13].

MML identifier: COMPL SP, version: 7.8.05 4.89.993

The articles [29], [3], [11], [10], [18], [26], [1], [7], [16], [22], [24], [23], [9], [8],
[27], [5], [20], [12], [28], [6], [17], [4], [19], [14], [21], [2], [15], and [25] provide the
terminology and notation for this paper.

1. Preliminaries

We follow the rules: i, n, m denote natural numbers, x, X, Y denote sets,
and r denotes a real number.
Let M be a non empty metric structure and let S be a sequence of subsets

of M . We say that S is bounded if and only if:

(Def. 1) For every i holds S(i) is bounded.

Let M be a non empty reflexive metric structure. Observe that there exists
a sequence of subsets of M which is bounded and non-empty.
Let M be a reflexive non empty metric structure and let S be a sequence

of subsets of M . The functor ∅S yielding a sequence of real numbers is defined
by:
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(Def. 2) For every i holds (∅S)(i) = ∅S(i).
We now state several propositions:

(1) Let M be a reflexive non empty metric structure and S be a bounded
sequence of subsets of M . Then ∅S is lower bounded.

(2) Let M be a reflexive non empty metric structure and S be a bounded
sequence of subsets of M . If S is descending, then ∅S is upper bounded
and ∅S is non-increasing.

(3) Let M be a reflexive non empty metric structure and S be a bounded
sequence of subsets of M . If S is ascending, then ∅S is non-decreasing.

(4) Let M be a non empty reflexive metric structure and S be a bounded
sequence of subsets of M . Suppose S is descending and lim∅S = 0. Let
F be a sequence of M . If for every i holds F (i) ∈ S(i), then F is Cauchy.

(5) LetM be a reflexive symmetric triangle non empty metric structure and
p be a point of M . If 0 ≤ r, then ∅Ball(p, r) ≤ 2 · r.
Let M be a metric structure and let U be a subset of M . We say that U is

open if and only if:

(Def. 3) U ∈ the open set family of M .
Let M be a metric structure and let A be a subset of M . We say that A is

closed if and only if:

(Def. 4) Ac is open.

Let M be a metric structure. Note that there exists a subset of M which is
open and empty and there exists a subset of M which is closed and empty.
Let M be a non empty metric structure. One can verify that there exists a

subset of M which is open and non empty and there exists a subset of M which
is closed and non empty.
One can prove the following proposition

(6) Let M be a metric structure, A be a subset of M , and A′ be a subset of
Mtop such that A′ = A. Then
(i) A is open iff A′ is open, and
(ii) A is closed iff A′ is closed.

Let T be a topological structure and let S be a sequence of subsets of T . We
say that S is open if and only if:

(Def. 5) For every i holds S(i) is open.

We say that S is closed if and only if:

(Def. 6) For every i holds S(i) is closed.

Let T be a topological space. Observe that there exists a sequence of subsets
of T which is open and there exists a sequence of subsets of T which is closed.
Let T be a non empty topological space. One can verify that there exists

a sequence of subsets of T which is open and non-empty and there exists a
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sequence of subsets of T which is closed and non-empty.
Let M be a metric structure and let S be a sequence of subsets of M . We

say that S is open if and only if:

(Def. 7) For every i holds S(i) is open.

We say that S is closed if and only if:

(Def. 8) For every i holds S(i) is closed.

Let M be a non empty metric space. Note that there exists a sequence of
subsets ofM which is non-empty, bounded, and open and there exists a sequence
of subsets of M which is non-empty, bounded, and closed.
The following propositions are true:

(7) Let M be a metric structure, S be a sequence of subsets of M , and S′

be a sequence of subsets of Mtop such that S′ = S. Then
(i) S is open iff S′ is open, and
(ii) S is closed iff S′ is closed.

(8) LetM be a reflexive symmetric triangle non empty metric structure and
S, C1 be subsets of M . Suppose S is bounded. Let S′ be a subset of Mtop.
If S = S′ and C1 = S′, then C1 is bounded and ∅S = ∅C1.

2. Cantor’s Theorem on Complete Spaces

The following propositions are true:

(9) Let M be a non empty metric space and C be a sequence of M . Then
there exists a non-empty closed sequence S of subsets of M such that
(i) S is descending,
(ii) if C is Cauchy, then S is bounded and lim∅S = 0, and
(iii) for every i there exists a subset U of Mtop such that U = {C(j); j
ranges over elements of N: j ≥ i} and S(i) = U.

(10) Let M be a non empty metric space. Then M is complete if and only
if for every non-empty bounded closed sequence S of subsets of M such
that S is descending and lim∅S = 0 holds

⋂
S is non empty.

(11) Let T be a non empty topological space and S be a non-empty sequence
of subsets of T . Suppose S is descending. Let F be a family of subsets of
T . If F = rngS, then F is centered.

(12) Let M be a non empty metric structure, S be a sequence of subsets of
M , and F be a family of subsets of Mtop such that F = rngS. Then
(i) if S is open, then F is open, and
(ii) if S is closed, then F is closed.

(13) Let T be a non empty topological space, F be a family of subsets of T ,
and S be a sequence of subsets of T . Suppose rngS ⊆ F. Then there exists
a sequence R of subsets of T such that
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(i) R is descending,
(ii) if F is centered, then R is non-empty,
(iii) if F is open, then R is open,
(iv) if F is closed, then R is closed, and
(v) for every i holds R(i) =

⋂
{S(j); j ranges over elements of N: j ≤ i}.

(14) Let M be a non empty metric space. Then M is complete if and only if
for every family F of subsets of Mtop such that F is closed and centered
and for every real number r such that r > 0 there exists a subset A of M
such that A ∈ F and A is bounded and ∅A < r holds

⋂
F is non empty.

(15) Let M be a non empty metric space, A be a non empty subset of M ,
B be a subset of M , and B′ be a subset of M�A. If B = B′, then B′ is
bounded iff B is bounded.

(16) Let M be a non empty metric space, A be a non empty subset of M ,
B be a subset of M , and B′ be a subset of M�A. If B = B′ and B is
bounded, then ∅B′ ≤ ∅B.

(17) For every non empty metric space M and for every non empty subset A
of M holds every sequence of M�A is a sequence of M .

(18) Let M be a non empty metric space, A be a non empty subset of M , S
be a sequence of M�A, and S′ be a sequence of M . If S = S′, then S′ is
Cauchy iff S is Cauchy.

(19) LetM be a non empty metric space. SupposeM is complete. Let A be a
non empty subset of M and A′ be a subset of Mtop. If A = A′, then M�A
is complete iff A′ is closed.

3. Countable Compact Spaces

Let T be a topological structure. We say that T is countably-compact if and
only if the condition (Def. 9) is satisfied.

(Def. 9) Let F be a family of subsets of T . Suppose F is a cover of T , open, and
countable. Then there exists a family G of subsets of T such that G ⊆ F
and G is a cover of T and finite.

We now state a number of propositions:

(20) For every topological structure T such that T is compact holds T is
countably-compact.

(21) Let T be a non empty topological space. Then T is countably-compact
if and only if for every family F of subsets of T such that F is centered,
closed, and countable holds

⋂
F 6= ∅.

(22) Let T be a non empty topological space. Then T is countably-compact
if and only if for every non-empty closed sequence S of subsets of T such
that S is descending holds

⋂
S 6= ∅.
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(23) Let T be a non empty topological space, F be a family of subsets of T ,
and S be a sequence of subsets of T . Suppose rngS ⊆ F and S is non-
empty. Then there exists a non-empty closed sequence R of subsets of T
such that
(i) R is descending,
(ii) if F is locally finite and S is one-to-one, then

⋂
R = ∅, and

(iii) for every i there exists a family S1 of subsets of T such that R(i) =
⋃
S1

and S1 = {S(j); j ranges over elements of N: j ≥ i}.
(24) For every function F such that domF is infinite and rngF is finite there
exists x such that x ∈ rngF and F−1({x}) is infinite.

(25) Let X be a non empty set and F be a sequence of subsets of X. Suppose
F is descending. Let S be a function from N into X. If for every n holds
S(n) ∈ F (n), then if rngS is finite, then

⋂
F is non empty.

(26) Let T be a non empty topological space. Then T is countably-compact if
and only if for every family F of subsets of T such that F is locally finite
and has non empty elements holds F is finite.

(27) Let T be a non empty topological space. Then T is countably-compact
if and only if for every family F of subsets of T such that F is locally
finite and for every subset A of T such that A ∈ F holds A = 1 holds F
is finite.

(28) Let T be a T1 non empty topological space. Then T is countably-compact
if and only if for every subset A of T such that A is infinite holds DerA
is non empty.

(29) Let T be a T1 non empty topological space. Then T is countably-compact
if and only if for every subset A of T such that A is infinite and countable
holds DerA is non empty.

The scheme Th39 deals with a non empty set A and a binary predicate P,
and states that:

There exists a subset A of A such that
(i) for all elements x, y of A such that x, y ∈ A and x 6= y
holds P[x, y], and
(ii) for every element x of A there exists an element y of A
such that y ∈ A and not P[x, y]

provided the following conditions are satisfied:
• For all elements x, y of A holds P[x, y] iff P[y, x], and
• For every element x of A holds not P[x, x].
We now state several propositions:

(30) Let M be a reflexive symmetric non empty metric structure and r be a
real number. Suppose r > 0. Then there exists a subset A of M such that
(i) for all points p, q of M such that p 6= q and p, q ∈ A holds ρ(p, q) ≥ r,
and
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(ii) for every point p of M there exists a point q of M such that q ∈ A and
p ∈ Ball(q, r).

(31) Let M be a reflexive symmetric triangle non empty metric structure.
Then M is totally bounded if and only if for every real number r and for
every subset A of M such that r > 0 and for all points p, q of M such
that p 6= q and p, q ∈ A holds ρ(p, q) ≥ r holds A is finite.

(32) Let M be a reflexive symmetric triangle non empty metric structure. If
Mtop is countably-compact, then M is totally bounded.

(33) For every non empty metric space M such that M is totally bounded
holds Mtop is second-countable.

(34) Let T be a non empty topological space. Suppose T is second-countable.
Let F be a family of subsets of T . Suppose F is a cover of T and open.
Then there exists a family G of subsets of T such that G ⊆ F and G is a
cover of T and countable.

4. The Main Theorem

The following three propositions are true:

(35) For every non empty metric space M holds Mtop is compact iff Mtop is
countably-compact.

(36) Let X be a set and F be a family of subsets of X. Suppose F is finite.
Let A be a subset of X. Suppose A is infinite and A ⊆

⋃
F. Then there

exists a subset Y of X such that Y ∈ F and Y ∩A is infinite.
(37) For every non empty metric space M holds Mtop is compact iff M is
totally bounded and complete.

5. Well Spaces

Let T be a set, let S be a function from N into T , and let i be a natural
number. Then S(i) is an element of T .
The following proposition is true

(38) Let M be a metric structure, a be a point of M , and given x. Then
x ∈ X × ((the carrier of M) \ {a}) ∪ {〈〈X, a〉〉} if and only if there exists a
set y and there exists a point b of M such that x = 〈〈y, b〉〉 but y ∈ X and
b 6= a or y = X and b = a.
Let M be a metric structure, let a be a point of M , and let X be a set. The

functor well-dist(a,X) yields a function from (X × ((the carrier of M) \ {a}) ∪
{〈〈X, a〉〉}) × (X × ((the carrier of M) \ {a}) ∪ {〈〈X, a〉〉}) into R and is defined
by the condition (Def. 10).
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(Def. 10) Let x, y be elements of X × ((the carrier of M) \ {a}) ∪ {〈〈X, a〉〉}, x1,
y1 be sets, and x2, y2 be points of M such that x = 〈〈x1, x2〉〉 and y = 〈〈y1,
y2〉〉. Then
(i) if x1 = y1, then (well-dist(a,X))(x, y) = ρ(x2, y2), and
(ii) if x1 6= y1, then (well-dist(a,X))(x, y) = ρ(x2, a) + ρ(a, y2).
We now state the proposition

(39) Let M be a metric structure, a be a point of M , and X be a non empty
set. Then
(i) if well-dist(a,X) is reflexive, then M is reflexive,
(ii) if well-dist(a,X) is symmetric, then M is symmetric,
(iii) if well-dist(a,X) is triangle and reflexive, then M is triangle, and
(iv) if well-dist(a,X) is discernible and reflexive, then M is discernible.

Let M be a metric structure, let a be a point of M , and let X be a set.
The functor WellSpace(a,X) yields a strict metric structure and is defined as
follows:

(Def. 11) WellSpace(a,X) = 〈X × ((the carrier of M) \ {a}) ∪ {〈〈X,
a〉〉},well-dist(a,X)〉.
Let M be a metric structure, let a be a point of M , and let X be a set. One

can check that WellSpace(a,X) is non empty.
Let M be a reflexive metric structure, let a be a point of M , and let X be

a set. Note that WellSpace(a,X) is reflexive.
Let M be a symmetric metric structure, let a be a point of M , and let X be

a set. Observe that WellSpace(a,X) is symmetric.
Let M be a symmetric triangle reflexive metric structure, let a be a point of

M , and let X be a set. One can verify that WellSpace(a,X) is triangle.
Let M be a metric space, let a be a point of M , and let X be a set. Observe

that WellSpace(a,X) is discernible.
We now state several propositions:

(40) Let M be a triangle reflexive non empty metric structure, a be a point
of M , and X be a non empty set. If WellSpace(a,X) is complete, then M
is complete.

(41) Let M be a symmetric triangle reflexive non empty metric structure, a
be a point of M , and S be a sequence of WellSpace(a,X). Suppose S is
Cauchy. Then
(i) for every point X1 of WellSpace(a,X) such that X1 = 〈〈X, a〉〉 and for
every r such that r > 0 there exists n such that for every m such that
m ≥ n holds ρ(S(m), X1) < r, or

(ii) there exist n, Y such that for every m such that m ≥ n there exists a
point p of M such that S(m) = 〈〈Y, p〉〉.

(42) LetM be a symmetric triangle reflexive non empty metric structure and
a be a point of M . If M is complete, then WellSpace(a,X) is complete.
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(43) Let M be a symmetric triangle reflexive non empty metric structure.
Suppose M is complete. Let a be a point of M . Given a point b of M such
that ρ(a, b) 6= 0. Let X be an infinite set. Then
(i) WellSpace(a,X) is complete, and
(ii) there exists a non-empty bounded sequence S of subsets of
WellSpace(a,X) such that S is closed and descending and

⋂
S is emp-

ty.

(44) There exists a non empty metric space M such that
(i) M is complete, and
(ii) there exists a non-empty bounded sequence S of subsets of M such
that S is closed and descending and

⋂
S is empty.
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(5) ∆[r f ](x0, x1, x2) = r ·∆[f ](x0, x1, x2).
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(7) ∆[r1 f1 + r2 f2](x0, x1, x2) = r1 ·∆[f1](x0, x1, x2) + r2 ·∆[f2](x0, x1, x2).
(8) ∆[r f ](x0, x1, x2, x3) = r ·∆[f ](x0, x1, x2, x3).
(9) ∆[f1 + f2](x0, x1, x2, x3) = ∆[f1](x0, x1, x2, x3) + ∆[f2](x0, x1, x2, x3).

(10) ∆[r1 f1 + r2 f2](x0, x1, x2, x3) = r1 · ∆[f1](x0, x1, x2, x3) + r2 ·
∆[f2](x0, x1, x2, x3).

Let f be a real-yielding function and let x0, x1, x2, x3, x4 be real numbers.
The functor ∆[f ](x0, x1, x2, x3, x4) yielding a real number is defined as follows:

(Def. 1) ∆[f ](x0, x1, x2, x3, x4) =
∆[f ](x0,x1,x2,x3)−∆[f ](x1,x2,x3,x4)

x0−x4 .

Next we state three propositions:

(11) ∆[r f ](x0, x1, x2, x3, x4) = r ·∆[f ](x0, x1, x2, x3, x4).
(12) ∆[f1+ f2](x0, x1, x2, x3, x4) = ∆[f1](x0, x1, x2, x3, x4)+∆[f2](x0, x1, x2,
x3, x4).

(13) ∆[r1 f1 + r2 f2](x0, x1, x2, x3, x4) = r1 · ∆[f1](x0, x1, x2, x3, x4) + r2 ·
∆[f2](x0, x1, x2, x3, x4).

Let f be a real-yielding function and let x0, x1, x2, x3, x4, x5 be real numbers.
The functor ∆[f ](x0, x1, x2, x3, x4, x5) yields a real number and is defined as
follows:

(Def. 2) ∆[f ](x0, x1, x2, x3, x4, x5) =
∆[f ](x0,x1,x2,x3,x4)−∆[f ](x1,x2,x3,x4,x5)

x0−x5 .

We now state a number of propositions:

(14) ∆[r f ](x0, x1, x2, x3, x4, x5) = r ·∆[f ](x0, x1, x2, x3, x4, x5).
(15) ∆[f1+ f2](x0, x1, x2, x3, x4, x5) = ∆[f1](x0, x1, x2, x3, x4, x5)+∆[f2](x0,
x1, x2, x3, x4, x5).

(16) ∆[r1 f1 + r2 f2](x0, x1, x2, x3, x4, x5) = r1 · ∆[f1](x0, x1, x2, x3, x4, x5) +
r2 ·∆[f2](x0, x1, x2, x3, x4, x5).

(17) If x0, x1, x2 are mutually different, then ∆[f ](x0, x1, x2) =
f(x0)

(x0−x1)·(x0−x2) +
f(x1)

(x1−x0)·(x1−x2) +
f(x2)

(x2−x0)·(x2−x1) .

(18) If x0, x1, x2, x3 are mutually different, then ∆[f ](x0, x1, x2, x3) =
∆[f ](x1, x2, x3, x0) and ∆[f ](x0, x1, x2, x3) = ∆[f ](x3, x2, x1, x0).

(19) If x0, x1, x2, x3 are mutually different, then ∆[f ](x0, x1, x2, x3) =
∆[f ](x1, x0, x2, x3) and ∆[f ](x0, x1, x2, x3) = ∆[f ](x1, x2, x0, x3).

(20) If f is constant, then ∆[f ](x0, x1, x2) = 0.

(21) If x0 6= x1, then ∆[a�+b](x0, x1) = a.
(22) If x0, x1, x2 are mutually different, then ∆[a�+b](x0, x1, x2) = 0.

(23) If x0, x1, x2, x3 are mutually different, then ∆[a�+b](x0, x1, x2, x3) = 0.

(24) For every x holds (∆h[a�+b])(x) = a · h.
(25) For every x holds (∇h[a�+b])(x) = a · h.
(26) For every x holds (δh[a�+b])(x) = a · h.
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(27) If for every x holds f(x) = a·x2+b·x+c and x0 6= x1, then ∆[f ](x0, x1) =
a · (x0 + x1) + b.

(28) If for every x holds f(x) = a · x2 + b · x+ c and x0, x1, x2 are mutually
different, then ∆[f ](x0, x1, x2) = a.

(29) If for every x holds f(x) = a ·x2+b ·x+c and x0, x1, x2, x3 are mutually
different, then ∆[f ](x0, x1, x2, x3) = 0.

(30) If for every x holds f(x) = a · x2 + b · x + c and x0, x1, x2, x3, x4 are
mutually different, then ∆[f ](x0, x1, x2, x3, x4) = 0.

(31) If for every x holds f(x) = a · x2 + b · x + c, then for every x holds
(∆h[f ])(x) = 2 · a · h · x+ a · h2 + b · h.

(32) If for every x holds f(x) = a · x2 + b · x + c, then for every x holds
(∇h[f ])(x) = (2 · a · h · x− a · h2) + b · h.

(33) If for every x holds f(x) = a · x2 + b · x + c, then for every x holds
(δh[f ])(x) = 2 · a · h · x+ b · h.

(34) If for every x holds f(x) = kx and x0 6= x1 and x0 6= 0 and x1 6= 0, then
∆[f ](x0, x1) = − k

x0·x1 .

(35) If for every x holds f(x) = kx and x0 6= 0 and x1 6= 0 and x2 6= 0 and x0,
x1, x2 are mutually different, then ∆[f ](x0, x1, x2) = k

x0·x1·x2 .

(36) Suppose for every x holds f(x) = k
x and x0 6= 0 and x1 6= 0 and

x2 6= 0 and x3 6= 0 and x0, x1, x2, x3 are mutually different. Then
∆[f ](x0, x1, x2, x3) = − k

x0·x1·x2·x3 .

(37) Suppose for every x holds f(x) = kx and x0 6= 0 and x1 6= 0 and x2 6= 0
and x3 6= 0 and x4 6= 0 and x0, x1, x2, x3, x4 are mutually different. Then
∆[f ](x0, x1, x2, x3, x4) = k

x0·x1·x2·x3·x4 .

(38) If for every x holds f(x) = kx and x 6= 0 and x+ h 6= 0, then for every x
holds (∆h[f ])(x) = −k·h

(x+h)·x .

(39) If for every x holds f(x) = kx and x 6= 0 and x− h 6= 0, then for every x
holds (∇h[f ])(x) = −k·h

(x−h)·x .

(40) If for every x holds f(x) = kx and x +
h
2 6= 0 and x −

h
2 6= 0, then for

every x holds (δh[f ])(x) = −k·h
(x−h2 )·(x+

h
2 )
.

(41) ∆[the function sin](x0, x1) =
2·cos(x0+x12 )·sin(x0−x12 )

x0−x1 .

(42) For every x holds (∆h[the function sin])(x) = 2 · (cos(2·x+h2 ) · sin(
h
2 )).

(43) For every x holds (∇h[the function sin])(x) = 2 · (cos(2·x−h2 ) · sin(
h
2 )).

(44) For every x holds (δh[the function sin])(x) = 2 · (cosx · sin(h2 )).

(45) ∆[the function cos](x0, x1) = −
2·sin(x0+x12 )·sin(x0−x12 )

x0−x1 .

(46) For every x holds (∆h[the function cos])(x) = −2 · (sin(2·x+h2 ) · sin(
h
2 )).

(47) For every x holds (∇h[the function cos])(x) = −2 · (sin(2·x−h2 ) · sin(
h
2 )).



48 bo li and yanping zhuang and xiquan liang

(48) For every x holds (δh[the function cos])(x) = −2 · (sinx · sin(h2 )).

(49) ∆[(the function sin) (the function sin)](x0, x1) =
1
2 ·(cos(2·x1)−cos(2·x0))

x0−x1 .

(50) For every x holds (∆h[(the function sin) (the function sin)])(x) = 12 ·
(cos(2 · x)− cos(2 · (x+ h))).

(51) For every x holds (∇h[(the function sin) (the function sin)])(x) = 12 ·
(cos(2 · (x− h))− cos(2 · x)).

(52) For every x holds (δh[(the function sin) (the function sin)])(x) = 1
2 ·

(cos(2 · x− h)− cos(2 · x+ h)).

(53) ∆[(the function sin) (the function cos)](x0, x1) =
1
2 ·(sin(2·x0)−sin(2·x1))

x0−x1 .

(54) For every x holds (∆h[(the function sin) (the function cos)])(x) = 12 ·
(sin(2 · (x+ h))− sin(2 · x)).

(55) For every x holds (∇h[(the function sin) (the function cos)])(x) = 12 ·
(sin(2 · x)− sin(2 · (x− h))).

(56) For every x holds (δh[(the function sin) (the function cos)])(x) = 1
2 ·

(sin(2 · x+ h)− sin(2 · x− h)).

(57) ∆[(the function cos) (the function cos)](x0, x1) =
1
2 ·(cos(2·x0)−cos(2·x1))

x0−x1 .

(58) For every x holds (∆h[(the function cos) (the function cos)])(x) = 12 ·
(cos(2 · (x+ h))− cos(2 · x)).

(59) For every x holds (∇h[(the function cos) (the function cos)])(x) = 12 ·
(cos(2 · x)− cos(2 · (x− h))).

(60) For every x holds (δh[(the function cos) (the function cos)])(x) = 1
2 ·

(cos(2 · x+ h)− cos(2 · x− h)).
(61) ∆[(the function sin) (the function sin) (the function cos)](x0, x1) =

−
1
2 ·(sin(

3·(x1+x0)
2 )·sin( 3·(x1−x0)2 )+sin(x0+x12 )·sin(x0−x12 ))

x0−x1 .

(62) Let given x. Then (∆h[(the function sin) (the function sin) (the function
cos)])(x) = 12 · (sin(

6·x+3·h
2 ) · sin(3·h2 )− sin(

2·x+h
2 ) · sin(

h
2 )).

(63) Let given x. Then (∇h[(the function sin) (the function sin) (the function
cos)])(x) = 12 · (sin(

6·x−3·h
2 ) · sin(3·h2 ))−

1
2 · (sin(

2·x−h
2 ) · sin(

h
2 )).

(64) For every x holds (δh[(the function sin) (the function sin) (the function
cos)])(x) = −12 · (sinx · sin(

h
2 )) +

1
2 · (sin(3 · x) · sin(

3·h
2 )).

(65) ∆[(the function sin) (the function cos) (the function cos)](x0, x1) =
1
2 ·(cos(

x0+x1
2 )·sin(x0−x12 )+cos( 3·(x0+x1)2 )·sin( 3·(x0−x1)2 ))

x0−x1 .

(66) Let given x. Then (∆h[(the function sin) (the function cos) (the function
cos)])(x) = 12 · (cos(

2·x+h
2 ) · sin(

h
2 ) + cos(

6·x+3·h
2 ) · sin(3·h2 )).

(67) Let given x. Then (∇h[(the function sin) (the function cos) (the function
cos)])(x) = 12 · (cos(

2·x−h
2 ) · sin(

h
2 ) + cos(

6·x−3·h
2 ) · sin(3·h2 )).
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(68) For every x holds (δh[(the function sin) (the function cos) (the function
cos)])(x) = 12 · (cosx · sin(

h
2 ) + cos(3 · x) · sin(

3·h
2 )).

(69) If x0 ∈ dom (the function tan) and x1 ∈ dom (the function tan), then
∆[the function tan](x0, x1) =

sin(x0−x1)
cosx0·cosx1·(x0−x1) .

(70) If x0 ∈ dom (the function cot) and x1 ∈ dom (the function cot), then
∆[the function cot](x0, x1) = − sin(x0−x1)

sinx0·sinx1·(x0−x1) .

(71) Suppose x0 ∈ dom (the function cosec) and x1 ∈ dom (the function co-
sec). Then ∆[the function cosec](x0, x1) =

2·cos(x1+x02 )·sin(x1−x02 )
sinx1·sinx0·(x0−x1) .

(72) Suppose x0 ∈ dom (the function sec) and x1 ∈ dom (the function sec).
Then ∆[the function sec](x0, x1) = −

2·sin(x1+x02 )·sin(x1−x02 )
cosx1·cosx0·(x0−x1) .
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The notation and terminology used in this paper are introduced in the following
articles: [20], [2], [17], [6], [1], [4], [21], [22], [11], [3], [9], [8], [10], [18], [19], [5],
[13], [12], [14], [15], and [7].

1. Lemmas for Extended Real Valued Functions

For simplicity, we use the following convention: X is a non empty set, S is a
σ-field of subsets of X, M is a σ-measure on S, f , g are partial functions from
X to R, and E is an element of S.
One can prove the following three propositions:

(1) If for every element x of X such that x ∈ dom f holds f(x) ≤ g(x), then
g − f is non-negative.

(2) For every set Y and for every partial function f from X to R and for
every real number r holds (r f)�Y = r (f�Y ).

(3) Suppose f is integrable onM and g is integrable onM and g−f is non-
negative. Then there exists an element E of S such that E = dom f∩dom g
and
∫
f�E dM ≤

∫
g�E dM.
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2. σ-Finite Sets

Let us consider X. One can verify that there exists a partial function from
X to R which is non-negative.
Let us consider X, f . Then |f | is a non-negative partial function from X to

R.
Next we state the proposition

(4) Suppose f is integrable on M . Then there exists a function F from N
into S such that
(i) for every element n of N holds F (n) = dom f ∩GTE-dom(|f |,R( 1n+1)),
(ii) dom f \ EQ-dom(f, 0R) =

⋃
rngF, and

(iii) for every element n of N holds F (n) ∈ S and M(F (n)) < +∞.

3. The First Mean Value Theorem for Integrals

Let F be a binary relation. We introduce F is extreal-yielding as a synonym
of F is extended real-valued.
Let k be a natural number and let x be an element of R. Then k 7→ x is a

finite sequence of elements of R.
Let us note that there exists a finite sequence which is extreal-yielding.
The binary operation ·R on R is defined by:

(Def. 2)1 For all elements x, y of R holds ·R(x, y) = x · y.
One can check that ·R is commutative and associative.
One can prove the following proposition

(5) 1·R = 1.

One can check that ·R is unital.
Let F be an extreal-yielding finite sequence. The functor

∏
F yields an

element of R and is defined by:
(Def. 3) There exists a finite sequence f of elements of R such that f = F and∏

F = ·R ~ f.

Let x be an element of R and let n be a natural number. Note that n 7→ x
is extreal-yielding.
Let x be an element of R and let k be a natural number. The functor xk is

defined by:

(Def. 4) xk =
∏
(k 7→ x).

Let x be an element of R and let k be a natural number. Then xk is an
extended real number.
Let us note that εR is extreal-yielding.

1The definition (Def. 1) has been removed.
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Let r be an element of R. Note that 〈r〉 is extreal-yielding.
We now state two propositions:

(6)
∏
(εR) = 1.

(7) For every element r of R holds
∏
〈r〉 = r.

Let f , g be extreal-yielding finite sequences. Observe that f a g is extreal-
yielding.
We now state three propositions:

(8) For every extreal-yielding finite sequence F and for every element r of
R holds

∏
(F a 〈r〉) =

∏
F · r.

(9) For every element x of R holds x1 = x.
(10) For every element x of R and for every natural number k holds xk+1 =
xk · x.
Let k be a natural number and let us consider X, f . The functor fk yields

a partial function from X to R and is defined by:
(Def. 5) dom(fk) = dom f and for every element x of X such that x ∈ dom(fk)

holds fk(x) = f(x)k.

Next we state several propositions:

(11) For every element x of R and for every real number y and for every
natural number k such that x = y holds xk = yk.

(12) For every element x of R and for every natural number k such that 0 ≤ x
holds 0 ≤ xk.

(13) For every natural number k such that 1 ≤ k holds +∞k = +∞.
(14) Let k be a natural number and given X, S, f , E. If E ⊆ dom f and f is
measurable on E, then |f |k is measurable on E.

(15) Suppose dom f ∩ dom g = E and f is finite and g is finite and f is
measurable on E and g is measurable on E. Then f g is measurable on E.

(16) If rng f is bounded, then f is finite.

(17) Let M be a σ-measure on S, f , g be partial functions from X to R, E
be an element of S, and F be a non empty subset of R. Suppose dom f ∩
dom g = E and rng f = F and g is finite and f is measurable on E and
rng f is bounded and g is integrable on M . Then (f g)�E is integrable on
M and there exists an element c of R such that c ≥ inf F and c ≤ supF
and
∫
(f |g|)�E dM = R(c) ·

∫
|g|�E dM.

4. Selected Properties of Integrals

We use the following convention: E1, E2 denote elements of S, x, A denote
sets, and a, b denote real numbers.
The following propositions are true:
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(18) |f |�A = |f�A|.
(19) dom(|f |+ |g|) = dom f ∩ dom g and dom |f + g| ⊆ dom |f |.
(20) |f |�dom |f + g|+ |g|�dom |f + g| = (|f |+ |g|)�dom |f + g|.
(21) If x ∈ dom |f + g|, then |f + g|(x) ≤ (|f |+ |g|)(x).
(22) Suppose f is integrable on M and g is integrable on M . Then there
exists an element E of S such that E = dom(f + g) and

∫
|f + g|�E dM ≤∫

|f |�E dM +
∫
|g|�E dM.

(23) max+(χA,X) = χA,X .

(24) If M(E) < +∞, then χE,X is integrable on M and
∫
χE,X dM =M(E)

and
∫
χE,X�E dM =M(E).

(25) If M(E1 ∩ E2) < +∞, then
∫
χ(E1),X�E2 dM =M(E1 ∩ E2).

(26) Suppose f is integrable on M and E ⊆ dom f and M(E) < +∞ and
for every element x of X such that x ∈ E holds a ≤ f(x) ≤ b. Then
R(a) ·M(E) ≤

∫
f�E dM ≤ R(b) ·M(E).
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Summary. The goal of this article is to prove Egoroff’s Theorem [13].
However, there are not enough theorems related to sequence of measurable func-
tions in Mizar Mathematical Library. So we proved many theorems about them.
At the end of this article, we showed Egoroff’s theorem.

MML identifier: MESFUNC8, version: 7.8.10 4.100.1011

The articles [18], [3], [15], [16], [5], [12], [22], [6], [19], [20], [8], [14], [7], [4], [17],
[1], [10], [11], [9], [21], and [2] provide the notation and terminology for this
paper.

1. Selected Properties of Functional Sequences

In this paper n, k are natural numbers, X is a non empty set, and S is a
σ-field of subsets of X.
Next we state several propositions:

(1) Let M be a σ-measure on S, F be a function from N into S, and given
n. Then {x ∈ X:

∧
k (n ≤ k ⇒ x ∈ F (k))} is an element of S.

(2) Let F be a sequence of subsets of X and n be an element of N. Then
(the superior set sequence of F )(n) =

⋃
rng(F ↑ n) and (the inferior set

sequence of F )(n) =
⋂
rng(F ↑ n).

(3) Let M be a σ-measure on S and F be a sequence of subsets of S. Then
there exists a function G from N into S such that G = the inferior set
sequence of F and M(lim inf F ) = sup rng(M ·G).
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(4) LetM be a σ-measure on S and F be a sequence of subsets of S. Suppose
M(
⋃
F ) < +∞. Then there exists a function G from N into S such that

G = the superior set sequence of F and M(lim supF ) = inf rng(M ·G).
(5) LetM be a σ-measure on S and F be a sequence of subsets of S. Suppose
F is convergent. Then there exists a function G from N into S such that
G = the inferior set sequence of F and M(limF ) = sup rng(M ·G).

(6) LetM be a σ-measure on S and F be a sequence of subsets of S. Suppose
F is convergent and M(

⋃
F ) < +∞. Then there exists a function G from

N into S such that G = the superior set sequence of F and M(limF ) =
inf rng(M ·G).
Let X, Y be sets and let F be a sequence of partial functions from X into

Y . We say that F has the same dom if and only if:

(Def. 1) rngF has common domain.

Let X, Y be sets and let F be a sequence of partial functions from X into
Y . Let us observe that F has the same dom if and only if:

(Def. 2) For all natural numbers n, m holds domF (n) = domF (m).

Let X, Y be sets. One can verify that there exists a sequence of partial
functions from X into Y which has the same dom.
Let X be a non empty set and let f be a sequence of partial functions from

X into R. The functor inf f yielding a partial function from X to R is defined
as follows:

(Def. 3) dom inf f = dom f(0) and for every element x of X such that x ∈
dom inf f holds (inf f)(x) = inf(f#x).

Let X be a non empty set and let f be a sequence of partial functions from
X into R. The functor sup f yields a partial function from X to R and is defined
by:

(Def. 4) dom sup f = dom f(0) and for every element x of X such that x ∈
dom sup f holds (sup f)(x) = sup(f#x).

Let X be a non empty set and let f be a sequence of partial functions from
X into R. The inferior real sequence of f yields a sequence of partial functions
from X into R with the same dom and is defined by the condition (Def. 5).
(Def. 5) Let n be a natural number. Then

(i) dom (the inferior real sequence of f)(n) = dom f(0), and
(ii) for every element x of X such that x ∈ dom (the inferior real sequence
of f)(n) holds (the inferior real sequence of f)(n)(x) = (the inferior real
sequence of f#x)(n).

Let X be a non empty set and let f be a sequence of partial functions from
X into R. The superior real sequence of f yields a sequence of partial functions
from X into R with the same dom and is defined by the condition (Def. 6).
(Def. 6) Let n be a natural number. Then
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(i) dom (the superior real sequence of f)(n) = dom f(0), and
(ii) for every element x of X such that x ∈ dom (the superior real sequence
of f)(n) holds (the superior real sequence of f)(n)(x) = (the superior real
sequence of f#x)(n).

One can prove the following proposition

(7) Let f be a sequence of partial functions from X into R and x be an
element of X. Suppose x ∈ dom f(0). Then (the inferior real sequence of
f)#x = the inferior real sequence of f#x.

Let X, Y be sets. We see that the sequence of partial functions from X into
Y is a function from N into X→̇Y.
Let X, Y be sets, let f be a sequence of partial functions from X into Y

with the same dom, and let n be an element of N. Observe that f ↑ n has the
same dom.
Next we state three propositions:

(8) Let f be a sequence of partial functions from X into R with the same
dom and n be an element of N. Then (the inferior real sequence of f)(n) =
inf(f ↑ n).

(9) Let f be a sequence of partial functions from X into R with the same
dom and n be an element of N. Then (the superior real sequence of f)(n) =
sup(f ↑ n).

(10) Let f be a sequence of partial functions from X into R and x be an
element of X. Suppose x ∈ dom f(0). Then (the superior real sequence of
f)#x = the superior real sequence of f#x.

Let X be a non empty set and let f be a sequence of partial functions from
X into R. The functor lim inf f yielding a partial function from X to R is defined
as follows:

(Def. 8)1 dom lim inf f = dom f(0) and for every element x of X such that x ∈
dom lim inf f holds (lim inf f)(x) = lim inf(f#x).

Let X be a non empty set and let f be a sequence of partial functions from X
into R. The functor lim sup f yielding a partial function from X to R is defined
as follows:

(Def. 9) dom lim sup f = dom f(0) and for every element x of X such that x ∈
dom lim sup f holds (lim sup f)(x) = lim sup(f#x).

We now state three propositions:

(11) Let f be a sequence of partial functions from X into R. Then
(i) for every element x of X such that x ∈ dom lim inf f
holds (lim inf f)(x) = sup (the inferior real sequence of f#x)
and (lim inf f)(x) = sup((the inferior real sequence of f)#x) and
(lim inf f)(x) = (sup (the inferior real sequence of f))(x), and

1The definition (Def. 7) has been removed.
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(ii) lim inf f = sup (the inferior real sequence of f).

(12) Let f be a sequence of partial functions from X into R. Then
(i) for every element x of X such that x ∈ dom lim sup f
holds (lim sup f)(x) = inf (the superior real sequence of f#x)
and (lim sup f)(x) = inf((the superior real sequence of f)#x) and
(lim sup f)(x) = (inf (the superior real sequence of f))(x), and

(ii) lim sup f = inf (the superior real sequence of f).

(13) Let f be a sequence of partial functions from X into R and x be an
element of X. If x ∈ dom f(0), then f#x is convergent iff (lim sup f)(x) =
(lim inf f)(x).

Let X be a non empty set and let f be a sequence of partial functions from
X into R. The functor lim f yielding a partial function from X to R is defined
by:

(Def. 10) dom lim f = dom f(0) and for every element x of X such that x ∈
dom lim f holds (lim f)(x) = lim(f#x).

One can prove the following propositions:

(14) Let f be a sequence of partial functions from X into R and x be an
element of X. If x ∈ dom lim f and f#x is convergent, then (lim f)(x) =
(lim sup f)(x) and (lim f)(x) = (lim inf f)(x).

(15) Let f be a sequence of partial functions from X into R with the same
dom, F be a sequence of subsets of S, and r be a real number. Suppose that
for every natural number n holds F (n) = dom f(0)∩GT-dom(f(n),R(r)).
Then

⋃
rngF = dom f(0) ∩GT-dom(sup f,R(r)).

(16) Let f be a sequence of partial functions from X into R with the sa-
me dom, F be a sequence of subsets of S, and r be a real number.
Suppose that for every natural number n holds F (n) = dom f(0) ∩
GTE-dom(f(n),R(r)). Then

⋂
rngF = dom f(0)∩GTE-dom(inf f,R(r)).

(17) Let f be a sequence of partial functions from X into R with the same
dom, F be a sequence of subsets of S, and r be a real number. Suppose that
for every natural number n holds F (n) = dom f(0)∩GT-dom(f(n),R(r)).
Let n be a natural number. Then (the superior set sequence of F )(n) =
dom f(0) ∩GT-dom((the superior real sequence of f)(n),R(r)).

(18) Let f be a sequence of partial functions from X into R with the sa-
me dom, F be a sequence of subsets of S, and r be a real number.
Suppose that for every natural number n holds F (n) = dom f(0) ∩
GTE-dom(f(n),R(r)). Let n be a natural number. Then (the inferior set
sequence of F )(n) = dom f(0) ∩ GTE-dom((the inferior real sequence of
f)(n),R(r)).

(19) Let f be a sequence of partial functions from X into R with the same
dom and E be an element of S. Suppose dom f(0) = E and for every
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natural number n holds f(n) is measurable on E. Let given n. Then (the
superior real sequence of f)(n) is measurable on E.

(20) Let f be a sequence of partial functions from X into R with the same
dom and E be an element of S. Suppose dom f(0) = E and for every
natural number n holds f(n) is measurable on E. Let n be a natural
number. Then (the inferior real sequence of f)(n) is measurable on E.

(21) Let f be a sequence of partial functions from X into R, F be a sequence
of subsets of S, and r be a real number. Suppose that for every natural
number n holds F (n) = dom f(0)∩GTE-dom((the superior real sequence
of f)(n),R(r)). Then

⋂
F = dom f(0) ∩GTE-dom(lim sup f,R(r)).

(22) Let f be a sequence of partial functions from X into R, F be a sequence
of subsets of S, and r be a real number. Suppose that for every natural
number n holds F (n) = dom f(0)∩GT-dom((the inferior real sequence of
f)(n),R(r)). Then

⋃
rngF = dom f(0) ∩GT-dom(lim inf f,R(r)).

(23) Let f be a sequence of partial functions fromX into R with the same dom
and E be an element of S. Suppose dom f(0) = E and for every natural
number n holds f(n) is measurable on E. Then lim sup f is measurable on
E.

(24) Let f be a sequence of partial functions fromX into R with the same dom
and E be an element of S. Suppose dom f(0) = E and for every natural
number n holds f(n) is measurable on E. Then lim inf f is measurable on
E.

(25) Let f be a sequence of partial functions from X into R with the same
dom and E be an element of S. Suppose that
(i) dom f(0) = E,
(ii) for every natural number n holds f(n) is measurable on E, and
(iii) for every element x of X such that x ∈ E holds f#x is convergent.
Then lim f is measurable on E.

(26) Let f be a sequence of partial functions from X into R with the same
dom, g be a partial function from X to R, and E be an element of S.
Suppose that
(i) dom f(0) = E,
(ii) for every natural number n holds f(n) is measurable on E,
(iii) dom g = E, and
(iv) for every element x of X such that x ∈ E holds f#x is convergent and
g(x) = lim(f#x).
Then g is measurable on E.

(27) Let f be a sequence of partial functions from X into R and g be a partial
function from X to R. Suppose that for every element x of X such that
x ∈ dom g holds f#x is convergent to finite number and g(x) = lim(f#x).
Then g is finite.
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2. Egoroff’s Theorem

The following three propositions are true:

(28) Let M be a σ-measure on S, f be a sequence of partial functions from
X into R with the same dom, g be a partial function from X to R, and E
be an element of S. Suppose that
(i) M(E) < +∞,
(ii) dom f(0) = E,
(iii) for every natural number n holds f(n) is measurable on E and f(n) is
finite,

(iv) dom g = E, and
(v) for every element x of X such that x ∈ E holds f#x is convergent to
finite number and g(x) = lim(f#x).
Let r, e be real numbers. Suppose 0 < r and 0 < e. Then there exists an
element H of S and there exists a natural number N such that

(vi) H ⊆ E,
(vii) M(H) < r, and
(viii) for every natural number k such that N < k and for every element x
of X such that x ∈ E \H holds |f(k)(x)− g(x)| < e.

(29) Let X, Y be non empty sets, E be a set, and F , G be functions from
X into Y . If for every element x of X holds G(x) = E \ F (x), then⋃
rngG = E \

⋂
rngF.

(30) Let M be a σ-measure on S, f be a sequence of partial functions from
X into R with the same dom, g be a partial function from X to R, and E
be an element of S. Suppose that
(i) dom f(0) = E,
(ii) for every natural number n holds f(n) is measurable on E,
(iii) M(E) < +∞,
(iv) for every natural number n there exists an element L of S such that
L ⊆ E and M(E \ L) = 0 and for every element x of X such that x ∈ L
holds |f(n)(x)| < +∞, and

(v) there exists an element G of S such that G ⊆ E and M(E \ G) = 0
and for every element x of X such that x ∈ E holds f#x is convergent
to finite number and dom g = E and for every element x of X such that
x ∈ G holds g(x) = lim(f#x).
Let e be a real number. Suppose 0 < e. Then there exists an element F of
S such that

(vi) F ⊆ E,
(vii) M(E \ F ) ≤ e, and
(viii) for every real number p such that 0 < p there exists a natural number
N such that for every natural number n such that N < n and for every
element x of X such that x ∈ F holds |f(n)(x)− g(x)| < p.
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Summary. In this article we will first investigate the elementary pro-
perties of BCI-algebras with condition (S), see [8]. And then we will discuss
the three classes of algebras: commutative, positive-implicative and implicative
BCK-algebras with condition (S).
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The papers [5], [12], [3], [1], [6], [2], [10], [9], [4], [11], and [7] provide the notation
and terminology for this paper.
We introduce BCI stuctures with complements which are extensions of BCI

structure with 0 and zero structure and are systems
〈 a carrier, an external complement, an internal complement, a zero 〉,

where the carrier is a set, the external complement and the internal complement
are binary operations on the carrier, and the zero is an element of the carrier.
Let us mention that there exists a BCI structure with complements which

is non empty and strict.
Let A be a BCI structure with complements and let x, y be elements of A.

The functor x · y yields an element of A and is defined as follows:
(Def. 1) x · y = (the external complement of A)(x, y).
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Let B be a non empty BCI structure with complements. We say that B

satisfies condition (S) if and only if:

(Def. 2) For all elements x, y, z of B holds x \ y \ z = x \ y · z.
The BCI structure the BCI S-example with complements is defined by:

(Def. 3) The BCI S-example = 〈1, op2, op2, op0〉.
Let us observe that the BCI S-example is strict, non empty, and trivial.
Let us observe that the BCI S-example is B, C, I, BCI-4, and BCK-5 and

satisfies condition (S).
Let us note that there exists a non empty BCI structure with complements

which is strict, B, C, I, and BCI-4 and satisfies condition (S).
A BCI-algebra with condition (S) is B C I BCI-4 non empty BCI structure

with complements satisfying condition (S).
In the sequel X is a non empty BCI structure with complements, x, d are

elements of X, and n is an element of N.
Let X be a BCI-algebra with condition (S) and let x, y be elements of X.

The functor ConditionS(x, y) yields a non empty subset of X and is defined as
follows:

(Def. 4) ConditionS(x, y) = {t ∈ X: t \ x ≤ y}.
We now state four propositions:

(1) Let X be a BCI-algebra with condition (S) and x, y, u, v be elements of
X. If u ∈ ConditionS(x, y) and v ≤ u, then v ∈ ConditionS(x, y).

(2) Let X be a BCI-algebra with condition (S) and x, y be elements of X.
Then there exists an element a of ConditionS(x, y) such that for every
element z of ConditionS(x, y) holds z ≤ a.

(3) X is a BCI-algebra and for all elements x, y of X holds x · y \ x ≤ y and
for every element t of X such that t \ x ≤ y holds t ≤ x · y if and only if X
is a BCI-algebra with condition (S).

(4) Let X be a BCI-algebra with condition (S) and x, y be elements of X.
Then there exists an element a of ConditionS(x, y) such that for every
element z of ConditionS(x, y) holds z ≤ a.
Let X be a p-semisimple BCI-algebra. The adjoint p-group of X yields a

strict Abelian group and is defined by the conditions (Def. 5).

(Def. 5)(i) The carrier of the adjoint p-group of X = the carrier of X,
(ii) for all elements x, y of X holds (the addition of the adjoint p-group of

X)(x, y) = x \ (0X \ y), and
(iii) 0the adjoint p-group of X = 0X.

We now state a number of propositions:

(5) Let X be a BCI-algebra. Then X is p-semisimple if and only if for all
elements x, y of X such that x \ y = 0X holds x = y.
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(6) Let X be a BCI-algebra with condition (S). Suppose X is p-semisimple.
Let x, y be elements of X. Then x · y = x \ (0X \ y).

(7) For every BCI-algebra X with condition (S) and for all elements x, y of
X holds x · y = y · x.

(8) Let X be a BCI-algebra with condition (S) and x, y, z be elements of X.
If x ≤ y, then x · z ≤ y · z and z · x ≤ z · y.

(9) For every BCI-algebra X with condition (S) and for every element x of
X holds 0X · x = x and x · 0X = x.

(10) For every BCI-algebra X with condition (S) and for all elements x, y, z
of X holds (x · y) · z = x · (y · z).

(11) For every BCI-algebra X with condition (S) and for all elements x, y, z
of X holds x · y · z = x · z · y.

(12) For every BCI-algebra X with condition (S) and for all elements x, y, z
of X holds x \ y \ z = x \ y · z.

(13) For every BCI-algebra X with condition (S) and for all elements x, y of
X holds y ≤ x · (y \ x).

(14) For every BCI-algebra X with condition (S) and for all elements x, y, z
of X holds x · z \ y · z ≤ x \ y.

(15) For every BCI-algebra X with condition (S) and for all elements x, y, z
of X holds x \ y ≤ z iff x ≤ y · z.

(16) For every BCI-algebra X with condition (S) and for all elements x, y, z
of X holds x \ y ≤ (x \ z) · (z \ y).
Let X be a BCI-algebra with condition (S). One can check that the external

complement of X is commutative and associative.
Next we state three propositions:

(17) For every BCI-algebra X with condition (S) holds 0X is a unity w.r.t. the
external complement of X.

(18) For every BCI-algebra X with condition (S) holds
1the external complement of X = 0X.

(19) For every BCI-algebra X with condition (S) holds the external comple-
ment of X has a unity.

Let X be a BCI-algebra with condition (S). The functor powerX yielding a
function from (the carrier of X)× N into the carrier of X is defined as follows:
(Def. 6) For every element h of X holds powerX(h, 0) = 0X and for every n holds

powerX(h, n+ 1) = powerX(h, n) · h.
Let X be a BCI-algebra with condition (S), let x be an element of X, and

let us consider n. The functor xn yields an element of X and is defined by:

(Def. 7) xn = powerX(x, n).

The following propositions are true:
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(20) For every BCI-algebra X with condition (S) and for every element x of
X holds x0 = 0X.

(21) For every BCI-algebra X with condition (S) and for every element x of
X holds xn+1 = xn · x.

(22) For every BCI-algebra X with condition (S) and for every element x of
X holds x1 = x.

(23) For every BCI-algebra X with condition (S) and for every element x of
X holds x2 = x · x.

(24) For every BCI-algebra X with condition (S) and for every element x of
X holds x3 = x · x · x.

(25) For every BCI-algebra X with condition (S) holds (0X)
2 = 0X.

(26) For every BCI-algebra X with condition (S) holds (0X)
n = 0X.

(27) For every BCI-algebra X with condition (S) and for all elements x, a of
X holds x \ a \ a \ a = x \ a3.

(28) For every BCI-algebra X with condition (S) and for all elements x, a of
X holds (x \ a)n = x \ an.
Let X be a non empty BCI structure with complements and let F be a finite

sequence of elements of the carrier of X. The functor ProductS(F ) yielding an
element of X is defined by:

(Def. 8) ProductS(F ) = the external complement of X� F.
One can prove the following propositions:

(29) The external complement of X� 〈d〉 = d.
(30) Let X be a BCI-algebra with condition (S) and F1, F2 be finite sequences
of elements of the carrier of X. Then ProductS(F1 a F2) = ProductS(F1) ·
ProductS(F2).

(31) Let X be a BCI-algebra with condition (S), F be a finite sequence of
elements of the carrier of X, and a be an element of X. Then ProductS(F a

〈a〉) = ProductS(F ) · a.
(32) Let X be a BCI-algebra with condition (S), F be a finite sequence of
elements of the carrier of X, and a be an element of X. Then ProductS(〈a〉a
F ) = a · ProductS(F ).

(33) For every BCI-algebra X with condition (S) and for all elements a1, a2
of X holds ProductS(〈a1, a2〉) = a1 · a2.

(34) For every BCI-algebra X with condition (S) and for all elements a1, a2,
a3 of X holds ProductS(〈a1, a2, a3〉) = a1 · a2 · a3.

(35) For every BCI-algebra X with condition (S) and for all elements x, a1,
a2 of X holds x \ a1 \ a2 = x \ ProductS(〈a1, a2〉).

(36) For every BCI-algebra X with condition (S) and for all elements x, a1,
a2, a3 of X holds x \ a1 \ a2 \ a3 = x \ ProductS(〈a1, a2, a3〉).
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(37) Let X be a BCI-algebra with condition (S), a, b be elements of
AtomSetX, and m1 be an element of X. Suppose that for every element
x of BranchV a holds x ≤ m1. Then there exists an element m2 of X such
that for every element y of BranchV b holds y ≤ m2.
Let us observe that there exists a BCI-algebra with condition (S) which is

strict and BCK-5.
A BCK-algebra with condition (S) is BCK-5 BCI-algebra with condition (S).
We now state four propositions:

(38) For every BCK-algebra X with condition (S) and for all elements x, y of
X holds x ≤ x · y and y ≤ x · y.

(39) For every BCK-algebra X with condition (S) and for all elements x, y,
z of X holds x · y \ y · z \ z · x = 0X.

(40) For every BCK-algebra X with condition (S) and for all elements x, y of
X holds (x \ y) · (y \ x) ≤ x · y.

(41) For every BCK-algebra X with condition (S) and for every element x of
X holds (x \ 0X) · (0X \ x) = x.
Let B be a BCK-algebra with condition (S). We say that B is commutative

if and only if:

(Def. 9) For all elements x, y of B holds x \ (x \ y) = y \ (y \ x).
One can verify that there exists a BCK-algebra with condition (S) which is

commutative.
Next we state two propositions:

(42) Let X be a non empty BCI structure with complements. Then X is a
commutative BCK-algebra with condition (S) if and only if for all elements
x, y, z of X holds x \ (0X \ y) = x and (x \ z) \ (x \ y) = y \ z \ (y \ x) and
x \ y \ z = x \ y · z.

(43) Let X be a commutative BCK-algebra with condition (S) and a be an
element of X. If a is greatest, then for all elements x, y of X holds x · y =
a \ (a \ x \ y).
Let X be a BCI-algebra and let a be an element of X. The initial section of

a yields a non empty subset of X and is defined by:

(Def. 10) The initial section of a = {t ∈ X: t ≤ a}.
The following proposition is true

(44) Let X be a commutative BCK-algebra with condition (S) and a, b, c be
elements of X. Suppose ConditionS(a, b) ⊆ the initial section of c. Let x
be an element of ConditionS(a, b). Then x ≤ c \ (c \ a \ b).
Let B be a BCK-algebra with condition (S). We say that B is positive-

implicative if and only if:

(Def. 11) For all elements x, y of B holds x \ y \ y = x \ y.
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Let us note that there exists a BCK-algebra with condition (S) which is
positive-implicative.
The following propositions are true:

(45) Let X be a BCK-algebra with condition (S). Then X is positive-
implicative if and only if for every element x of X holds x · x = x.

(46) Let X be a BCK-algebra with condition (S). Then X is positive-
implicative if and only if for all elements x, y of X such that x ≤ y holds
x · y = y.

(47) Let X be a BCK-algebra with condition (S). Then X is positive-
implicative if and only if for all elements x, y, z of X holds x · y \ z =
(x \ z) · (y \ z).

(48) Let X be a BCK-algebra with condition (S). Then X is positive-
implicative if and only if for all elements x, y of X holds x · y = x · (y \ x).

(49) Let X be a positive-implicative BCK-algebra with condition (S) and x,
y be elements of X. Then x = (x \ y) · (x \ (x \ y)).
Let B be a non empty BCI structure with complements. We say that B is

SB-1 if and only if:

(Def. 12) For every element x of B holds x · x = x.
We say that B is SB-2 if and only if:

(Def. 13) For all elements x, y of B holds x · y = y · x.
We say that B is SB-4 if and only if:

(Def. 14) For all elements x, y of B holds (x \ y) · y = x · y.
Let us note that the BCI S-example is SB-1, SB-2, SB-4, and I and satisfies

condition (S).
Let us note that there exists a non empty BCI structure with complements

which is strict, SB-1, SB-2, SB-4, and I and satisfies condition (S).
A semi-Brouwerian algebra is SB-1 SB-2 SB-4 I non empty BCI structure

with complements satisfying condition (S).
One can prove the following proposition

(50) Let X be a non empty BCI structure with complements. Then X is a
positive-implicative BCK-algebra with condition (S) if and only if X is a
semi-Brouwerian algebra.

Let B be a BCK-algebra with condition (S). We say that B is implicative
if and only if:

(Def. 15) For all elements x, y of B holds x \ (y \ x) = x.
Let us observe that there exists a BCK-algebra with condition (S) which is

implicative.
Next we state two propositions:
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(51) Let X be a BCK-algebra with condition (S). Then X is implicative if and
only if X is commutative and positive-implicative.

(52) Let X be a BCK-algebra with condition (S). Then X is implicative if and
only if for all elements x, y, z of X holds x\ (y \z) = (x\y \z) · (z \ (z \x)).
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Summary. We continue to formalize the concept of the Generalized Full
Addition and Subtraction circuits (GFAs), define the structures of calculation
units for the Redundant Signed Digit (RSD) operations, then prove its stability
of the calculations. Generally, one-bit binary full adder assumes positive weights
to all of its three binary inputs and two outputs. We define the circuit structure of
two-types n-bit GFAs using the recursive construction to use the RSD arithmetic
logical units that we generalize full adder to have both positive and negative
weights to inputs and outputs. The motivation for this research is to establish a
technique based on formalized mathematics and its applications for calculation
circuits with high reliability.
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[9], [4], [5], and [18]. For simplicity the following abbreviations are introduced

η0 = Boolean0 7−→ false
η1 = Boolean0 7−→ true
Σ0 = 1GateCircStr(ε, η0)

Σ1 = 1GateCircStr(ε, η1)

C0 = 1GateCircuit(ε, η0)

C1 = 1GateCircuit(ε, η1)
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1. n-Bit Generalized Full Adder Circuit (TYPE-0)

Let n be a natural number and let x, y be finite sequences. The functor
n-BitGFA0Str(x, y) yielding an unsplit non void strict non empty many sorted
signature with arity held in gates and Boolean denotation held in gates is defined
by the condition (Def. 1).

(Def. 1) There exist many sorted sets f , h indexed by N such that
(i) n-BitGFA0Str(x, y) = f(n),
(ii) f(0) = Σ0,
(iii) h(0) = 〈〈ε, η0〉〉, and
(iv) for every element n of N and for every non empty many sorted si-
gnature S and for every set z such that S = f(n) and z = h(n) holds
f(n + 1) = S+·BitGFA0Str(x(n + 1), y(n + 1), z) and h(n + 1) =
GFA0CarryOutput(x(n+ 1), y(n+ 1), z).

Let n be an element of N and let x, y be finite sequences. The functor
n-BitGFA0Circ(x, y) yields a Boolean strict circuit of n-BitGFA0Str(x, y) with
denotation held in gates and is defined by the condition (Def. 2).

(Def. 2) There exist many sorted sets f , g, h indexed by N such that
(i) n-BitGFA0Str(x, y) = f(n),
(ii) n-BitGFA0Circ(x, y) = g(n),
(iii) f(0) = Σ0,
(iv) g(0) = C0,

(v) h(0) = 〈〈ε, η0〉〉, and
(vi) for every element n of N and for every non empty many sor-
ted signature S and for every non-empty algebra A over S and
for every set z such that S = f(n) and A = g(n) and z =
h(n) holds f(n + 1) = S+·BitGFA0Str(x(n + 1), y(n + 1), z) and
g(n + 1) = A+·BitGFA0Circ(x(n + 1), y(n + 1), z) and h(n + 1) =
GFA0CarryOutput(x(n+ 1), y(n+ 1), z).

Let n be an element of N and let x, y be finite sequen-
ces. The functor n-BitGFA0CarryOutput(x, y) yields an element of
InnerVertices(n-BitGFA0Str(x, y)) and is defined by the condition (Def. 3).

(Def. 3) There exists a many sorted set h indexed by N such that
n-BitGFA0CarryOutput(x, y) = h(n) and h(0) = 〈〈ε, η0〉〉 and for every
element n of N holds h(n + 1) = GFA0CarryOutput(x(n + 1), y(n + 1),
h(n)).

The following propositions are true:

(1) Let x, y be finite sequences and f , g, h be many sorted sets indexed by
N. Suppose that
(i) f(0) = Σ0,
(ii) g(0) = C0,
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(iii) h(0) = 〈〈ε, η0〉〉, and
(iv) for every element n of N and for every non empty many sor-
ted signature S and for every non-empty algebra A over S and
for every set z such that S = f(n) and A = g(n) and z =
h(n) holds f(n + 1) = S+·BitGFA0Str(x(n + 1), y(n + 1), z) and
g(n + 1) = A+·BitGFA0Circ(x(n + 1), y(n + 1), z) and h(n + 1) =
GFA0CarryOutput(x(n+ 1), y(n+ 1), z).
Let n be an element of N. Then n-BitGFA0Str(x, y) = f(n) and
n-BitGFA0Circ(x, y) = g(n) and n-BitGFA0CarryOutput(x, y) = h(n).

(2) For all finite sequences a, b holds 0-BitGFA0Str(a, b) = Σ0 and
0-BitGFA0Circ(a, b) = C0 and 0-BitGFA0CarryOutput(a, b) = 〈〈ε, η0〉〉.

(3) Let a, b be finite sequences and c be a set. Suppose c =
〈〈ε, η0〉〉. Then 1-BitGFA0Str(a, b) = Σ0+·BitGFA0Str(a(1), b(1),
c) and 1-BitGFA0Circ(a, b) = C0+·BitGFA0Circ(a(1), b(1), c) and
1-BitGFA0CarryOutput(a, b) = GFA0CarryOutput(a(1), b(1), c).

(4) For all sets a, b, c such that c = 〈〈ε, η0〉〉 holds 1-BitGFA0Str(〈a〉,
〈b〉) = Σ0+·BitGFA0Str(a, b, c) and 1-BitGFA0Circ(〈a〉, 〈b〉) =
C0+·BitGFA0Circ(a, b, c) and 1-BitGFA0CarryOutput(〈a〉, 〈b〉) =
GFA0CarryOutput(a, b, c).

(5) Let n be an element of N, p, q be finite sequences with length n,
and p1, p2, q1, q2 be finite sequences. Then n-BitGFA0Str(p a p1,

q a q1) = n-BitGFA0Str(p a p2, q
a q2) and n-BitGFA0Circ(p a p1,

qaq1) = n-BitGFA0Circ(pap2, qaq2) and n-BitGFA0CarryOutput(pap1,
q a q1) = n-BitGFA0CarryOutput(p a p2, q

a q2).

(6) Let n be an element of N, x, y be finite sequences with length n, and a,
b be sets. Then (n+ 1)-BitGFA0Str(x a 〈a〉, y a 〈b〉) = (n-BitGFA0Str(x,
y))+·BitGFA0Str(a, b, n-BitGFA0CarryOutput(x, y)) and
(n + 1)-BitGFA0Circ(x a 〈a〉, y a 〈b〉) = (n-BitGFA0Circ(x, y))+·
BitGFA0Circ(a, b, n-BitGFA0CarryOutput(x, y)) and
(n+1)-BitGFA0CarryOutput(xa 〈a〉, y a 〈b〉) = GFA0CarryOutput(a, b,
n-BitGFA0CarryOutput(x, y)).

(7) Let n be an element of N and x, y be finite sequences. Then (n +
1)-BitGFA0Str(x, y) = (n-BitGFA0Str(x, y))+·BitGFA0Str(x(n + 1),
y(n + 1), n-BitGFA0CarryOutput(x, y)) and (n + 1)-BitGFA0Circ(x,
y) = (n-BitGFA0Circ(x, y))+·BitGFA0Circ(x(n + 1), y(n + 1),
n-BitGFA0CarryOutput(x, y)) and (n+1)-BitGFA0CarryOutput(x, y) =
GFA0CarryOutput(x(n+ 1), y(n+ 1), n-BitGFA0CarryOutput(x, y)).

(8) For all elements n, m of N such that n ≤ m and for
all finite sequences x, y holds InnerVertices(n-BitGFA0Str(x, y)) ⊆
InnerVertices(m-BitGFA0Str(x, y)).

(9) For every element n of N and for all finite sequences x, y holds
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InnerVertices((n+1)-BitGFA0Str(x, y)) = InnerVertices(n-BitGFA0Str(x,
y))∪InnerVertices(BitGFA0Str(x(n+1), y(n+1), n-BitGFA0CarryOutput
(x, y))).

Let k, n be elements of N. Let us assume that k ≥ 1 and k ≤ n. Let x, y
be finite sequences. The functor (k, n)-BitGFA0AdderOutput(x, y) yielding an
element of InnerVertices(n-BitGFA0Str(x, y)) is defined as follows:

(Def. 4) There exists an element i of N such that k = i + 1 and
(k, n)-BitGFA0AdderOutput(x, y) = GFA0AdderOutput(x(k), y(k),
i-BitGFA0CarryOutput(x, y)).

Next we state two propositions:

(10) For all elements n, k of N such that k < n and for all finite sequences x, y
holds (k+1, n)-BitGFA0AdderOutput(x, y) = GFA0AdderOutput(x(k+
1), y(k + 1), k-BitGFA0CarryOutput(x, y)).

(11) For every element n of N and for all finite sequences x, y holds
InnerVertices(n-BitGFA0Str(x, y)) is a binary relation.

Let n be an element of N and let x, y be finite sequences. Observe that
n-BitGFA0CarryOutput(x, y) is pair.
One can prove the following three propositions:

(12) Let f , g be nonpair yielding finite sequences and n be an
element of N. Then InputVertices((n + 1)-BitGFA0Str(f, g)) =
InputVertices(n-BitGFA0Str(f, g))∪(InputVertices(BitGFA0Str(f(n+1),
g(n + 1), n-BitGFA0CarryOutput(f, g))) \ {n-BitGFA0CarryOutput(f,
g)}) and InnerVertices(n-BitGFA0Str(f, g)) is a binary relation and
InputVertices(n-BitGFA0Str(f, g)) has no pairs.

(13) For every element n of N and for all nonpair yielding finite sequences x,
y with length n holds InputVertices(n-BitGFA0Str(x, y)) = rng x∪ rng y.

(14) Let n be an element of N, x, y be nonpair yielding finite sequences with
length n, and s be a state of n-BitGFA0Circ(x, y). Then Following(s, 1 +
2 · n) is stable.

2. n-Bit Generalized Full Adder Circuit (TYPE-1)

Let n be a natural number and let x, y be finite sequences. The functor
n-BitGFA1Str(x, y) yielding an unsplit non void strict non empty many sorted
signature with arity held in gates and Boolean denotation held in gates is defined
by the condition (Def. 5).

(Def. 5) There exist many sorted sets f , h indexed by N such that
(i) n-BitGFA1Str(x, y) = f(n),
(ii) f(0) = Σ1,
(iii) h(0) = 〈〈ε, η1〉〉, and
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(iv) for every element n of N and for every non empty many sorted si-
gnature S and for every set z such that S = f(n) and z = h(n) holds
f(n + 1) = S+·BitGFA1Str(x(n + 1), y(n + 1), z) and h(n + 1) =
GFA1CarryOutput(x(n+ 1), y(n+ 1), z).

Let n be an element of N and let x, y be finite sequences. The functor
n-BitGFA1Circ(x, y) yielding a Boolean strict circuit of n-BitGFA1Str(x, y)
with denotation held in gates is defined by the condition (Def. 6).

(Def. 6) There exist many sorted sets f , g, h indexed by N such that
(i) n-BitGFA1Str(x, y) = f(n),
(ii) n-BitGFA1Circ(x, y) = g(n),
(iii) f(0) = Σ1,
(iv) g(0) = C1,

(v) h(0) = 〈〈ε, η1〉〉, and
(vi) for every element n of N and for every non empty many sor-
ted signature S and for every non-empty algebra A over S and
for every set z such that S = f(n) and A = g(n) and z =
h(n) holds f(n + 1) = S+·BitGFA1Str(x(n + 1), y(n + 1), z) and
g(n + 1) = A+·BitGFA1Circ(x(n + 1), y(n + 1), z) and h(n + 1) =
GFA1CarryOutput(x(n+ 1), y(n+ 1), z).

Let n be an element of N and let x, y be finite sequen-
ces. The functor n-BitGFA1CarryOutput(x, y) yields an element of
InnerVertices(n-BitGFA1Str(x, y)) and is defined by the condition (Def. 7).

(Def. 7) There exists a many sorted set h indexed by N such that
n-BitGFA1CarryOutput(x, y) = h(n) and h(0) = 〈〈ε, η1〉〉 and for every
element n of N holds h(n + 1) = GFA1CarryOutput(x(n + 1), y(n + 1),
h(n)).

One can prove the following propositions:

(15) Let x, y be finite sequences and f , g, h be many sorted sets indexed by
N. Suppose that
(i) f(0) = Σ1,
(ii) g(0) = C1,

(iii) h(0) = 〈〈ε, η1〉〉, and
(iv) for every element n of N and for every non empty many sor-
ted signature S and for every non-empty algebra A over S and
for every set z such that S = f(n) and A = g(n) and z =
h(n) holds f(n + 1) = S+·BitGFA1Str(x(n + 1), y(n + 1), z) and
g(n + 1) = A+·BitGFA1Circ(x(n + 1), y(n + 1), z) and h(n + 1) =
GFA1CarryOutput(x(n+ 1), y(n+ 1), z).
Let n be an element of N. Then n-BitGFA1Str(x, y) = f(n) and
n-BitGFA1Circ(x, y) = g(n) and n-BitGFA1CarryOutput(x, y) = h(n).
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(16) For all finite sequences a, b holds 0-BitGFA1Str(a, b) = Σ1 and
0-BitGFA1Circ(a, b) = C1 and 0-BitGFA1CarryOutput(a, b) = 〈〈ε, η1〉〉.

(17) Let a, b be finite sequences and c be a set. Suppose c =
〈〈ε, η1〉〉. Then 1-BitGFA1Str(a, b) = Σ1+·BitGFA1Str(a(1), b(1),
c) and 1-BitGFA1Circ(a, b) = C1+·BitGFA1Circ(a(1), b(1), c) and
1-BitGFA1CarryOutput(a, b) = GFA1CarryOutput(a(1), b(1), c).

(18) For all sets a, b, c such that c = 〈〈ε, η1〉〉 holds 1-BitGFA1Str(〈a〉,
〈b〉) = Σ1+·BitGFA1Str(a, b, c) and 1-BitGFA1Circ(〈a〉, 〈b〉) =
C1+·BitGFA1Circ(a, b, c) and 1-BitGFA1CarryOutput(〈a〉, 〈b〉) =
GFA1CarryOutput(a, b, c).

(19) Let n be an element of N, p, q be finite sequences with length n,
and p1, p2, q1, q2 be finite sequences. Then n-BitGFA1Str(p a p1,

q a q1) = n-BitGFA1Str(p a p2, q
a q2) and n-BitGFA1Circ(p a p1,

qaq1) = n-BitGFA1Circ(pap2, qaq2) and n-BitGFA1CarryOutput(pap1,
q a q1) = n-BitGFA1CarryOutput(p a p2, q

a q2).

(20) Let n be an element of N, x, y be finite sequences with length n, and a,
b be sets. Then (n+ 1)-BitGFA1Str(x a 〈a〉, y a 〈b〉) = (n-BitGFA1Str(x,
y))+·BitGFA1Str(a, b, n-BitGFA1CarryOutput(x, y)) and
(n + 1)-BitGFA1Circ(x a 〈a〉, y a 〈b〉) = (n-BitGFA1Circ(x, y))+·
BitGFA1Circ(a, b, n-BitGFA1CarryOutput(x, y)) and
(n+1)-BitGFA1CarryOutput(xa 〈a〉, y a 〈b〉) = GFA1CarryOutput(a, b,
n-BitGFA1CarryOutput(x, y)).

(21) Let n be an element of N and x, y be finite sequences. Then (n +
1)-BitGFA1Str(x, y) = (n-BitGFA1Str(x, y))+·BitGFA1Str(x(n + 1),
y(n + 1), n-BitGFA1CarryOutput(x, y)) and (n + 1)-BitGFA1Circ(x,
y) = (n-BitGFA1Circ(x, y))+·BitGFA1Circ(x(n + 1), y(n + 1),
n-BitGFA1CarryOutput(x, y)) and (n+1)-BitGFA1CarryOutput(x, y) =
GFA1CarryOutput(x(n+ 1), y(n+ 1), n-BitGFA1CarryOutput(x, y)).

(22) For all elements n, m of N such that n ≤ m and for
all finite sequences x, y holds InnerVertices(n-BitGFA1Str(x, y)) ⊆
InnerVertices(m-BitGFA1Str(x, y)).

(23) For every element n of N and for all finite sequences x, y holds
InnerVertices((n+1)-BitGFA1Str(x, y)) = InnerVertices(n-BitGFA1Str(x,
y))∪InnerVertices(BitGFA1Str(x(n+1), y(n+1), n-BitGFA1CarryOutput
(x, y))).

Let k, n be elements of N. Let us assume that k ≥ 1 and k ≤ n. Let x, y
be finite sequences. The functor (k, n)-BitGFA1AdderOutput(x, y) yielding an
element of InnerVertices(n-BitGFA1Str(x, y)) is defined by:

(Def. 8) There exists an element i of N such that k = i + 1 and
(k, n)-BitGFA1AdderOutput(x, y) = GFA1AdderOutput(x(k), y(k),
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i-BitGFA1CarryOutput(x, y)).

Next we state two propositions:

(24) For all elements n, k of N such that k < n and for all finite sequences x, y
holds (k+1, n)-BitGFA1AdderOutput(x, y) = GFA1AdderOutput(x(k+
1), y(k + 1), k-BitGFA1CarryOutput(x, y)).

(25) For every element n of N and for all finite sequences x, y holds
InnerVertices(n-BitGFA1Str(x, y)) is a binary relation.

Let n be an element of N and let x, y be finite sequences. One can check
that n-BitGFA1CarryOutput(x, y) is pair.
We now state three propositions:

(26) Let f , g be nonpair yielding finite sequences and n be an
element of N. Then InputVertices((n + 1)-BitGFA1Str(f, g)) =
InputVertices(n-BitGFA1Str(f, g))∪(InputVertices(BitGFA1Str(f(n+1),
g(n + 1), n-BitGFA1CarryOutput(f, g))) \ {n-BitGFA1CarryOutput(f,
g)}) and InnerVertices(n-BitGFA1Str(f, g)) is a binary relation and
InputVertices(n-BitGFA1Str(f, g)) has no pairs.

(27) For every element n of N and for all nonpair yielding finite sequences x,
y with length n holds InputVertices(n-BitGFA1Str(x, y)) = rng x∪ rng y.

(28) Let n be an element of N, x, y be nonpair yielding finite sequences with
length n, and s be a state of n-BitGFA1Circ(x, y). Then Following(s, 1 +
2 · n) is stable.
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Summary. In this paper I present the Kronecker-Capelli theorem which
states that a system of linear equations has a solution if and only if the rank of
its coefficient matrix is equal to the rank of its augmented matrix.
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The terminology and notation used in this paper are introduced in the following
papers: [9], [24], [1], [2], [10], [25], [6], [8], [7], [3], [23], [21], [13], [5], [11], [12],
[26], [15], [27], [19], [16], [22], [20], [28], [4], [17], [14], and [18].

1. Preliminaries

For simplicity, we follow the rules: x denotes a set, i, j, k, l, m, n denote
natural numbers, K denotes a field, N denotes a without zero finite subset of
N, a, b denote elements of K, A, B, B1, B2, X, X1, X2 denote matrices over K,
A′ denotes a matrix over K of dimension m × n, B′ denotes a matrix over K
of dimension m × k, and M denotes a square matrix over K of dimension n.
We now state a number of propositions:

(1) If widthA = lenB, then (a ·A) ·B = a · (A ·B).
(2) 1K ·A = A and a · (b ·A) = (a · b) ·A.
(3) Let K be a non empty additive loop structure and f , g, h, w be finite
sequences of elements of K. If len f = len g and lenh = lenw, then f a

h+ g a w = (f + g) a (h+ w).

(4) Let K be a non empty multiplicative magma, f , g be finite sequences of
elements of K, and a be an element of K. Then a · (f a g) = (a ·f)a (a ·g).
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(5) Let f be a function and p1, p2, f1, f2 be finite sequences. If rng p1 ⊆
dom f and rng p2 ⊆ dom f and f1 = f ·p1 and f2 = f ·p2, then f ·(p1ap2) =
f1

a f2.

(6) Let f be a finite sequence of elements of N and given n. Suppose f is
one-to-one and rng f ⊆ Seg n and for all i, j such that i, j ∈ dom f and
i < j holds f(i) < f(j). Then Sgm rng f = f.

(7) Let K be an Abelian add-associative right zeroed right complementable
non empty additive loop structure, p be a finite sequence of elements of
K, and given i, j. Suppose i, j ∈ dom p and i 6= j and for every k such
that k ∈ dom p and k 6= i and k 6= j holds p(k) = 0K . Then

∑
p = pi+ pj .

(8) If i ∈ Segm, then (Sgm(Seg(n+m) \ Seg n))(i) = n+ i.
(9) Let D be a non empty set, A be a matrix over D, and B3, B4, C1,
C2 be without zero finite subsets of N. Suppose B3 × B4 ⊆ the indices
of A and C1 × C2 ⊆ the indices of A. Let B be a matrix over D of
dimension cardB3 × cardB4 and C be a matrix over D of dimension
cardC1 × cardC2. Suppose that for all natural numbers i, j, b1, b2, c1,
c2 such that 〈〈i, j〉〉 ∈ (B3 × B4) ∩ (C1 × C2) and b1 = (SgmB3)−1(i) and
b2 = (SgmB4)−1(j) and c1 = (SgmC1)−1(i) and c2 = (SgmC2)−1(j) holds
Bb1,b2 = Cc1,c2 . Then there exists a matrixM over D of dimension lenA ×
widthA such that Segm(M,B3, B4) = B and Segm(M,C1, C2) = C and
for all i, j such that 〈〈i, j〉〉 ∈ (the indices ofM)\ (B3×B4∪C1×C2) holds
Mi,j = Ai,j .

(10) Let P , Q, Q′ be without zero finite subsets of N. Suppose P ×Q′ ⊆ the
indices of A. Let given i, j. Suppose i ∈ domA\P and j ∈ SegwidthA\Q
and Ai,j 6= 0K and Q ⊆ Q′ and Line(A, i) · SgmQ′ = cardQ′ 7→ 0K . Then
rk(A) > rk(Segm(A,P,Q)).

(11) For every N such that N ⊆ domA and for every i such that
i ∈ domA \ N holds Line(A, i) = widthA 7→ 0K holds rk(A) =
rk(Segm(A,N, SegwidthA)).

(12) For every N such that N ⊆ SegwidthA and for every i such that
i ∈ SegwidthA \ N holds A�,i = lenA 7→ 0K holds rk(A) =
rk(Segm(A,Seg lenA,N)).

(13) Let V be a vector space over K, U be a finite subset of V , u, v be vectors
of V , and given a. If u, v ∈ U, then Lin((U \{u})∪{u+a ·v}) is a subspace
of Lin(U).

(14) Let V be a vector space over K, U be a finite subset of V , u, v be
vectors of V , and given a. Suppose u, v ∈ U and if u = v, then a 6= −1K
or u = 0V . Then Lin((U \ {u}) ∪ {u+ a · v}) = Lin(U).
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2. Selected Properties of Joining Operation of two Matrices

Let D be a non empty set, let n, m, k be natural numbers, let A be a matrix
over D of dimension n × m, and let B be a matrix over D of dimension n × k.
Then A_ B is a matrix over D of dimension n × (widthA+widthB).
We now state a number of propositions:

(15) Let D be a non empty set, A be a matrix over D of dimension n × m,
B be a matrix over D of dimension n × k, and given i. If i ∈ Seg n, then
Line(A_ B, i) = Line(A, i) a Line(B, i).

(16) Let D be a non empty set, A be a matrix over D of dimension n × m,
B be a matrix over D of dimension n × k, and given i. If i ∈ SegwidthA,
then (A_ B)�,i = A�,i.

(17) Let D be a non empty set, A be a matrix over D of dimension n × m,
B be a matrix over D of dimension n × k, and given i. If i ∈ SegwidthB,
then (A_ B)�,widthA+i = B�,i.

(18) Let D be a non empty set, A be a matrix over D of dimension n
× m, B be a matrix over D of dimension n × k, and p3, p4 be fi-
nite sequences of elements of D. If len p3 = widthA and len p4 =
widthB, then ReplaceLine(A _ B, i, p3 a p4) = (ReplaceLine(A, i, p3)) _

ReplaceLine(B, i, p4).

(19) Let D be a non empty set, A be a matrix over D of dimension n ×
m, and B be a matrix over D of dimension n × k. Then Segm(A _
B,Seg n,SegwidthA) = A and Segm(A _ B,Seg n,Seg(widthA +
widthB) \ SegwidthA) = B.

(20) For all matrices A, B over K such that lenA = lenB holds rk(A) ≤
rk(A_ B) and rk(B) ≤ rk(A_ B).

(21) For all matrices A, B over K such that lenA = lenB and lenA = rk(A)
holds rk(A) = rk(A_ B).

(22) For all matrices A, B over K such that lenA = lenB and widthA = 0
holds A_ B = B and B _ A = B.

(23) For all matrices A, B over K such that B = 0(lenA)×mK holds rk(A) =
rk(A_ B).

(24) Let A, B be matrices over K. Suppose rk(A) = rk(A_ B) and lenA =
lenB. Let given N . Suppose N ⊆ domA and for every i such that i ∈ N
holds Line(A, i) = widthA 7→ 0K . Let given i. If i ∈ N, then Line(B, i) =
widthB 7→ 0K .
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3. Basic Properties of two Transformations which Transform
Finite Sequences to Matrices

For simplicity, we follow the rules:D is a non empty set, b3 is a finite sequence
of elements of D, b, f , g are finite sequences of elements ofK, andM1 is a matrix
over D.
Let D be a non empty set and let b be a finite sequence of elements of D.

The functor LineVec2Mx b yielding a matrix over D of dimension 1 × len b is
defined by:

(Def. 1) LineVec2Mx b = 〈b〉.
The functor ColVec2Mx b yielding a matrix over D of dimension len b × 1 is
defined by:

(Def. 2) ColVec2Mx b = 〈b〉T.
One can prove the following propositions:

(25) M1 = LineVec2Mx b3 iff Line(M1, 1) = b3 and lenM1 = 1.

(26) If lenM1 6= 0 or len b3 6= 0, then M1 = ColVec2Mx b3 iff (M1)�,1 = b3
and widthM1 = 1.

(27) If len f = len g, then LineVec2Mx f +LineVec2Mx g = LineVec2Mx(f +
g).

(28) If len f = len g, then ColVec2Mx f +ColVec2Mx g = ColVec2Mx(f + g).

(29) a · LineVec2Mx f = LineVec2Mx(a · f).
(30) a · ColVec2Mx f = ColVec2Mx(a · f).
(31) LineVec2Mx(k 7→ 0K) = 01×kK .
(32) ColVec2Mx(k 7→ 0K) = 0k×1K .

4. Basis Properties of the Solution of Linear Equations

Let us consider K and let us consider A, B. The set of solutions of A and
B is a set and is defined as follows:

(Def. 3) The set of solutions of A and B = {X : lenX = widthA ∧ widthX =
widthB ∧ A ·X = B}.
We now state a number of propositions:

(33) If the set of solutions of A and B is non empty, then lenA = lenB.

(34) If X ∈ the set of solutions of A and B and i ∈ SegwidthX and X�,i =
lenX 7→ 0K , then B�,i = lenB 7→ 0K .

(35) Suppose X ∈ the set of solutions of A and B. Then a · X ∈ the set of
solutions of A and a ·B and X ∈ the set of solutions of a ·A and a ·B.

(36) If a 6= 0K , then the set of solutions of A and B = the set of solutions of
a ·A and a ·B.
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(37) Suppose X1 ∈ the set of solutions of A and B1 and X2 ∈ the set of
solutions of A and B2 and widthB1 = widthB2. Then X1 +X2 ∈ the set
of solutions of A and B1 +B2.

(38) If X ∈ the set of solutions of A′ and B′, then X ∈ the set of solutions of
RLine(A′, i, a · Line(A′, i)) and RLine(B′, i, a · Line(B′, i)).

(39) Suppose X ∈ the set of solutions of A′ and B′ and j ∈ Segm and i 6= j.
Then X ∈ the set of solutions of RLine(A′, i,Line(A′, i) + a · Line(A′, j))
and RLine(B′, i,Line(B′, i) + a · Line(B′, j)).

(40) Suppose j ∈ Segm and if i = j, then a 6= −1K . Then the set of solutions
ofA′ andB′ = the set of solutions of RLine(A′, i,Line(A′, i)+a·Line(A′, j))
and RLine(B′, i,Line(B′, i) + a · Line(B′, j)).

(41) If X ∈ the set of solutions of A and B and i ∈ domA and Line(A, i) =
widthA 7→ 0K , then Line(B, i) = widthB 7→ 0K .

(42) Let n1 be an element of Nn. Suppose rng n1 ⊆ domA and n >
0. Then the set of solutions of A and B ⊆ the set of solutions of
Segm(A,n1,SgmSegwidthA) and Segm(B,n1,SgmSegwidthB).

(43) Let n1 be an element of Nn. Suppose rng n1 ⊆ domA = domB and
n > 0 and for every i such that i ∈ domA \ rng n1 holds Line(A, i) =
widthA 7→ 0K and Line(B, i) = widthB 7→ 0K . Then the set of solutions
of A and B = the set of solutions of Segm(A,n1,SgmSegwidthA) and
Segm(B,n1,SgmSegwidthB).

(44) Let given N . Suppose N ⊆ domA and N is non empty. Then the set
of solutions of A and B ⊆ the set of solutions of Segm(A,N, SegwidthA)
and Segm(B,N,SegwidthB).

(45) Let given N . Suppose N ⊆ domA and N is non empty and domA =
domB and for every i such that i ∈ domA \ N holds Line(A, i) =
widthA 7→ 0K and Line(B, i) = widthB 7→ 0K . Then the set of solu-
tions of A and B = the set of solutions of Segm(A,N, SegwidthA) and
Segm(B,N,SegwidthB).

(46) Suppose i ∈ domA and lenA > 1. Then the set of solutions of A and
B ⊆ the set of solutions of the deleting of i-row in A and the deleting of i
-row in B.

(47) Let given A, B, i. Suppose i ∈ domA and lenA > 1 and Line(A, i) =
widthA 7→ 0K and i ∈ domB and Line(B, i) = widthB 7→ 0K . Then the
set of solutions of A and B = the set of solutions of the deleting of i-row
in A and the deleting of i -row in B.

(48) Let A be a matrix over K of dimension n × m, B be a matrix over K
of dimension n × k, and P be a function from Seg n into Seg n. Then
(i) the set of solutions of A and B ⊆ the set of solutions of A ·P and B ·P,
and
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(ii) if P is one-to-one, then the set of solutions of A and B = the set of
solutions of A · P and B · P.

(49) Let A be a matrix over K of dimension n × m and given N . Suppose
cardN = n and N ⊆ Segm and Segm(A,Seg n,N) = In×nK and n > 0.
Then there exists a matrix M2 over K of dimension m−′ n × m such that
(i) Segm(M2,Seg(m−′ n),Segm \N) = I(m−

′n)×(m−′n)
K ,

(ii) Segm(M2,Seg(m−′ n), N) = −(Segm(A,Seg n,Segm \N))T, and
(iii) for every l and for every matrixM over K of dimensionm × l such that
for every i such that i ∈ Seg l holds there exists j such that j ∈ Seg(m−′n)
andM�,i = Line(M2, j) orM�,i = m 7→ 0K holdsM ∈ the set of solutions
of A and 0n×lK .

(50) Let A be a matrix over K of dimension n × m, B be a matrix over K of
dimension n × l, and given N . Suppose cardN = n and N ⊆ Segm and
n > 0 and Segm(A,Seg n,N) = In×nK . Then there exists a matrix X over

K of dimension m × l such that Segm(X, Segm \ N,Seg l) = 0(m−
′n)×l

K

and Segm(X,N,Seg l) = B and X ∈ the set of solutions of A and B.
(51) Let A be a matrix over K of dimension 0 × n and B be a matrix over
K of dimension 0 × m. Then the set of solutions of A and B = {∅}.

(52) For every matrix B over K such that the set of solutions of 0n×kK and B

is non empty holds B = 0n×(widthB)K .

(53) Let A be a matrix over K of dimension n × k and B be a matrix over
K of dimension n × m. Suppose n > 0. Suppose x ∈ the set of solutions
of A and B. Then x is a matrix over K of dimension k × m.

(54) Suppose n > 0 and k > 0. Then the set of solutions of 0n×kK and 0n×mK =
{X : X ranges over matrices over K of dimension k ×m}.

(55) If n > 0 and the set of solutions of 0n×0K and 0n×mK is non empty, then
m = 0.

(56) The set of solutions of 0n×0K and 0n×0K = {∅}.

5. Gaussian Eliminations

In this article we present several logical schemes. The scheme GAUSS1 deals
with a field A, natural numbers B, C, D, a matrix E over A of dimension B ×
C, a matrix F over A of dimension B × D, a 4-ary functor F yielding a matrix
over A of dimension B × D, and a binary predicate P, and states that:

There exists a matrix A′ over A of dimension B × C and there
exists a matrix B′ over A of dimension B × D and there exists a
without zero finite subset N of N such that
N ⊆ Seg C and rk(E) = rk(A′) and rk(E) = cardN and

P[A′, B′] and Segm(A′,Seg cardN,N) is diagonal and for every i



solutions of linear equations 87

such that i ∈ Seg cardN holds A′i,(SgmN)i 6= 0A and for every i
such that i ∈ domA′ and i > cardN holds Line(A′, i) = C 7→ 0A
and for all i, j such that i ∈ Seg cardN and j ∈ SegwidthA′ and
j < (SgmN)(i) holds A′i,j = 0A

provided the parameters meet the following requirements:
• P[E ,F ], and
• Let A′ be a matrix over A of dimension B × C and B′ be a
matrix over A of dimension B × D. Suppose P[A′, B′]. Let given
i, j. Suppose i 6= j and j ∈ domA′. Let a be an element of A.
Then P[RLine(A′, i,Line(A′, i) + a · Line(A′, j)),F(B′, i, j, a)].

The scheme GAUSS2 deals with a field A, natural numbers B, C, D, a matrix
E over A of dimension B × C, a matrix F over A of dimension B × D, a 4-ary
functor F yielding a matrix over A of dimension B × D, and a binary predicate
P, and states that:

There exists a matrix A′ over A of dimension B × C and there
exists a matrix B′ over A of dimension B × D and there exists a
without zero finite subset N of N such that
N ⊆ Seg C and rk(E) = rk(A′) and rk(E) = cardN and

P[A′, B′] and Segm(A′,Seg cardN,N) = IcardN×cardNA and for
every i such that i ∈ domA′ and i > cardN holds Line(A′, i) =
C 7→ 0A and for all i, j such that i ∈ Seg cardN and j ∈
SegwidthA′ and j < (SgmN)(i) holds A′i,j = 0A

provided the parameters satisfy the following conditions:
• P[E ,F ], and
• Let A′ be a matrix over A of dimension B × C and B′ be a matrix
over A of dimension B × D. Suppose P[A′, B′]. Let a be an ele-
ment of A and given i, j. If j ∈ domA′ and if i = j, then a 6= −1A,
then P[RLine(A′, i,Line(A′, i) + a · Line(A′, j)),F(B′, i, j, a)].

6. The Main Theorem

We now state the proposition

(57) Let A, B be matrices over K. Suppose lenA = lenB and if widthA = 0,
then widthB = 0. Then rk(A) = rk(A _ B) if and only if the set of
solutions of A and B is non empty.

7. Space of Solutions of Linear Equations

Let us consider K, let A be a matrix over K, and let b be a finite sequence
of elements of K. The set of solutions of A and b is defined by:
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(Def. 4) The set of solutions of A and b = {f : ColVec2Mx f ∈ the set of solutions
of A and ColVec2Mx b}.
We now state two propositions:

(58) For every x such that x ∈ the set of solutions of A and ColVec2Mx b
there exists f such that x = ColVec2Mx f and len f = widthA.

(59) For every f such that ColVec2Mx f ∈ the set of solutions of A and
ColVec2Mx b holds len f = widthA.

Let us consider K, let A be a matrix over K, and let b be a finite sequence
of elements of K. Then the set of solutions of A and b is a subset of the widthA-
dimension vector space over K.
Let us consider K, let A be a matrix over K, and let k be an element of N.

Note that the set of solutions of A and k 7→ 0K is linearly closed.
We now state two propositions:

(60) If the set of solutions of A and b is non empty and widthA = 0, then
lenA = 0.

(61) If widthA 6= 0 or lenA = 0, then the set of solutions of A and lenA 7→ 0K
is non empty.

Let us consider K and let A be a matrix over K. Let us assume that if
widthA = 0, then lenA = 0. The space of solutions of A is a strict subspace of
the widthA-dimension vector space over K and is defined by:

(Def. 5) The carrier of the space of solutions of A = the set of solutions of A and
lenA 7→ 0K .
The following propositions are true:

(62) Let A be a matrix over K and b be a finite sequence of elements of K.
Suppose the set of solutions of A and b is non empty. Then the set of
solutions of A and b is a coset of the space of solutions of A.

(63) Let given A. Suppose if widthA = 0, then lenA = 0 and rk(A) = 0.
Then the space of solutions of A = the widthA-dimension vector space
over K.

(64) For every A such that the space of solutions of A = the widthA-
dimension vector space over K holds rk(A) = 0.

(65) Let given i, j. Suppose j ∈ Segm and n > 0 and if i = j, then
a 6= −1K . Then the space of solutions of A′ = the space of solutions
of RLine(A′, i,Line(A′, i) + a · Line(A′, j)).

(66) Let given N . Suppose N ⊆ domA and N is non empty and widthA > 0
and for every i such that i ∈ domA \ N holds Line(A, i) = widthA 7→
0K . Then the space of solutions of A = the space of solutions of
Segm(A,N, SegwidthA).

(67) Let A be a matrix over K of dimension n × m and given N . Suppose
cardN = n and N ⊆ Segm and Segm(A,Seg n,N) = In×nK and n > 0
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and m −′ n > 0. Then there exists a matrix M2 over K of dimension
m−′n × m such that Segm(M2,Seg(m−′n),Segm\N) = I(m−

′n)×(m−′n)
K

and Segm(M2,Seg(m −′ n), N) = −(Segm(A,Seg n,Segm \N))T and
Lin(lines(M2)) = the space of solutions of A.

(68) For every A such that if widthA = 0, then lenA = 0 holds dim(the space
of solutions of A) = widthA− rk(A).

(69) LetM be a matrix over K of dimension n ×m and given i, j, a. Suppose
M is without repeated line and j ∈ domM and if i = j, then a 6= −1K .
Then Lin(lines(M)) = Lin(lines(RLine(M, i,Line(M, i)+a ·Line(M, j)))).

(70) Let W be a subspace of the m-dimension vector space over K. Then
there exists a matrix A over K of dimension dim(W ) × m and there
exists a without zero finite subset N of N such that N ⊆ Segm and
dim(W ) = cardN and Segm(A,Seg dim(W ), N) = Idim(W )×dim(W )K and
rk(A) = dim(W ) and lines(A) is a basis of W .

(71) Let W be a strict subspace of the m-dimension vector space over K.
Suppose dim(W ) < m. Then there exists a matrix A over K of dimension
m −′ dim(W ) × m and there exists a without zero finite subset N of N
such that cardN = m−′ dim(W ) and N ⊆ Segm and Segm(A,Seg(m−′

dim(W )), N) = I(m−
′dim(W ))×(m−′dim(W ))

K and W = the space of solutions
of A.

(72) Let A, B be matrices over K. Suppose widthA = lenB and if widthA =
0, then lenA = 0 and if widthB = 0, then lenB = 0. Then the space of
solutions of B is a subspace of the space of solutions of A ·B.

(73) For all matrices A, B overK such that widthA = lenB holds rk(A·B) ≤
rk(A) and rk(A ·B) ≤ rk(B).

(74) Let A be a matrix over K of dimension n × n and B be a matrix over
K. Suppose DetA 6= 0K and widthA = lenB and if widthB = 0, then
lenB = 0. Then the space of solutions of B = the space of solutions of
A ·B.

(75) Let A be a matrix over K of dimension n × n and B be a matrix over
K. If widthA = lenB and DetA 6= 0K , then rk(A ·B) = rk(B).

(76) Let A be a matrix over K of dimension n × n and B be a matrix over
K. If lenA = widthB and DetA 6= 0K , then rk(B ·A) = rk(B).
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Changes in notation

Concept name old notation new notation

Cartesian product of two sets [: A, B :] A×B

Cartesian product of three sets [: A, B, C :] A×B × C

Affine map AffineMap(a, b) a�+ b

Forward difference fD(f, h) ∆h[f ]

Backward difference bD(f, h) ∇h[f ]

Central difference cD(f, h) δh[f ]

Forward difference sequence fdif(f, h) ~∆h[f ]

Backward difference sequence bdif(f, h) ~∇h[f ]

Central difference sequence cdif(f, h) ~δh[f ]

Difference ∆(f, x, y) ∆[f ](x, y)

Difference [!f, x, y, z!] ∆[f ](x, y, z)

Difference [!f, x, y, z, v!] ∆[f ](x, y, z, v)

Identity matrix of size n over K


1 0
. . .

0 1


n×n

K

In×nK

Zero matrix of size n×m over K


0 . . . 0
...
. . .
...

0 . . . 0


n×m

K

0n×mK
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