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#### Abstract

Summary: This paper includes an evaluation of ventilation conditions in a given living quarters - a room in a single-family house, based on local parameters of thermal comfort determined by numerical calculations. Global parameters (Predicted Mean Vote and Predicted Percentage of Dissatisfied) and local parameters (including: Resultant Temperature, Relative Humidity) were determined from numerical solution of transient case of living quarters ventilation in ANSYS-CFX software.


## 1. INTRODUCTION

Numerical modelling of ventilation in living quarters, office space and utility rooms has been a subject of many scientific papers over the past few years (Abanto et al., 2004; Evola and Popov, 2006; Lin et al., 2007; Stamou and Katsiris, 2006). Doing this kind of calculations allows an in-depth analysis of the ventilation issues already on the project stage, which significantly lowers the cost of the investment.

The goal of this paper is to determine the influence of a chosen ventilation type on the thermal comfort in living quarters by analysing the thermal comfort parameters which are the results of numerical calculations done in ANSYSCFX software.

Defining the notion of thermal comfort in rooms is difficult, because it is highly individual and subjective. In order to define thermal comfort of large groups of people, special parameters of thermal comfort have been established. These factors were divided by the PN-EN ISO 7730:2006(U) norm into: global, comprehensively determining personal sensations, and local, describing the effect the particular elements of a micro-climate have on the satisfaction or dissatisfaction with the conditions in a given room and describing the negative effects they have on particular body parts.

## 2. THERMAL COMFORT FACTORS

Thermal comfort and discomfort factors were described in PN-EN ISO 7730: 2006(U) norm. The most important parameters of global comfort were considered to be the PMV - Predicted Mean Vote - expressed in a scale from -3 to +3 and PPD - Predicted Percentage of Dissatisfied. Local comfort and discomfort factors include: Draught Rating, Local Thermal Discomfort Caused by Warm or Cold Floor and Vertical Air Temperature Difference Between Head and Ankles.
$P M V$ is calculated from the formula: (Fanger, 1974):
$P M V=\left(0,352 e^{-0,042\left(Q_{M} / A_{D u}\right)}+0,032\right)\left\{\frac{Q_{M}}{A_{D u}}(1-\eta)-\right.$
$0,35\left[43-0,061 \frac{Q_{M}}{A_{D u}}(1-\eta)-p_{w}\right]-0,42\left[\frac{Q_{M}}{A_{D u}}(1-\eta)-\right.$
$50]-0,0023 \frac{Q_{M}}{A_{D u}}\left(44-p_{w}\right)-0,0014 \frac{Q_{M}}{A_{D u}}\left(34-t_{w}\right)-$
$3,4 \cdot 10^{-8} f_{c l}\left[\left(t_{c l}+273\right)^{4}-\left(T_{m r t}+273\right)^{4}\right]-$
$\left.f_{c l} \alpha_{k}\left(t_{c l}-t_{w}\right)\right\}$
where: $A_{D u}$ is the DuBois area (surface area of a human body) $\left[m^{2}\right], Q_{M}$ is the metabolic heat [ $W$ ], $\eta$ is the physical fitness $p_{w^{-}}$partial pressure of water vapour in the surrounding air $[\mathrm{mmHg}], t_{w}$ is the air temperature $\left[{ }^{\circ} \mathrm{C}\right], f_{c l}$ is the ratio of the surface area of clothed body to the surface area of exposed body, $t_{c l}$ - mean temperature of the clothed surface of human body [ $\left.{ }^{\circ} \mathrm{C}\right], T_{m r t}$ - mean radiant temperature $\left[{ }^{\circ} \mathrm{C}\right], \alpha_{k}$ is the heat transfer through convection $\left[W /\left(m^{2} K\right)\right]$. The temperature $t_{c l}$ is calculated from the formula:
$t_{c l}=35,7-0,032 \frac{Q_{M}}{A_{D u}}(1-\eta)-0,18 \Lambda_{c l}$
$\left\{3,4 \cdot 10^{-8} f_{c l}\left[\left(t_{c l}+273\right)^{4}-\left(T_{m r t}+273\right)^{4}\right]+\right.$
$\left.f_{c l} \alpha_{k}\left(t_{c l}-t_{w}\right)\right\}$
where: $\Lambda_{c l}$ is the thermal resistance coefficient of clothing [clo].

The Predicted Percentage of Dissatisfied expresses the heat sensations of a group of people dissatisfied with the thermal conditions in a given room. It is calculated from the formula (Fanger, 1974):
$P P D=100-95 e^{\left(0,03353 P M V^{4}+0,2179 P M V^{2}\right)}$
Draught Rating (DR) is calculated as follows (PN-EN ISO 7730:2006):
$D R=(34-t)(\mathrm{v}-0,05)^{0,62}\left(0,37 \mathrm{v} T_{u}+3,14\right)$
where: $t$ and v is, respectively, temperature $\left[{ }^{\circ} \mathrm{C}\right]$ and mean air velocity $[\mathrm{m} / \mathrm{s}], T_{u}$ is the turbulence intensity; formula (4) is applicable within these parameters: $t=20^{\circ} \mathrm{C} \div 26^{\circ} \mathrm{C}$, $v<0,5[\mathrm{~m} / \mathrm{s}]$ i $T_{u}=10 \% \div 6 \%$; for $v<0,05[\mathrm{~m} / \mathrm{s}]$ it is presumed that $v=0,05[\mathrm{~m} / \mathrm{s}]$, and in case of $D R>$
$100 \%$, the value of $D R=100 \%$ is accepted;
An important local indicator of thermal comfort is also the relative humidity $R H$ calculated from the formula:
$R H=\frac{\rho}{\rho_{m}} 100 \%$;
$\rho$ - water vapour density, $\rho_{m}$ - density of saturated water vapour.

The felt air temperature is described numerically by determining the $D R T$ - Dry Resultant Temperature, calculated from the formula (Awbi, 2003):
$D R T=\frac{t_{m r t}+3,17 \sqrt{\mathrm{v}}}{1+3,17 \sqrt{\mathrm{v}}}\left[{ }^{\circ} \mathrm{C}\right] ;$
where: $t_{m r t}$ mean radiant temperature $\left[{ }^{\circ} \mathrm{C}\right]$, calculated from Stefan - Boltzman law, $t$ - temperature $\left[{ }^{\circ} \mathrm{C}\right] \mathrm{I} \mathrm{v}$ - air velocity $[\mathrm{m} / \mathrm{s}]$; for $v<0,1[\mathrm{~m} / \mathrm{s}]$ it is presumed that $D R T=$ ( $t m r t+t$ )/2.
$P D V$ - percentage of dissatisfied from vertical air temperature difference between head and feet - is calculated from the following ratio (PN-EN ISO 7730):

$$
\begin{equation*}
P D V=\frac{100}{1+e^{\left(5,76-0,856 \Delta t_{\mathrm{v}}\right)}}, \tag{7}
\end{equation*}
$$

where $\Delta t_{\mathrm{v}}<8^{\circ} \mathrm{C}$ is the difference in temperatures between head and feet measured vertically $\left[{ }^{\circ} \mathrm{C}\right]$;
$P D F$ - percentage of dissatisfied caused by warm or cold floor - is calculated from the formula (PN-EN ISO 7730):
$P D F=100-94 e^{\left(-1,387+0,118 t_{f}-0,0025 t_{f}^{2}\right)}$,
where $t_{\mathrm{f}}$ - floor temperature $\left[{ }^{\circ} \mathrm{C}\right]$.
After performing a numerical simulation of the ventilation in ANSYS-CFX, an evaluation of thermal comfort has been conducted. In order to do so, the global, $P M V$ (1) and $P P D$ (3), and local, $D R$ (4), $R H$ (5), $D R T$ (6), $P D V$ (7), $P D F$ (8) parameters were applied.

## 3. DESCRIPTION OF LIVING QUARTERS

The calculations were done for an actual living quarter located in a single-family house from the 1970's. The geometry of the room with most important features is presented in Fig. 1. It represents the flow domain filled with work fluid. Because of the need to reduce the number of nodes in computational grid, shapes of most of the elements have been simplified. Such simplifications are commonly used in numerical calculations regarding the ventilation problems (Evola and Popov, 2006; Lin et al., 2007; Stamou and Katsiris, 2006), rarely are there publications where the geometry of the elements is more complex (Abanto et al, 2004; Sorensen and Voigt, 2003).

Room dimensions: $4 \mathrm{~m} \times 4 \mathrm{~m} \times 2,8 \mathrm{~m}$. The calculations include the following heat sources: human, radiator, computer and chandelier. Heat penetration through external walls and window was also taken into consideration. Heat gain from sunshine was neglected.

The room is ventilated using a trickle vent, and the airexhaust is done through a vent connected to ventilation chimney. Air flow (inflow and outflow) is also possible through a crack under the door leading to the rest of the house.

Crack dimensions: $0,8 \mathrm{~m} \times 0,02 \mathrm{~m}$.


Fig. 1. Geometry of the subject room

## 4. MATHEMATICAL MODEL

The flow of air (working fluid) in a given room is governed by the basic laws of mechanics: conservation of mass, conservation of momentum and conservation of energy. These are their differential forms:

- continuity equation:
$\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \vec{V})=0 ;$
where $\rho$ - density of the working fluid, $\vec{V}$ - is the velocity vector;
- Navier-Stokes equation:
$\frac{\partial(\rho \vec{V})}{\partial t}+\nabla \cdot(\rho \vec{V} \otimes \vec{V})=-\nabla p+\nabla \cdot \tau+\vec{f} ;$
where $p$ is the pressure and
$\left.\tau=\mu(\nabla \vec{V}+\nabla \vec{V})^{T}-\frac{2}{3} \delta \nabla \cdot \vec{V}\right) ;$
is the stress tensor, $\vec{f}$ - body forces
- energy equation:

$$
\begin{align*}
\frac{\partial\left(\rho h_{c}\right)}{\partial t}-\frac{\partial p}{\partial t}+\nabla \cdot & \left(\rho \vec{V} h_{c}\right)  \tag{12}\\
& =\nabla \cdot(\lambda \nabla T)+\nabla(\vec{V} \cdot \tau)+\vec{V} \cdot \vec{f}+S_{E}
\end{align*}
$$

where $h_{c}=e+\frac{p}{\rho}+\frac{1}{2} V^{2}-$ total enthalpy, $e-$ internal energy, $\lambda$ - thermal conductivity, $\mathrm{S}_{\mathrm{E}}$ - heat source.

The equations presented above need to be supplemented with proper initial and boundary conditions.

In case of turbulent flow, solving the Navier-Stokes equations is ineffective, because of the limited capabilities of modern computers, which does not allow for the proper density of computational grid. Because of this, the equations are substituted with Reynolds equations. In order to close the set of equations, additional equations are needed - the 'turbulence model'. In this paper, the $k-\varepsilon$ turbulence model was utilized in an RNG modified form, widely used in this type of calculations (Abanto J et al 2004).

The ANSYS-CFX software solves the fluid flow and heat transfer problems described by RANS equations using the control volume method, utilizing the shape function for estimating the variables within the control volume (ANSYS-CFX, 2006).

## 5. NUMERICAL MODELLING

Numerical modelling utilizing the ANSYS-CFX requires creating a geometrical model, computational grid, choosing the work fluid, determining the model of heat transfer and the type of flow (the turbulence model), defining the initial and boundary conditions, selecting the solution parameters and conducting the calculations.

In this case, the working fluid is a humid air, consisting of dry air (ideal gas parameters) and water vapour. Water vapour parameters were taken from the IAPWS IF97 library implemented in the ANSYS-CFX software. Additionally, a distinction was made between "fresh" air, flowing from outside, and "old" air, present in the room. As a result, the working fluid was a mixture (ideal) of "old" air, water vapour, and "fresh" air. The distinction of different kinds of air in the mixture allowed an easy analysis of air flowing from outside. Because of the importance of natural convection in the analysed case, the physical flow model included the gravity. Defining the thermal comfort parameters required determining the mean radiant temperature; in the physical model of the process the Discrete Transfer radiation model, recommended for this type of calculations by the ANSYS-CFX documentation, was applied.

The simulation was divided into two stages. The first stage was a transient simulation of natural convection caused by an abrupt "switching on" the internal heat sources: radiator (350W), chandelier (50W) and computer (95W). In still air, which was initially thermally homogeneous ( $20^{\circ} \mathrm{C}$ ) with relative humidity of $40 \%$, the human influence was also included. A person resting in seated position generates a heat flux (20W) and mass flow rate of water vapour ( $41 \mathrm{~g} / \mathrm{h}$ ) (Fanger, 1974). The calculations included the heat losses through non-transparent boundaries (external walls) with heat transfer coefficient of building build between 1976-1983, equalling $1,163 \mathrm{~W} /\left(\mathrm{m}^{2} \mathrm{~K}\right)$ established according to PN-74/B03404 norm; and heat transfer coefficient of windows equalling $1,1 \mathrm{~W} /\left(\mathrm{m}^{2} \mathrm{~K}\right)$. Reference pressure was 0.1 MPa . For the purpose of these calculations, the outside temperature was assumed to be $-5^{\circ} \mathrm{C}$. The door to the room was closed, but the air flow was possible through the crack under the door (Fig. 1) with pressure difference equalling 0 Pa . The air flowing out from the room had a temperature of $20^{\circ} \mathrm{C}$ and relative humidity of $40 \%$.

In the second stage, 10 seconds after "switching on" the heat sources, the window vent was opened, which allowed the inflow of outside air of temperature $-5^{\circ} \mathrm{C}$ and relative humidity $100 \%$, as well as the air exhaust (outflow with 0.5 Pa pressure difference ) connected to ventilation chimney. The inflow of the outside air had a constant velocity of $0.5 \mathrm{~m} / \mathrm{s}$, normal to the inflow surface. The calculations were continued until $\mathrm{t}=55 \mathrm{~s}$.

The calculations used RNG k- $\varepsilon$ turbulence model with scaled wall function; the intensity of turbulence was set to $5 \%$.

## 6. RESULTS. DISCUSSION

The calculations used a grid with 169338 nodes. The simulation was conducted until $\mathrm{t}=55 \mathrm{~s}$. The results presented in this paper reflect the thermal comfort for that moment.

In the first stage of simulation, that is during the natural convection over internal heat sources: human, radiator, computer and chandelier, a convective current moving up towards ceiling could be observed. The most intensive ascending stream was located over the radiator, parallel to the surface of window.


Fig. 2. Velocity isolines in plane $x=1 m$, going through the resting person, for $t=55 \mathrm{~s}$

After opening the air vent and air-exhaust, cold air of temperature $-5^{\circ} \mathrm{C}$ began to flow inside. Relatively strong convection current in the plane of window, moving upwards, caused a turbulence of air close to the ceiling. Cold air, warmed after contacting the warmer convection current moved from the window vent towards the ceiling, towards the corner of the room on the left side of the window and further down the wall towards the sitting person or moved directly down along the window. The movement of air in the room had significant influence on the thermal comfort in the room.

Fig. 2. presents the velocity isolines in plane $\mathrm{x}=1$ going through the resting person and parallel to the window. Although the plane was distanced from the window (where the air velocity reached $0.68 \mathrm{~m} / \mathrm{s}$ ), an eddy flow close to the ceiling could be observed, caused by the convection current which in turn was caused by the radiator. The highest velocity - around $1.36 \mathrm{~m} / \mathrm{s}$ - was reached close to the air-exhaust. The air flow through the door crack reached $0.96 \mathrm{~m} / \mathrm{s}$. In the area around the sitting person the air velocity equalled $0.05 \div 0.35 \mathrm{~m} / \mathrm{s}$ and in some places exceeded velocity acceptable in winter conditions, that is $0.2 \div 0.3 \mathrm{~m} / \mathrm{s}$.

Draught Rating (predicted percentage of people dissatisfied with the draught) reached its highest value around the door crack - up to $40 \%$. DR was around $10 \div 13 \%$ near the window, that is close to the strongest convective currents and close to window vent and air-exhaust. Fig. 3. presents the area of constant value of the $D R=3 \%$. In most areas of the room the $D R$ value was much lower.


Fig. 3. Surface with constant indicator value $D R=3 \%$ for $t=55 \mathrm{~s}$


Fig. 4. Isotherms on the floor and external wall surface for $t=55 \mathrm{~s}$


Fig. 5. Isolines of the $P D F$ indicator (predicted percentage of people dissatisfied with floor temperature) for $t=55 \mathrm{~s}$


Fig. 6. $D R T$ isotherms for a plane distanced by 1.1 m for $t=55 \mathrm{~s}$

The temperature of air in the room varied from $-5^{\circ} \mathrm{C}$ on the surface of air vent up to $50^{\circ} \mathrm{C}$ on the radiator surface and $45^{\circ} \mathrm{C}$ on the chandelier's surface. Fig. 4. shows the isotherms on the floor and external walls of the analysed room. Because of the internal heat sources, the temperatures of window, external walls and floor around the radiator rose, which caused a rise in the predicted percentage of dissatisfied with floor temperature - PDF - Fig. 5. In the rest of the room this indicator was within the range of $8.5 \div 9.5 \%$.

Fig.6. shows the isolines of $D R T$ resultant temperature in plane parallel to the floor, distanced by 1.1 m . This plane is located on the head level of a sitting person. Temperature felt for $t=55 \mathrm{~s}$ is slightly higher than the $20 \div 22^{\circ} \mathrm{C}$ recommended in winter conditions - this is caused mostly by the heat generated by the internal heat sources.


Fig. 7. Relative humidity $R H \leq 40 \%$ for $t=55 \mathrm{~s}$

Internal heat sources have tremendous effect on the thermal comfort conditions in a room. The effect of such sources is clearly visible in Fig. 7., which presents the part of the room with relative humidity lower than $40 \%$ - un-
comfortable for human. Observation of humidity distribution behaviour over time shows a growing area of uncomfortably low relative humidity $R H$, caused by internal heat sources and convection currents caused by them.

The predicted percentage of people dissatisfied with the difference of temperatures between head and ankles (PDV) was calculated for a seated person, presuming the ankle level to be 0.1 m and head level 1.2 m . The $P D V$ factor distribution, presented in Fig. 8., shows that the $P D V$ is low and for the majority of the room is lower than $1 \%$. With passing time the value of the $P D V$ indicator rises slightly in the vicinity of radiator and computer, that is in areas where human presence is physically impossible.


Fig. 8. Isolines of the $P D V$ indicator (predicted percentage of people dissatisfied with the difference of temperatures between head and ankles) for $t=55 \mathrm{~s}$


Fig. 9. Graphs of volume of air containing at least 0.01 mass fraction of fresh air after $\mathrm{t}=20,30,40$ and 55 s

Dividing the working fluid into two types: fresh air (outside) and old air (inside) in the physical model allowed visualising the inflow of outside air and observing its distribution in the room. Fig. 9. shows the graphs of volume
of air containing at least 0.01 mass fraction of fresh air after $t=20,30,40$ and 55 s . These graphs show the process of spreading of fresh air flowing from outside. The air flowing from the window vent moves towards the corners of the room, between the window and the sitting person, flows down, is partially lifted by the convection current from the radiator and moves up, towards the ceiling, along the window plane. Inside the room, after 55 seconds, $22 \%$ of the total area in room contains at least 0.01 mass fraction of fresh air.

Determining the global thermal comfort parameters $P M V$ (1) and $P P D$ (3) requires calculating the body temperature $t_{c l}$, which is achieved by solving a non-linear equation (2). This requires programming a calculation procedure in Fortran. Because of the lack of Fortran compiler compatible with ANSYS-CFX, this paper is limited to determining the average values of global thermal comfort parameters $P M V$ and $P P D$ for the whole room. For this purpose the calculator published on www.healthyheating.com/solutions. htm web-page was used.

The calculations assumed the following values: energy flux caused by a person in the room was equal 1 met (for a person resting in a seated position) and the thermal resistance coefficient of clothing was equal 0,6 clo. The following values were taken from the ANSYS-CFX postprocessor : the mean radiant temperature average in the room $20.91^{\circ} \mathrm{C}$, the average relative humidity $44.41 \%$, the average air velocity $0.075 \mathrm{~m} / \mathrm{s}$ and average air temperature $20,58^{\circ} \mathrm{C}$. The calculations resulted in the following global thermal comfort parameters: $P M V=-1.3, P P D=40.3 \%$.

Based on these results it can be said that the conditions in the analysed room would not be comfortable for $40.3 \%$ of people staying in this room. The resulting average $P M V$ means that a large group of people would describe their heat sensation as cold or relatively cold.

The goal of this paper was to determine the thermal comfort parameters in living quarters using numerical modelling. Numerical modelling allows for a quick analysis of the influence the type of ventilation has on thermal comfort conditions in living quarters. For this kind of calculations, very important is the creating of proper physical model of the fluid flow and heat transfer problem. The quality of the result is heavily influenced by the computational grid. In other words, in order to obtain good quality results, the calculations require dense computational grid and good computer equipment.
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#### Abstract

This paper considers a development of the boundary element approach for studying of the antiplane shear of elastic anisotropic solids containing cracks and thin inclusions. For modeling of thin defects the coupling principle for continua of different dimension is utilized, and the problem is decomposed onto two separate problems. The first is an external one, which considers solid containing lines of displacement and stress discontinuities and is solved using boundary element approach. The second is internal one, which considers deformation of a thin inhomogeneity under the applied load. Compatible solution of external and internal problems gives the solution of the target one. Stroh formalism is utilized to account the anisotropy of a solid and inclusion. Numerical example shows the efficiency and advantages of the proposed approach.


## 1. INTRODUCTION

Thin inclusions are often provided into materials for improving of their properties. Those are fibers and stringers in composite materials, glue connections, cavities and inclusions introduced for damping etc. However, thin inhomogeneities of material structure can also cause an undesirable effect. In particular, cracks, thin voids, foreign layers, thin inclusions etc. induce huge stress concentration, which can cause a failure or even mechanical fracture of the corresponding structural element.

The study of thin inhomogeneities in materials and structures mainly concerns defects of a type of thin void (crack). Application of different boundary element and boundary integral equation approaches for studying of cracks in anisotropic solids can be found in works by Ang et al. (1999), Denda and Marante (2004), Pan and Amadei (1996), Pan (1997), Sollero and Aliabadi (1995), Ting (1996) etc.

Less publications concern study of solids with thin inclusions. In modeling of thin inclusions, their influence on the main material is often replaced by the forces distributed with a certain density along a line, which lays at the median surface of inclusion (a mass forces method). Such approach is used in the BEM by Padron et al. (2007) for modeling of piles in a ground (beams bending model), by Riederer et al. (2009) for studying of anchor bolts screwed up in the rock (beam tension model), by Aliabadi and Saleh (2002) and Saleh and Aliabadi (1998) for modeling of rectilinear reinforcement of concrete. The most complete among mentioned is a model of Aliabadi and Saleh (2002) as it considers tension, shear and bending of thin inclusion. Nevertheless, the mass forces method is not suitable for modeling of the transverse deformation of inclusion, which is accompanied with displacement discontinuities at a median surface of thin inhomogeneity. Therefore,
mentioned models of thin inhomogeneity require modification, which will take into account the transverse rigidity of inclusion's material.

Another approach in numerical modeling of thin inclusions is the analysis of solid with the inhomogeneity of real geometrical features and elastic properties (see Sulym and Pasternak (2008a), Sulym and Pasternak (2009)). However, in this case the thinness of inclusion should be addressed and special techniques developed by Sulym and Pasternak (2008b) are to be utilized.

The present paper develops the numerical-analytical approach for studying of the antiplane shear of anisotropic elastic solids based on the boundary element method and coupling principle for continuums of different dimension introduced by Sulym (2007).

## 2. PROBLEM FORMULATION

Consider a cylindrical elastic anisotropic solid, which contains a thin ribbon-like foreign inclusion. Assume that mechanical fields, which act in a solid and inclusion, and the applied load, do not depend on time and do not vary along the direction parallel to the generatrix of a solid. Consider that at the inclusion-solid interface the conditions of ideal mechanical contact are satisfied and a solid has a material symmetry plane perpendicular to the generatrix. These assumptions allow reducing spatial problem to consideration of 2D steady-state fields of a solid and inclusion acting at arbitrary plane, which is perpendicular to the solid's generatrix. The applied load is assumed to be parallel to the generatrix.

Based on the coupling principle for different dimension continua of Sulym (2007) (Fig. 1) the lined model of thin inhomogeneity can be developed. Due to the thinness of inhomogeneity its real geometrical features are with-
drawn, and contact tractions and displacements are transferred onto the inclusion's median surface $\Gamma_{C}$ (accordingly onto its faces $\Gamma_{C}^{+}$and $\Gamma_{C}^{-}$, see Fig. 1). Thus, the problem is reduced to determination of an elastic state of a solid containing the line of discontinuities of stress and displacement fields. After development of the interaction conditions for a thin inhomogeneity along with the integral equations concerning abovementioned field discontinuities for a solid, the elastic state of the latter can be determined.


Fig. 1. Problem scheme (a) and modeling technique based on the coupling principle (b)

Consider a 2D domain S occupied by solid's median surface, which is perpendicular to the generatrix. Assume that a rectangular coordinate system $O x_{1} x_{2} x_{3}$ origin is placed at this plane and $O x_{3}$ axis is directed along the generatrix. Then, based on Ting (1996) the constitutive relations for antiplane shear of anisotropic solids can be written in the following compact form:
$\sigma_{3 j}=C_{j k} w_{, k} \quad(j, k=1,2)$,
where $\sigma_{3 j}$ are the only nonzero components of stress tensor; $w \equiv u_{3}$ is the only nonzero component of displacement vector; $C_{11}=c_{55}, C_{12}=C_{21}=c_{45}, C_{22}=c_{44} ; c_{i j}$ are elastic moduli of the material. Here and further the Einstein summation convention is assumed.

The equilibrium equation (see Ting (1996)) for the case of antiplane shear can be reduced to:
$\sigma_{3 j, j}+f_{3}=0$,
where $f_{3}$ is a body force applied to a solid. Substituting Eq. (1) into Eq. (2) one can obtain:
$C_{j k} w_{, j k}+f_{3}=0$.
The homogeneous solution $f_{3} \equiv 0$ of Eq. (3) can be obtained using the Stroh formalism. Consider that:
$w=a F\left(x_{1}+p x_{2}\right)$,
where $a$ and $p$ are complex constants to be determined, and $F(z)$ is an analytical function of $z$. Substituting Eq. (4) into Eq. (3) one obtains the following eigenrelation:
$\left[Q+2 R p+T p^{2}\right] a=0$,
where $Q=C_{11}, T=C_{22}, R=C_{12}=C_{21}$ are numbers similar to the same-denoted Stroh matrices.

After differentiation of Eq. (4) and utilizing constitutive relations (1), stresses can be obtained in the form of Ting (1996):
$\sigma_{31}=-\varphi_{, 2}, \quad \sigma_{32}=\varphi_{, 1}$,
where $\varphi=b F\left(x_{1}+p x_{2}\right)$ is a stress function and
$b=(R+p T) a=-(Q+p R) a / p$.
Thus, for the solution of the problem it's more convenient to use the complex numbers $a, b$ and $p$ instead of elastic moduli $C_{j k}$. These complex numbers can be determined from the following eigenrelation of Ting (1996):
$\mathbf{N}=\left[\begin{array}{ll}N_{1} & N_{2} \\ N_{3} & N_{1}\end{array}\right], \begin{aligned} & \mathbf{N} \xi=p \xi, \\ & \mathbf{N}^{\mathrm{T}} \boldsymbol{\eta}=p \boldsymbol{\eta},\end{aligned}$
where $\quad N_{1}=-R / T, \quad N_{2}=1 / T, \quad N_{3}=R^{2} / T-Q ; \quad \xi=$ $[a, b]^{T}$ is a right eigenvector; $\eta=[b, a]^{T}$ is a left eigenvector of a matrix $N$; superscript " T " denotes matrix transpose. Vectors $\xi_{\alpha}$ and $\eta_{\beta}$ obtained for the eigenvalues $p_{\alpha}$ and $p_{\beta}$ are normalized using the relation:
$\xi_{\alpha}^{\mathrm{T}} \boldsymbol{\eta}_{\beta}=\delta_{\alpha \beta}$.
Therefore, the problem (8) gives two complex eigenvalues $p_{1}=p$ and $p_{2}=\bar{p}$, and corresponding eigenvectors $\xi_{1}=\bar{\xi}_{2}$ are also complex conjugate. The variables $w$ and $\varphi$ are real, thus the general solution of the problem according to Ting (1996) is:
$w=2 \operatorname{Re}\left[a F\left(x_{1}+p x_{2}\right)\right], \varphi=2 \operatorname{Re}\left[b F\left(x_{1}+p x_{2}\right)\right]$,
Based on the Stroh formalism it is easy to obtain the Green function for a line force acting at a point $\xi\left(\xi_{1}, \xi_{2}\right)$ of infinite anisotropic medium (Ting, 1996):
$W(\mathbf{x}, \boldsymbol{\xi})=\frac{1}{\pi} \operatorname{Im}\left[a^{2} \ln Z(\mathbf{x}, \boldsymbol{\xi})\right]$,
$T(\mathbf{x}, \boldsymbol{\xi})=\frac{1}{\pi} \operatorname{Im}\left[\frac{a b\left(n_{2}-n_{1} p\right)}{Z(\mathbf{x}, \boldsymbol{\xi})}\right]$,
where $Z(x, \xi)=x_{1}+p x_{2}-\left(\xi_{1},+p \xi_{2}\right)$. Displacements $w$ along with tractions $t=\sigma_{3 j} n_{j}$ at a point $x\left(x_{1}, x_{2}\right)$ of a solid at the surface with a normal $n\left(n_{1}, n_{2}\right)$ caused by the action of a concentrated factor $f_{3} \delta(\xi)$ at the point $\xi\left(\xi_{1}, \xi_{2}\right)$ can be determined within the following dependences:
$w(\mathbf{x})=W(\mathbf{x}, \xi) f_{3}, \quad t(\mathbf{x})=T(\mathbf{x}, \xi) f_{3}$.
Here $\delta(\xi)$ is the Dirac delta-function.

## 3. BOUNDARY INTEGRAL EQUATIONS OF EXTERNAL PROBLEM

Due to the symmetry of the elasticity tensor $C_{j k}$ the following Betti type relation holds:
$\int_{\partial S}\left[w^{(2)} t^{(1)}-t^{(2)} w^{(1)}\right] d \Gamma=\iint_{S}\left[f_{3}^{(2)} w^{(1)}-f_{3}^{(1)} w^{(2)}\right] d S$
for two different stress states of a solid. Choosing field (12) as one of the states of a solid, based on Eq. (13) one can obtain Somigliana type identity for antiplane shear of anisotropic solids:

$$
\begin{align*}
w(\xi) & =\int_{\partial S}[W(\mathbf{x}, \xi) t(\mathbf{x})-T(\mathbf{x}, \xi) w(\mathbf{x})] d \Gamma(\mathbf{x}) \\
& +\iint_{S} W(\mathbf{x}, \xi) f_{3}(\mathbf{x}) d S(\mathbf{x}) . \tag{14}
\end{align*}
$$

Based on the method of Lin'kov (1999) of fictitious boundaries introduction and their further coupling, for a solid with a mathematical cut $\Gamma_{C}$ one can receive the following integral representation for displacements:

$$
\begin{align*}
w(\xi) & =\int_{\Gamma}[W(\mathbf{x}, \boldsymbol{\xi}) t(\mathbf{x})-T(\mathbf{x}, \xi) w(\mathbf{x})] d \Gamma(\mathbf{x}) \\
& +\int_{\Gamma_{C}^{+}}[W(\mathbf{x}, \boldsymbol{\xi}) \Sigma t(\mathbf{x})-T(\mathbf{x}, \boldsymbol{\xi}) \Delta w(\mathbf{x})] d \Gamma(\mathbf{x})  \tag{15}\\
& +\iint_{S} W(\mathbf{x}, \boldsymbol{\xi}) f(\mathbf{x}) d S(\mathbf{x})
\end{align*}
$$

Here $\quad \sum(\cdot)=(\cdot)^{+}+(\cdot)^{-} ; \Delta(\cdot)=(\cdot)^{+}-(\cdot)^{-} ; \quad \Gamma=\partial S$ is a boundary of a domain $S ; t^{\mp}=\sigma_{3 j}^{\mp} n_{j}^{\mp}\left(n_{j}^{\mp}\right.$ are the components of normal vectors $\mathbf{n}^{\mp}$ of surfaces $\Gamma_{C}^{\mp}$ ); signs " + " and "-" denote variables concerned with faces $\Gamma_{C}^{+}$and $\Gamma_{\mathrm{C}}^{-}$ of the mathematical cut $\Gamma_{C}$, respectively.

For simplification of further notations, consider that the solid is free of body forces, i.e. $f_{3} \equiv 0$. Thus, the last term in Eq. (15) vanishes.

Approaching the internal source point $\boldsymbol{\xi}$ to a boundary point $\mathbf{y} \in \Gamma$ and assuming that the curve $\Gamma$ is smooth at the point $\mathbf{y}$, from Eq. (15) one can obtain displacement boundary integral equation:

$$
\begin{align*}
& \frac{1}{2} w(\mathbf{y})=\int_{\Gamma_{C}^{+}}[W(\mathbf{x}, \mathbf{y}) \Sigma t(\mathbf{x})-T(\mathbf{x}, \mathbf{y}) \Delta w(\mathbf{x})] d \Gamma(\mathbf{x}) \\
& \quad+\operatorname{RPV} \int_{\Gamma} W(\mathbf{x}, \mathbf{y}) t(\mathbf{x}) d \Gamma(\mathbf{x})  \tag{16}\\
& \quad-\operatorname{CPV} \int_{\Gamma} T(\mathbf{x}, \mathbf{y}) w(\mathbf{x}) d \Gamma(\mathbf{x})
\end{align*}
$$

where symbols "RPV" stand for the Riemann Principal Value, and "CPV" for Cauchy Principal Value of the integral. When a collocation point y lays at the smooth surface of the mathematical cut $\Gamma_{C}$, one can receive the following boundary integral equation:

$$
\begin{align*}
& \frac{1}{2} \Sigma w(\mathbf{y})=\operatorname{RPV} \int_{\Gamma_{C}^{+}} W(\mathbf{x}, \mathbf{y}) \Sigma t(\mathbf{x}) d \Gamma(\mathbf{x}) \\
& \quad-\operatorname{CPV} \int_{\Gamma_{C}^{+}} T(\mathbf{x}, \mathbf{y}) \Delta w(\mathbf{x}) d \Gamma(\mathbf{x})  \tag{17}\\
& \quad+\int_{\Gamma}[W(\mathbf{x}, \mathbf{y}) t(\mathbf{x})-T(\mathbf{x}, \mathbf{y}) w(\mathbf{x})] d \Gamma(\mathbf{x})
\end{align*}
$$

Eq. (17) can also be used when considering the crooked cuts or thin inclusions, however the requirement that the collocation point never coincides the crook point should be provided into the numerical procedure. Differentiating Eq. (17) for $y_{k}$ and using constitutive relations (1) with the account of relation $n_{i}^{+}=-n_{i}^{-}$one can obtain the stress boundary integral equation:

$$
\begin{align*}
& \frac{1}{2} \Delta t(\mathbf{y})=n_{j}^{+}(\mathbf{y})\left[\operatorname{CPV} \int_{\Gamma_{C}^{+}} D_{j}(\mathbf{x}, \mathbf{y}) \Sigma t(\mathbf{x}) d \Gamma(\mathbf{x})\right. \\
& \quad-\operatorname{HPV} \int_{\Gamma_{C}^{+}} S_{j}(\mathbf{x}, \mathbf{y}) \Delta w(\mathbf{x}) d \Gamma(\mathbf{x})  \tag{18}\\
& \left.\quad+\int_{\Gamma}\left[D_{j}(\mathbf{x}, \mathbf{y}) t(\mathbf{x})-S_{j}(\mathbf{x}, \mathbf{y}) w(\mathbf{x})\right] d \Gamma(\mathbf{x})\right]
\end{align*}
$$

where "HPV" stands for the Hadamard Principal Value (finite part) of an integral. The kernels of integrals in equation (18) are:

$$
\begin{align*}
& D_{j}(\mathbf{x}, \mathbf{y})=C_{j k} \frac{\partial W}{\partial y_{k}}=-\frac{1}{\pi} \operatorname{Im}\left[\left(\delta_{2 j}-\delta_{1 j} p\right) \frac{a b}{Z(\mathbf{x}, \mathbf{y})}\right] \\
& S_{j}(\mathbf{x}, \mathbf{y})=C_{j k} \frac{\partial T}{\partial y_{k}}=\frac{1}{\pi} \operatorname{Im}\left[\left(\delta_{2 j}-\delta_{1 j} p\right) \frac{b^{2}\left(n_{2}-n_{1} p\right)}{[Z(\mathbf{x}, \mathbf{y})]^{2}}\right] \tag{19}
\end{align*}
$$

The known expressions by Ang et al. (1999) or Pan and Amadei (1996) for kernels $D_{j}(\mathbf{x}, \mathbf{y})$ and $S_{j}(\mathbf{x}, \mathbf{y})$ additionally to complex numbers $a$ and $b$ contain constants $C_{j k}$, which compared to (19) complicates computational algorithms.

Assume that $\Gamma_{\mathrm{C}}$ is a median surface of thin inclusion. Without loss in generality, the interaction conditions between a solid and inhomogeneity, which is modeled using the coupling principle for different dimension continuums, according to Eqs. (17) and (18) is convenient to choose in the form of the following functional dependences:

$$
\begin{equation*}
\Sigma w(\mathbf{y})=F^{w}(\mathbf{y}, \Sigma t, \Delta w), \Delta t(\mathbf{y})=F^{t}(\mathbf{y}, \Sigma t, \Delta w) \tag{20}
\end{equation*}
$$

Thus, when the collocation point y lays at a smooth boundary $\Gamma$ of a solid one can use the only Eq. (16), and when the collocation point $y$ lays at a smooth median surface $\Gamma_{\mathrm{C}}$ of the inhomogeneity two integral equations (17) and (18) along with the inclusion model (20) are used.

Thus, the formulated problem is reduced to determination from the system of boundary integral equations of unknown discontinuities of displacements $\Delta w$ and stress:
$\Delta \sigma_{3 n}=\left(\sigma_{3 j}^{+}-\sigma_{3 j}^{-}\right) n_{j}^{+}=\sigma_{3 j}^{+} n_{j}^{+}+\sigma_{3 j}^{-} n_{j}^{-}=\Sigma t$
at the mathematical cut $\Gamma_{\mathrm{C}}$ and functions $w$ or $t$, which are not set by the boundary conditions at the solid's boundary $\Gamma$. After all boundary functions are obtained, one can determine the field of displacements using the integral representation (15). After differentiation of Eq. (15), one can obtain stress field at arbitrary source point $\boldsymbol{\xi}$ of a solid by:

$$
\begin{align*}
& \sigma_{3 j}(\xi)=\int_{\Gamma}\left[D_{j}(\mathbf{x}, \boldsymbol{\xi}) t(\mathbf{x})-S_{j}(\mathbf{x}, \boldsymbol{\xi}) w(\mathbf{x})\right] d \Gamma(\mathbf{x}) \\
& \quad+\int_{\Gamma_{C}^{+}}\left[D_{j}(\mathbf{x}, \boldsymbol{\xi}) \Sigma t(\mathbf{x})-S_{j}(\mathbf{x}, \boldsymbol{\xi}) \Delta w(\mathbf{x})\right] d \Gamma(\mathbf{x}) . \tag{21}
\end{align*}
$$

## 4. INCLUSION MODEL <br> FOR THE INTERNAL PROBLEM

Consider mechanical fields acting at the certain crosssection $y$ of a thin inclusion. Assume all quantities in the local coordinate system $O x_{1}^{\prime} x^{\prime}{ }_{2} x_{3}$, which axis $O x^{\prime}{ }_{1}$ is directed along the normal vector $\mathbf{n}^{+}$. With the account of $\mathbf{n}^{\mp}=-\mathbf{n}^{i \mp}$ the conditions of a perfect mechanical contact of inclusion and a solid are $w^{\mp}=w^{i \mp}, t^{\mp}=-t^{i \mp}$. Here the non-italic superscript " $i$ " denotes values concerned with the inclusion.

According to Eq. (1) stress inside the inclusion within the notations (5) equal:
$\sigma_{31}=Q^{\mathrm{i}} w_{, 1}+R^{\mathrm{i}} w_{, 2}, \quad \sigma_{32}=R^{\mathrm{i}} w_{, 1}+T^{\mathrm{i}} w_{, 2}$.
By integration of Eq. (22) over the thickness of inclusion one can obtain:
$\int_{-h}^{h} \sigma_{31} d h=Q^{\mathrm{i}}[w(h)-w(-h)]+R^{\mathrm{i}} \int_{-h}^{h} w_{, 2} d h$,
$\int_{-h}^{h} \sigma_{32} d h=R^{\mathrm{i}}[w(h)-w(-h)]+T^{\mathrm{i}} \int_{-h}^{h} w_{, 2} d h$.
With the account of equilibrium equation (2) and contact conditions $t^{\mp}=-t^{i \mp}$ using the coupling principle for continuums of different dimension the following relations hold:
$\int_{-h}^{h} \sigma_{32} d h=P(\mathbf{y}), \quad P(\mathbf{y})=-P^{0}+\int_{\mathbf{y}_{0}}^{\mathbf{y}} \Sigma t(s) d s$,
where $s$ is an arc coordinate of a mathematical cut $\Gamma_{C} ; P^{0}$ is force applied at the left end of the inclusion, which position vector is defined by a point $\mathrm{y}_{0}$. According to the mean value theorem:

$$
\begin{align*}
& \int_{-h}^{h} \sigma_{31} d h=2 h \sigma_{31}^{\mathrm{avr}} \\
& \quad \approx h(\mathbf{y})\left[t^{\mathrm{i}}(h)-t^{\mathrm{i}}(-h)\right]=h(\mathbf{y}) \Delta t(\mathbf{y}),  \tag{25}\\
& \int_{-h}^{h} w_{, 2} d h=2 h w_{, 2}^{\mathrm{avr}} \\
& \quad \approx h(\mathbf{y})\left[w_{, 2}(h)+w_{, 2}(-h)\right]=h(\mathbf{y}) \Sigma w_{, 2}(\mathbf{y}) .
\end{align*}
$$

Withdrawing the interaction of mechanical fields acting in the directions normal and tangential to the median surface of the inhomogeneity (as in the model of the Winkler elastic foundation) and using Eqs. (24), (25) along with relations (23) one can obtain:
$\Delta t(\mathbf{y})=-\frac{Q^{\mathrm{i}}(\mathbf{y})}{h(\mathbf{y})}\left[\Delta w(\mathbf{y})+\Delta w^{*}(\mathbf{y})\right]$,
$\Sigma w(\mathbf{y})=2 w^{0}+\int_{\mathbf{y}_{0}}^{\mathbf{y}} \frac{P(\mathbf{y})+P^{*}(\mathbf{y})}{T^{\mathrm{i}}(\mathbf{y}) h(\mathbf{y})} d s$.
Considering assumptions made in Eq. (26) similar to Sulym (2007) the system of correcting functions $\Delta w^{*}, P^{*}$ is introduced (in the theory of thin elastic defects by Sulym (2007) they are also called the end face forces and displacements). For thin defects, these functions are usually
set using the aprioristic formulas. The latter are constructed under the assumption that the problem has the exact solution for three main cases of inclusion's material properties (a crack, a rigid line inclusion, and a continuous solid without inhomogeneity, i.e. inclusion material is similar to that of a medium). Considering the aprioristic formulas of Sulym (2007) the correcting functions for very thin inclusions can be assumed zero ones.

Mean value of displacement $w^{0}$ at the left end face of thin inclusion is determined using the inclusion's global equilibrium equation:

$$
\begin{equation*}
P^{n}+P^{0}-\int_{\Gamma_{C}^{+}} \Sigma t(\mathbf{x}) d \Gamma(\mathbf{x})=0 \tag{27}
\end{equation*}
$$

where $P^{n}$ is a force applied at the right end of the thin inclusion.

## 5. BEM SOLUTION STRATEGY

System of integral equations (16)-(18) are solved simultaneously with Eqs. (26), (27) using the boundary element method proposed by Pasternak (2011). Curves $\Gamma$ and $\Gamma_{C}$ are approximated using respectively $n$ and $n_{C}$ rectilinear segments (boundary elements $\Gamma_{q}$ ). At each element, three nodal points are set: one at the centre, and two others at the distance of $1 / 3$ of element length at both sides of central node (discontinuous three-node boundary element; if the polynomial shape functions are used it is called discontinuous quadratic boundary element, see Saleh and Aliabadi (1998)). Thus, the collocation point never coincides the corner points of the approximated boundary and the conditions assumed for the corresponding integral equations are provided. Boundary functions $t, w, \sum t$ and $\Delta w$ are approximated at the element using their nodal values.

Using the abovementioned procedure, boundary integral equations (16)-(18) along with the model of the thin inclusion (26), (27) are reduced to the system of linear algebraic equations concerning the nodal values of boundary functions $t, w, \sum t$ and $\Delta w$.

Shape functions for the elements, which do not adjoin the inhomogeneity ends, are set in the form of Lagrange polynomials for the system of nodes $\xi_{p}=[-2 / 3 ; 0 ; 2 / 3]$ of three-node discontinuous boundary element.

To increase the accuracy of a method and for convenient determination of the generalized stress intensity factors (SIF) it is obvious to take an advantage of the special elements, which model near-tip parts of thin inclusion. According to Pasternak (2011) the following system of shape functions is introduced for displacement discontinuities:
$\phi_{p}^{\Delta w}=\Phi_{p 1}^{\Delta w} \sqrt{\rho}+\Phi_{p 2}^{\Delta w} \rho+\Phi_{p 3}^{\Delta w} \rho^{3 / 2} \quad(p=1,2,3) ;$
and for traction discontinuities:

$$
\begin{equation*}
\phi_{p}^{\Sigma t}=\Phi_{p 1}^{\Sigma t} \rho^{-1 / 2}+\Phi_{p 2}^{\Sigma t}+\Phi_{p 3}^{\Sigma t} \sqrt{\rho} \quad(p=1,2,3) . \tag{29}
\end{equation*}
$$

Here $\rho$ is the normalized distance to the inclusion's tip; $\Phi_{p j}^{\Delta w}$ and $\Phi_{p j}^{\Sigma t}$ are constant matrices, which are determined the same as the factors of Lagrange polynomials.

Shape functions (28) and (29) allow direct determina-
tion of generalized SIF $K_{31}$ and $K_{32}$ through equations:

$$
\begin{equation*}
K_{31}=\lim _{s \rightarrow 0} \sqrt{\frac{\pi}{8 s}} L \cdot \Delta w(s), \quad K_{32}=-\lim _{s \rightarrow 0} \sqrt{\frac{\pi s}{2}} \Sigma t(s) \tag{30}
\end{equation*}
$$

where $L=-2 \sqrt{-1} b^{2}$ is a real number, which correspond in 2D anisotropic elasticity to the Barnett - Lothe tensor $\mathbf{L}$ (see Ting (1996)). In the case of a crack-like defect $K_{31}=K_{I I I}$ and $K_{32}=0$, where $K_{I I I}$ is the classical mode III stress intensity factor.

## 6. NUMERICAL EXAMPLE

To show the efficiency and accuracy of the proposed approach consider the problem of a thin elastic isotropic inclusion in the infinite anisotropic medium under the uniform shear at the infinity with $\sigma_{13}^{\infty}=\sigma_{23}^{\infty}=\tau$. The relative rigidity of inclusion is characterized by the ratio $k=G^{i} / c_{44}$, where $G^{i}$ is a shear modulus of inclusion's material. The thickness of the inclusion is assumed to be 0.001 of its length $(h=0,001 a)$. The correcting functions are assumed to be zero ones. The scheme of the problem is depicted in Fig. 2. Two cases of medium material properties are considered: isotropic (curve 1) and orthotropic with $c_{45}=0$ and $c_{55} / c_{44}=10$ (curve 2). The generalized SIF obtained using Eq. (30) (solid curves) are compared with the SIF obtained by the direct approach developed by Sulym and Pasternak (2008b) (dashed curves), which uses 311 quadratic boundary elements uniformly distributed at the inclusion's interface. The results are plotted in Fig. 2.


Fig. 2. Generalized SIF for a thin inclusion perfectly bonded into the isotropic (1) or anisotropic (2) medium

When the relative rigidity $k$ of inclusion is extremely low (a cavity) or high (a rigid inclusion), the deviation of generalized SIF obtained with the proposed approach from the analytical solution of a crack or rigid line inclusion problems by Sulym (2007) is less than $0.04 \%$ for both isotropic and anisotropic cases. The error of the direct approach is higher and about $1.5 \%$ for isotropic and $3.5 \%$ for anisotropic case.

For the intermediate values of the inclusion's relative rigidity the proposed approach gives a little higher values of the generalized SIF comparing to the direct one. This is explained by neglecting of correcting functions in inclusion model (26) during numerical computations. Nevertheless, higher values of generalized SIF can be treated as those, which already include safety factor.

The advantage of the proposed approach is the reduction of the general number of boundary elements (21 against 311) used for modeling of the problem. Besides, the proposed approach can be used for studying problems of very thin inclusions, which are challenging for the direct approach, even when the regularization procedure of Sulym and Pasternak (2008b) is applied.

## 7. CONCLUSION

Thin inhomogeneities of material structure induce considerable stress concentration at the vicinity of their tips. For thin inclusions in anisotropic elastic materials stress field near the tips of inhomogeneity possesses square root singularity. Therefore, for the numerical solution of the corresponding mathematical problem it is necessary to consider this behavior of boundary functions, in particular using special shape functions.

The stress field near the tip of thin inclusion in anisotropic elastic medium under antiplane shear can be defined within two real values, which are called generalized SIF. One of them stands for the displacement discontinuity, and in the case of a crack equal classical mode III SIF. Another stands for the stress discontinuity at the inhomogeneity.

The numerical analysis of a test problem shows high efficiency of the developed approach for modeling of different types of thin defects of anisotropic materials: cracks, thin elastic and rigid inclusions etc. It allows studying both bounded and infinite solids. The account of inclusion properties has essential influence on SIF of solids containing thin inhomogeneities.
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#### Abstract

The problem of asymptotic stability of continuous-discrete linear systems is considered. Simple necessary conditions and two computer methods for investigation of asymptotic stability of the second Fornasini-Marchesini type model are given. The first method requires computation of the eigenvalue-loci of complex matrices, the second method requires computation of determinants of some matrices. Effectiveness of the methods is demonstrated on numerical example.


## 1. INTRODUCTION

In continuous-discrete systems both continuous-time and discrete-time components are relevant and interacting and these components can not be separated. Such systems are called the hybrid systems.

In this paper we consider the continuous-discrete linear systems whose models have structure similar to the models of 2D discrete-time linear systems. Such models, called the 2D continuous-discrete or 2D hybrid models, have been considered in Kaczorek (2002) in the case of positive systems.

The new general model of positive 2D hybrid linear systems has been introduced in Kaczorek (2007) for standard and in Kaczorek (2008a) for fractional systems. The realization, reachability and solvability problems of positive 2D hybrid linear systems have been considered in Kaczorek (2002, 2008b, 2011a), Kaczorek and Rogowski (2010), Kaczorek et al. (2008), Sajewski (2009).

The problems of stability and robust stability of 2D con-tinuous-discrete linear systems have been investigated in Bistritz (2003, 2004), Busłowicz (2010a, b, 2011a, b), Busłowicz and Ruszewski (2011a, b), Guiver and Bose (1981) (see also Chapter 12 in Kaczorek (2011a)) for standard and in Kaczorek (2011a, b), Kaczorek and Sajewski (2011) for positive systems.

The main purpose of this paper is to present computational methods for investigation of asymptotic stability of the second Fornasini-Marchesini type model of continu-ous-discrete linear systems.

The following notation will be used: $\mathfrak{R}$ - the set of real numbers, $\Re_{+}=[0, \infty], Z_{+}-$the set of non-negative integers, $\Re^{n \times m}$ - the set of $n \times m$ real matrices and $\mathfrak{R}^{n}=$ $\mathfrak{R}^{n \times 1},\|x(\cdot)\|$ - the norm of $x(\cdot), \quad \lambda_{i}(X)-i$-th eigenvalue of matrix $X$.

## 2. PRELIMINARIES AND FORMULATION OF THE PROBLEM

Consider the state equation of the second FornasiniMarchesini type model of a continuous-discrete linear system (Kaczorek, 2002) (for $i \in Z_{+}$and $t \in \mathfrak{R}_{+}$):

$$
\begin{equation*}
\dot{x}(t, i+1)=A_{1} \dot{x}(t, i)+A_{2} x(t, i+1)+B_{1} \dot{u}(t, i)+B_{2} u(t, i+1), \tag{1}
\end{equation*}
$$

where $\quad \dot{x}(t, i)=\partial x(t, i) / \partial t, \quad x(t, i) \in \Re^{n}, \quad u(t, i) \in \mathfrak{R}^{m}$ and $A_{1}, A_{2} \in \Re^{n \times n}, B_{1}, B_{2} \in \Re^{n \times m}$.
Definition 1. The model (1) is called asymptotically stable (or Hurwitz-Schur stable) if for $u(t, i) \equiv 0$ (then also $\dot{u}(t, i) \equiv 0)$ and bounded boundary conditions:
$x(0, i), \quad i \geq 1, \quad i \in Z_{+}, x(t, 0), \quad \dot{x}(t, 0), \quad t \in \mathfrak{R}_{+}$,
the following condition holds:

$$
\lim _{i, t \rightarrow \infty}\|x(t, i)\|=0 \text { for } t, i \rightarrow \infty .
$$

The characteristic matrix of the model (1) has the form:
$H(s, z)=s z I_{n}-s A_{1}-z A_{2}$.
The characteristic function of this model:

$$
\begin{equation*}
w(s, z)=\operatorname{det} H(s, z)=\operatorname{det}\left[s z I_{n}-s A_{1}-z A_{2}\right] \tag{4}
\end{equation*}
$$

is a polynomial in two independent variables $s$ and $z$, of the general form:

$$
\begin{equation*}
w(s, z)=\sum_{k=0}^{n} \sum_{j=0}^{n} a_{k j} s^{k} z^{j}, a_{n n}=1 . \tag{5}
\end{equation*}
$$

From Bistritz (2003, 2004) and Guiver and Bose (1981) we have the following theorem.
Theorem 1. The model (1) with characteristic function (4) is asymptotically stable if and only if the following condition holds:

$$
\begin{equation*}
w(s, z) \neq 0, \quad \operatorname{Re} s \geq 0, \quad|z| \geq 1 . \tag{6}
\end{equation*}
$$

The polynomial $w(s, z)$ satisfying the condition (6) is called continuous-discrete stable (C-D stable) or Hur-witz-Schur stable (Bistritz $(2003,2004)$ ).

The main purpose of this paper is to present computational methods for checking the condition (6) of asymptotic stability of the model (1) of continuous-discrete linear systems.

## 3. SOLUTION OF THE PROBLEM

Lemma 1. Simple necessary conditions for asymptotic stability of the model (1) are as follows:
$\operatorname{Re} \lambda_{i}\left(A_{2}\right)<0, i=1,2, \ldots, n$,
$\left|\lambda_{i}\left(A_{1}\right)\right|<1, \quad i=1,2, \ldots, n$.
Proof. From (1) for $A_{1} \equiv 0$ and $B_{1}=B_{2} \equiv 0$ one obtains the homogeneous state equation of the continuous-time linear system (for the fixed $i \in Z_{+}$):
$\dot{x}(t, i+1)=A_{2} x(t, i+1)$.
The system (9) is asymptotically stable if and only if the condition (7) holds, i.e. the matrix $A_{2}$ is Hurwitz stable (is a Hurwitz matrix).

Similarly, substitution of $A_{2} \equiv 0$ and $B_{1}=B_{2} \equiv 0$ in (1) gives the equation:
$\dot{x}(t, i+1)=A_{1} \dot{x}(t, i)$,
which can be written in the form:
$v(t, i+1)=A_{1} v(t, i), \quad v(t, i)=\dot{x}(t, i)$.
The discrete-time linear system (11) is asymptotically stable if and only if the condition (8) holds, i.e. the matrix $A_{1}$ is Schur stable (is a Schur matrix). This completes the proof.
Theorem 2. The condition (6) is equivalent to the following two conditions:
$w\left(s, e^{j \omega}\right) \neq 0, \operatorname{Re} s \geq 0, \forall \omega \in \Omega=[0,2 \pi]$,
and

$$
\begin{equation*}
w(j y, z) \neq 0, \quad|z| \geq 1, \quad \forall y \in[0, \infty) . \tag{13}
\end{equation*}
$$

Proof. From Bistritz $(2003,2004)$ and Guiver and Bose (1981) it follows that (6) is equivalent to the conditions:

$$
\begin{equation*}
w(s, z) \neq 0, \operatorname{Re} s \geq 0,|z|=1, \tag{14}
\end{equation*}
$$

and
$w(s, z) \neq 0, \operatorname{Re} s=0,|z| \geq 1$.
It is easy to see that conditions (14) and (15) can be written in the forms (12) and (13), respectively.

The characteristic matrix (3) of the model (1) can be written in the following forms:

$$
\begin{equation*}
H(s, z)=\left[z I-A_{1}\right]\left[s I-S_{1}(z)\right]=\left[s I-A_{2}\right]\left[z I-S_{2}(s)\right], \tag{16}
\end{equation*}
$$

where:
$S_{1}(z)=\left(z I-A_{1}\right)^{-1}\left(z A_{2}\right)$,
$S_{2}(s)=\left(s I-A_{2}\right)^{-1}\left(s A_{1}\right)$.
Hence,
$w(s, z)=\operatorname{det}\left[z I-A_{1}\right] \operatorname{det}\left[s I-S_{1}(z)\right]$,
$w(s, z)=\operatorname{det}\left[s I-A_{2}\right] \operatorname{det}\left[z I-S_{2}(s)\right]$.
From (19a) and (17) for $z=e^{j \omega}$ we have:
$w\left(s, e^{j \omega}\right)=\operatorname{det}\left[I e^{j \omega}-A_{1}\right] \operatorname{det}\left[s I-S_{1}\left(e^{j \omega}\right)\right]$,
where:
$S_{1}\left(e^{j \omega}\right)=\left(I e^{j \omega}-A_{1}\right)^{-1} A_{2} e^{j \omega}$.
Lemma 2. Let the necessary condition (8) be satisfied. The condition (12) holds if and only if all eigenvalues of the complex matrix (21) have negative real parts for all $\omega \in[0,2 \pi]$.
Proof. If (8) is satisfied then the matrix $I e^{j \omega}-A_{1}$ is nonsingular for all $\omega \in[0,2 \pi]$ and from (20) it follows that the condition (12) holds if and only if:
$\operatorname{det}\left(s I-S_{1}\left(e^{j \omega}\right)\right) \neq 0, \operatorname{Re} s \geq 0, \forall \omega \in \Omega=[0,2 \pi]$.
Satisfaction of (22) means that all eigenvalues of (21) have negative real parts for all $\omega \in \Omega$.

The condition (22) holds if and only if the eigenvalueloci of (21) with $\omega \in \Omega$ are located in the open left halfplane of the complex $s$ plane. These eigenvalue-loci are the closed curves with endpoints (for $\omega=0$ and $\omega=2 \pi$ ) in eigenvalues of $S_{1}(1)=\left(I-A_{1}\right)^{-1} A_{2}$.

From (19b) and (18) for $s=j y$ we have:
$w(j y, z)=\operatorname{det}\left[j y I-A_{2}\right] \operatorname{det}\left[z I-S_{2}(j y)\right]$,
where:

$$
\begin{equation*}
S_{2}(j y)=\left(j y I-A_{2}\right)^{-1}\left(j y A_{1}\right) . \tag{24}
\end{equation*}
$$

Lemma 3. Let the necessary condition (7) be satisfied. The condition (13) holds if and only if all eigenvalues of the complex matrix (24) have absolute values less than one for all $y \geq 0$.
Proof. If (7) is satisfied then the matrix $j y I-A_{2}$ is nonsingular for all $y \geq 0$ and from (23) we have that the condition (13) holds if and only if:

$$
\begin{equation*}
\operatorname{det}\left[z I-S_{2}(j y)\right] \neq 0,|z| \geq 1, \quad \forall y \in[0, \infty) \tag{25}
\end{equation*}
$$

i.e. all eigenvalues of (24) have absolute values less than one for all $y \geq 0$.

Satisfaction of (25) means that the eigenvalue-loci of (24) (eigenvalues of (24) for all $y \in[0, \infty)$ ) are located in the open unit circle of the complex $z$ plane.

It is easy to check that:
$\lim _{y \rightarrow \infty} S_{2}(j y)=\lim _{y \rightarrow \infty} \frac{j y \cdot \operatorname{adj}\left(j y I-A_{2}\right)}{\operatorname{det}\left(j y I-A_{2}\right)} A_{1}=A_{1}$,
where $\operatorname{adj}($.$) denotes the adjoint matrix.$

From the above and (24) it follows that the eigenvalueloci of $S_{2}(j y)$ start for $y=0$ in the origin of the complex plane and tend to the eigenvalues of $A_{1}$ for $y \rightarrow \infty$.
Theorem 3. The second Fornasini-Marchesini type model (1) is asymptotically stable if and only if the necessary conditions (7) and (8) are satisfied and the following conditions hold:
$\operatorname{Re} \lambda_{i}\left\{S_{1}\left(e^{j \omega}\right)\right\}<0, \quad \forall \omega \in \Omega=[0,2 \pi], \quad i=1,2, \ldots, n$,
and
$\left|\lambda_{i}\left\{S_{2}(j y)\right\}\right|<1, \quad \forall y \geq 0, i=1,2, \ldots, n$,
where the matrices $S_{2}\left(e^{j \omega}\right)$ and $S_{2}(j y)$ have the forms (21) and (24), respectively.
Proof. It follows from Theorem 2 and Lemmas 1, 2 and 3.
Application of Theorem 3 requires computation of eigenvalues of complex matrices (21) and (24). This may be inconvenient from the computational reasons, particularly in the case of ill conditioned matrices.

Therefore, we present a new method for investigation of asymptotic stability of the model (1) which requires the computation of determinants of some matrices.

Consider the polynomial:
$w_{1}\left(s, e^{j \omega}\right)=\operatorname{det}\left(s I-S_{1}\left(e^{j \omega}\right)\right)$,
where $S_{1}\left(e^{j \omega}\right)$ is defined by (21). From the classical Mikhailov theorem (see Busłowicz (2007), Keel and Bhattacharyya (2000)) it follows that the condition (27) holds if and only if for any fixed $\omega \in[0,2 \pi]$ plot of $w_{1}\left(j y, e^{j \omega}\right)$ starts for $y=0$ in the point $w_{1}\left(j 0, e^{j \omega}\right)=\operatorname{det}\left(-S_{1}\left(e^{j \omega}\right)\right)$ and runs in the positive direction by $n$ quadrants of the complex plane (missing the origin of this plane) if $y$ increases from 0 to $+\infty$. This plot (called the Mikhailov hodograph) quickly tends to infinity as $y$ grows to $\infty$. Therefore, direct application of the Mikhailov theorem to checking the condition (27) is not practically reliable.

To remove this difficulty, we introduce the rational function:
$\phi_{1}\left(j y, e^{j \omega}\right)=\frac{w_{1}\left(j y, e^{j \omega}\right)}{w_{10}(j y)}, \omega \in \Omega=[0,2 \pi]$,
instead of $w_{1}\left(j y, e^{j \omega}\right)$, where $w_{10}(s)$ is any Hurwitz stable reference polynomial of degree $n$.
Lemma 4. The condition (27) holds if and only if for all fixed $y \geq 0$ plot of (30) does not encircle or cross the origin of the complex plane.
Proof. If the reference polynomial $w_{10}(s)$ is Hurwitz stable then from the Argument Principle we have:
$\Delta \arg _{y \in(-\infty, \infty)} w_{10}(j y)=n \pi$.
From (30) it follows that for any fixed $\omega \in \Omega$ :

$$
\begin{align*}
& \underset{y \in(-\infty, \infty)}{\Delta \arg } \phi_{1}\left(j y, e^{j \omega}\right)= \\
& \quad=\underset{y \in(-\infty, \infty)}{\Delta \arg } w_{1}\left(j y, e^{j \omega}\right)-\underset{y \in(-\infty, \infty)}{\Delta \arg } w_{10}(j y) .
\end{align*}
$$

The condition (27) holds for any fixed $\omega \in \Omega$ if and only if:

$$
\begin{equation*}
\underset{y \in(-\infty, \infty)}{\Delta \arg } w_{1}\left(j y, e^{j \omega}\right)=\underset{y \in(-\infty, \infty)}{\Delta \arg } w_{10}(j y)=n \pi, \tag{32}
\end{equation*}
$$

which holds if and only if $\Delta \arg _{y \in(-\infty, \infty)} \phi\left(j y, e^{j \omega}\right)=0$.
Taking into account all $\omega \in \Omega$, we obtain that the above holds if and only if for all fixed $y \geq 0$ plot of (30) as a function of $\omega \in \Omega$ does not encircle or cross the origin of the complex plane.

The reference polynomial $w_{10}(s)$ can be chosen in the form:
$w_{1}(s, 1)=\operatorname{det}\left(s I-S_{1}(1)\right), \quad S_{1}(1)=\left(I-A_{1}\right)^{-1} A_{2}$.
Hurwitz stability of the polynomial (33) is necessary for Hurwitz stability of the complex polynomial (29) for all $\omega \in \Omega$ :

If $w_{10}(s)=w_{1}(s, 1)$ then:
$\phi_{1}\left(j y, e^{j \omega}\right)=\frac{w_{1}\left(j y, e^{j \omega}\right)}{w_{1}(j y, 1)}, \quad \omega \in \Omega$.
Plot of (34) as a function of $\omega \in \Omega$ (with any fixed $y \geq 0$ ) is a closed curve. It begins with $\omega=0$ and ends with $\omega=2 \pi$ in the point $(1, j 0)$, because $\phi_{1}(j y, 1)=1$. It is easy to check that if $y \rightarrow \infty$, then the closed curve (34) reduces to the point $(1, j 0)$.

The plot of (34) is called the modified Mikhailov hodograph. From the above it follows that this hodograph is bounded for all $y \geq 0$.

Now, we consider the complex polynomial:
$w_{2}(j y, z)=\operatorname{det}\left(z I-S_{2}(j y)\right)$,
where $S_{2}(j y)$ is defined by (24).
Let $w_{20}(z)$ be any Schur stable reference polynomial of degree $n$.

Similarly as for Lemma 4, we obtain the following lemma.
Lemma 5. The condition (28) holds if and only if for all fixed $y \geq 0$ plot of the function:
$\phi_{2}\left(j y, e^{j \omega}\right)=\frac{w_{2}\left(j y, e^{j \omega}\right)}{w_{20}\left(e^{j \omega}\right)}, \quad \omega \in \Omega$,
does not encircle or cross the origin of the complex plane, where $\mathrm{w}_{2}\left(j y, e^{j \omega}\right)$ has the form (35) for $z=e^{j \omega}$.

From (35) for $y=0$ we have:
$w_{2}(0, z)=\operatorname{det}\left(z I-S_{2}(0)\right)=z^{n}$.
Therefore, the reference polynomial $w_{20}(z)$ can be chosen as $w_{20}(z)=w_{2}(0, z)=z^{n}$.

Schur stability of $w_{2}(0, z)$ is necessary for Schur stability of the complex polynomial (35) for all $y \geq 0$.

If $w_{20}(z)=z^{n}$ then:
$\phi_{2}\left(j y, e^{j \omega}\right)=\frac{w_{2}\left(j y, e^{j \omega}\right)}{e^{j \omega n}}, \quad \omega \in \Omega$.
Plot of (37) as a function of $\omega \in \Omega$ with the fixed $y \geq 0$ is a closed curve. It begins with $\omega=0$ and ends with $\omega=2 \pi$ in the point:
$\phi_{2}(j y, 1)=w_{2}(j y, 1)=\operatorname{det}\left(I-S_{2}(j y)\right)$.
It is easy to see that $\phi_{2}(0,1)=1$.
From (26) and (37) we have:
$\phi_{2}\left(\infty, e^{j \omega}\right)=\lim _{y \rightarrow \infty} \phi_{2}\left(j y, e^{j \omega}\right)=\frac{\operatorname{det}\left(e^{j \omega} I-A_{1}\right)}{e^{j \omega n}}, \omega \in \Omega$.
From the above it follows that if $y \rightarrow \infty$ then plot of (37) tends to the closed curve (39) with endpoints (for $\omega=0$ and $\omega=2 \pi$ ) $\phi_{2}(\infty, 1)=\operatorname{det}\left(I-A_{1}\right)$.

From Theorem 3 and Lemmas 4 and 5 we have the following theorem.
Theorem 4. Assume that the necessary conditions (7) and (8) are satisfied. The model (1) is asymptotically stable if and only if the following two conditions hold:

1. plots of the function (34) do not encircle or cross the origin of the complex plane for all fixed $y \geq 0$;
2. plots of the function (37) do not encircle or cross the origin of the complex plane for all fixed $y \geq 0$.
Applying computational method given in Theorem 4 we can take into consideration the following remark.
Remark. The range $Y=\left[0, y_{f}\right]$ of values of the parameter $y$ should be a suitable large, such that from plots of the functions (34) and (37) for $y \in Y$ we can affirm fulfilment (or not) the conditions of Theorem 4 for all $y \geq 0$. For any fixed $y \in Y$ determined with appropriately small step $\Delta y$, plots of the functions (34) and (37) should be draw separately digitizing the range $\Omega=[0,2 \pi]$ with a sufficiently small step $\Delta \omega$.

## 4. ILLUSTRATIVE EXAMPLE

Consider the second Fornasini-Marchesini type model (1) with the matrices:
$A_{1}=\left[\begin{array}{ccc}0.4 & 0.1 & 0.3 \\ 0 & -0.8 & -0.4 \\ -0.3 & 0.2 & 0.4\end{array}\right], A_{2}=\left[\begin{array}{ccc}-1.4 & -1 & -0.1 \\ 0.8 & -0.4 & 0 \\ -1 & 0 & -0.7\end{array}\right]$.
Computing eigenvalues of $A_{1}$ and $A_{2}$ one obtains:

- eigenvalues of $A_{1}$ :
$z_{1}=-0.7247 ; \quad z_{2,3}=0.3624 \pm j 0.2897$
- eigenvalues of $\mathrm{A}_{2}$ :
$s_{1}=-0.7640 ; \quad s_{2,3}=-0.8680 \pm j 0.6635$.
From the above it follows that the necessary conditions (7) and (8) hold.

Eigenvalue-loci of the matrices $S_{1}\left(e^{j \omega}\right), \omega \in[0,2 \pi]$ and $S_{2}(j y), y \in[0,50]$ are shown in Fig. 1 and 2, respectively. By ' $o$ ' in Fig. 2 are denoted points corresponding to eigenvalues of $A_{1}$. The eigenvalue-loci of $S_{2}(j y)$ tend to these points if $y \rightarrow \infty$.

From Fig. 1 and 2 it follows that the conditions (27) and (28) of Theorem 3 are satisfied and the system is asymptotically stable.

Plots of the functions (34) for $y \in[0,40]$ and (37) for $y \in[0,20]$ are shown in Fig. 3 and 4, respectively. The curve (39) is denoted by stars in Fig. 4.

From Fig. 3 and 4 it follows that the conditions of Theorem 4 are satisfied and the system is asymptotically stable.


Fig. 1. Eigenvalue-loci of $S_{1}\left(e^{j \omega}\right), \omega \in \Omega=[0,2 \pi]$


Fig. 2. Eigenvalue-loci of $S_{2}(j y), y \in[0,50]$


Fig. 3. Plot of (34) for $y \in[0,40]$


Fig. 4. Plot of (37) for $y \in[0,20]$

## 5. CONCLUDING REMARKS

Simple necessary conditions and computational methods for analysis of asymptotic stability of the second Fornasini-Marchesini type model (1) of continuous-discrete linear systems have been given in Lemma 1 and Theorems 3 and 4, respectively. The method given in Theorem 3 requires computation of eigenvalue-loci of complex matrices (21) and (24). The method proposed in Theorem 4 requires computation of values of complex functions (34) and (37).

The method of Theorem 3 has been generalized in Busłowicz (2011b) for the first Fornasini-Marchesini type and the Roesser type models of continuous-discrete linear systems. The method of Theorem 4 has been applied in Busłowicz and Ruszewski (2011a) to asymptotic stability analysis of the first Fornasini-Marchesini type model.

Extension of the proposed methods for the new general type model of 2D continuous-discrete linear systems has been given in Busłowicz and Ruszewski (2011b).
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#### Abstract

Summary: The paper presents the stabilization method of physical pendulum in various inclinations. The theory of the motion in a rapidly oscillating field has been applied to explain the phenomenon of stabilization and to set conditions for the stability of the pendulum. The paper shows results of computer simulations which confirm that the position control of the pendulum in the open-loop is possible.


## 1. INTRODUCTION

The inverted pendulum, which is physical pendulum, whose center of mass lies above the point of suspension is very popular pendulum tested in automatics. It is an example of a nonlinear system characterized by high instability. Due to its properties it is a good object for testing different control algorithms. Beside the fact the system is interesting from a theoretical point of view, it has many practical applications: stabilization of a walking robot, rocket flight control (Astrom and Murray, 2008), or recently popular two-wheeled vehicle - "Segway".

Most of studies on inverted pendulum concern a closed-loop control. There is also a way to stabilize the pendulum in the open-loop control, where the pendulum suspension point performs fast oscillations in the vertical direction (Kapica, 1951; Siemieniako and Ciężkowski, 2011). Oscillations of the suspension point in the horizontal direction gives an interesting result, namely the possibility of stabilizing the pendulum between a horizontal and hanging position (Landau and Lifshitz, 2007; Siemieniako and Ciężkowski, 2011). It turns out that it is possible to generalize the problem and demonstrate the possibility of stabilization of the pendulum in various positions with oscillating point of suspension at the appropriate angle, which will be the subject of this paper.

## 2. MODEL OF PENDULUM

The perfectly rigid rod has been taken as the model of the pendulum, with mass $m$ and length 1 . One end of the pendulum is the point of suspension. The system is placed in a gravitational field with a value of acceleration g. Fig. 1 shows the physical model of the pendulum. The system has been described by the Lagrange formalism.

The position of the suspension point of the pendulum describes vector:
$\mathbf{r}_{\mathrm{b}}=(A \cos (\Omega t) \sin (\beta), A \cos (\Omega t) \cos (\beta))$
where: $A$ - amplitude vibrations of the suspension point,
$\Omega$ - the frequency of the vibrations, $\beta$ - angle, the direction of vibration of the suspension point.


Fig. 1. Physical model of pendulum

The position of the mass center of the pendulum relative to the suspension is:
$\mathbf{r}_{0}=\frac{1}{2} l(\sin \theta, \cos \theta)$
where: $\theta$ - the pendulum angle with respect to the $y$-axis.
Position of the mass center relative to the origin of the coordinate system is
$\mathbf{r}_{\mathrm{sm}}=\mathbf{r}_{\mathrm{b}}+\mathbf{r}_{0}=$
$\left(\frac{1}{2} l \sin \theta+A \cos (\Omega t) \sin (\beta), \frac{1}{2} l \cos \theta+A \cos (\Omega t) \cos (\beta)\right)$
The kinetic energy is the sum of the translational kinetic energy of the mass center and the rotational kinetic energy of the pendulum relative to the mass center:
$T=\frac{1}{2} m \dot{\mathbf{r}}_{\mathrm{sm}}{ }^{2}+\frac{1}{2} \frac{1}{12} m l^{2} \dot{\theta}^{2}=$
$\frac{1}{6} m\left(3 A^{2} \Omega^{2} \sin ^{2}(\Omega t)+\dot{\theta} l(\dot{\theta} l-3 A \Omega \sin (\beta-\theta) \sin (\Omega t))\right)$
The potential energy of system is:
$V=g m\left(A \cos (\beta) \cos (t \Omega)+\frac{1}{2} l \cos (\theta)\right)$

The Lagrangian has the form:

$$
\begin{equation*}
L=T-V \tag{6}
\end{equation*}
$$

Substituting (4) and (5) into equation (6) then solving the Euler-Lagrange equation we get:

$$
\frac{d}{d t} \frac{\partial L}{\partial \dot{\theta}}=\frac{\partial L}{\partial \theta} \Rightarrow \ddot{\theta}=\frac{3\left(A \Omega^{2} \sin (\beta-\theta) \cos (t \Omega)+g \sin (\theta)\right)}{2 l}(7)
$$

The obtained equation is an equation of motion of the pendulum.

## 3. MOTION ANALYSIS OF PENDULUM AS THE MOTION IN A RAPIDLY OSCILLATING FIELD

Oscillating change of the suspension point's position realizes the pendulum's control. It is assumed that the frequency of these oscillations is large compared with the oscillation frequency of the system if the movement takes place only under the influence of the gravity. It is also assumed that the changes of the pendulum's position, caused by these vibrations, are small. Such an object can be regarded as an object moving in a rapidly oscillating field.


Fig. 2. Numerical simulation result

Fig. 2 (Siemieniako and Ciężkowski, 2011) shows the simulation results of the pendulum angle's time-variation. This is a solution of the equation (7) for values:
$l=1 \mathrm{~m}, g=9.81 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}, A=0.1 \mathrm{~m}, \Omega=50 \frac{\mathrm{rad}}{\mathrm{s}}, \beta=0 \mathrm{rad}$,
$\theta(0)=0.3 \mathrm{rad}, \dot{\theta}(0)=0 \frac{\mathrm{rad}}{\mathrm{s}}$
It can be noted that the swing of the pendulum is composed of vibrations of high amplitude and low frequency (hereinafter referred to as $\Phi(t)$ ) and small oscillations of high frequency $(\xi(t)$ ). The presence of small oscillations appears to be consistent with the assumptions, if the movement takes place in a constant gravity field and rapidly oscillating field which enforces the oscillations of the suspension point. If the motion is a combination of two oscillations, the position of the pendulum can be written as:

$$
\begin{equation*}
\theta(t)=\Phi(t)+\xi(t) \tag{8}
\end{equation*}
$$

where $\Phi(t)$ describes the "smooth" movement of the pendulum, averaged due to the rapid oscillations.

Substituting (8) to (7) and expanding the result in the first-order Taylor series because of the $\xi$ (small oscillations) the following is obtained:

$$
\begin{align*}
& \ddot{\Phi}+\ddot{\xi}=-\frac{3 A \xi \Omega^{2} \cos (\beta-\Phi) \cos (t \Omega)}{2 l}+ \\
& \frac{3 A \Omega^{2} \sin (\beta-\Phi) \cos (t \Omega)}{2 l}+\frac{3 g \xi \cos (\Phi)}{2 l}+\frac{3 g \sin (\Phi)}{2 l} \tag{9}
\end{align*}
$$

Acceleration of the suspension point is proportional to $\Omega^{2}$ and changes quickly. It can be concluded that the $\xi$ will meet the same relationship. Only the second term of the equation (9) satisfies these conditions (first term is proportional to $\xi$, so it is small). So you can write:
$\ddot{\xi}=\frac{3 A \Omega^{2} \sin (\beta-\Phi) \cos (t \Omega)}{2 l}$
The value of $\ddot{\Phi}$ is equal to the other terms of the equation (9):

$$
\begin{align*}
& \ddot{\Phi}=-\frac{3 A \xi \Omega^{2} \cos (\beta-\Phi) \cos (t \Omega)}{2 l}+\frac{3 g \xi \cos (\Phi)}{2 l}+ \\
& \frac{3 g \sin (\Phi)}{2 l} \tag{11}
\end{align*}
$$

Double-integrating expression (10) under the assumption that $\Phi$ changes so slowly that we can consider them as constants, we get:
$\xi=-\frac{3 A \cos (t \Omega) \sin (\beta-\Phi)}{2 l}$
Substituting equation (12) to (11) and averaging the result due to the rapid oscillations $\left(\overline{\cos (t \Omega)}=\overline{0, \cos (t \Omega)^{2}}=\right.$ $1 / 2$ ) we obtain the equation:
$\ddot{\Phi}=\frac{9 A^{2} \Omega^{2} \sin (2(\beta-\Phi))}{16 l^{2}}+\frac{3 g \sin (\Phi)}{2 l}$
To show why the pendulum is stable it has to be determined what the effective potential energy of the system is:

$$
\begin{align*}
& \frac{1}{3} m l^{2} \ddot{\Phi}=-\frac{d U_{\mathrm{ef}}}{d \Phi} \Rightarrow U_{\mathrm{ef}}=-\frac{1}{3} m l^{2} \int \ddot{\Phi} d \Phi \Rightarrow \\
& U_{\mathrm{ef}}=\frac{1}{2} g l m \cos (\Phi)-\frac{3}{32} A^{2} m \Omega^{2} \cos (2(\beta-\Phi)) \tag{14}
\end{align*}
$$

Fig. 3 illustrates the graph of function (14) for different values of angle $\beta$, for fixed $g, m, l, A, \Omega$ equal to: $g=9,81 \mathrm{~m} / \mathrm{s}^{2}, \quad m=0,8 \mathrm{~kg}, \quad l=1 \mathrm{~m}, \quad A=0,1 \mathrm{~m}$, $\Omega=70 \mathrm{rad} / \mathrm{s}$.

The meaning of the line is as follows:

- solid line: $\beta=0$;
- dotted line: $\beta=\pi / 4$;
- "dot-dash" line: $\beta=\pi / 2$;
- dashed line: $\beta=3 / 4 \pi$.

As shown in the Fig. 3 each plot has a minimum of the potential (and thus satisfies the condition of the stability), which for fixed parameters $g, m, l, A, \Omega$ is dependent on the
angle $\beta$. This relationship has been found, what will be the subject of the next chapter.


Fig. 3. Effective potential of the pendulum for various values of $\beta$

## 4. STABILITY CONDITIONS

Conditions for a minimum potential at a given point are: the first derivative $U_{\text {ef }}$ is zero and the second derivative of the effective potential energy is positive at this point.

The first derivative of equation (14) is:
$\frac{\partial U_{e f}}{\partial \Phi}=-\frac{3}{16} A^{2} m \Omega^{2} \sin (2(\beta-\Phi))-\frac{1}{2} g \operatorname{glm} \sin (\Phi)$
Denoting:
$\lambda=\frac{3 A^{2} \Omega^{2}}{4 g l}$
the extreme condition can be written as:
$\frac{\partial U_{e f}}{\partial \Phi}=0 \Leftrightarrow \sin (\Phi)+\frac{1}{2} \lambda \sin (2(\beta-\Phi))=0$
and can be solved for variable $\beta$. Solution of equation (17) gives the result:
$\beta=\beta_{e x t}=\frac{1}{2}\left(2 \Phi-\arcsin \left(\frac{2 \sin (\Phi)}{\lambda}\right)\right)$
The second derivative of the potential for $\beta=\beta_{\text {ext }}$ is:
$\left.\frac{\partial^{2} U_{e f}}{\partial \Phi^{2}}\right|_{\beta=\beta_{e x t}}=\frac{1}{8}\left(3 A^{2} m \Omega^{2} \sqrt{1-\frac{4 \sin ^{2}(\Phi)}{\lambda^{2}}}-4 g \operatorname{lm} \cos (\Phi)\right)$
Requesting it to be greater than zero, conditions for the existence of a minimum of effective potential are:
I)

$$
\begin{equation*}
\lambda>\sqrt{4 \sin ^{2}(\Phi)+\cos ^{2}(\Phi)} \quad \text { for } \quad \Phi \in\left\langle 0, \frac{\pi}{2}\right) \tag{20}
\end{equation*}
$$

II)

$$
\begin{equation*}
\lambda>2 \quad \text { for } \Phi=\frac{\pi}{2} \tag{21}
\end{equation*}
$$

III)

$$
\lambda \geq 2 \sin (\Phi) \quad \text { for } \Phi \in\left(\frac{\pi}{2}, \pi\right)
$$

These conditions can be compared with the results for vertical and horizontal oscillations contained in the publication Siemieniako and Ciężkowski (2011): when the gle $\Phi=0$ (the case of vertical oscillations) then according to (20) the stability condition is: $\lambda>1$.

When $\Phi=\arccos (-1 / \lambda)$ (the case of horizontal oscillations) then according to (22) the stability condition is: $\lambda>1$.

In both cases, the stability conditions are the same as in the publication of the above mentioned authors.

### 4.1. Effective potential for a fixed parameter $\boldsymbol{\lambda}$

The parameter $\lambda$, which determines the stability of the system is a function of variables describing the controlled object (this variable is the length of the pendulum) and variables controlling the pendulum ( $A, \Omega$ ). Equations (20), (21), (22) show that for any angle $\Phi$ within the range $<0, \pi)$ the stability condition can be written: $\lambda>2$.

This condition is satisfied for the example values: $l=1 m, \quad g=9,81 \mathrm{~m} / \mathrm{s}^{2}, \quad A=0,1 \mathrm{~m}, \quad \Omega=70 \mathrm{rad} / \mathrm{s}$, for which the parameter $\lambda=3,74618$. The abovementioned values and the pendulum mass $m=0,1 \mathrm{~kg}$ will be used in further analysis of the system.

Fig. 4 shows a graph of the pendulum effective potential energy as a function of the angle of oscillations the suspension point $\beta$ and the angle $\Phi$ with the rest system parameters set above.


Fig. 4. Effective potential of the pendulum in function $\beta$ and $\Phi$


Fig. 5. The relationship between $\beta$ and $\Phi$, at which the pendulum is at a minimum of potential

The plot's colors reflect the absolute value of the first derivative of $U_{e f}$ - the darker the color, the lower the value of the derivative. With these colors function extremes are
more visible. The longest dark bar at the graph represents the area where the potential has a minimum value. Drawing a relationship (18) one can show this curve as in Fig. 5.

The dashed line in Fig. 5 describes the relationship $\beta=\Phi$. The function (18) shows that with increasing $\lambda$, the function more and more "closes" to the relationship $\beta=\Phi$. This behavior becomes evident after analysis of the formula (14) describing the $U_{\text {ef }}$. The first term of this formula comes from the gravitational potential and the other from the oscillations. With increasing $\lambda$ the second term begins to dominate over the gravity and takes the highest absolute value (for fixed $\lambda$ ), when $\beta=\Phi$.

## 5. NUMERICAL SIMULATION RESULTS

If the parameter $\lambda$ does not change in the experiment (and of course satisfies the stability conditions), the only problem to solve is to determine the angle at which we want to set the pendulum and then, according to (18), determine the angle $\beta_{\text {ext }}$ which will determine the direction of vibration of the pendulum suspension point. This chapter will be presenting numerical results for the specific values of the angle $\Phi$. The parameters of the system ( $g, m, l, A, \Omega$ ) are the same as those listed in Section 4.1, the parameter $\lambda=3,74618$. The simulation is the numerical solution of equation (7).

### 5.1. Example 1: $\Phi=\pi / 4$

The direction of oscillations according to (18): $\beta=0,5918$.

Initial conditions: $\quad \theta(0)=\pi / 4+0,1 \mathrm{rad}, \quad \dot{\theta}(0)=$ $0 \mathrm{rad} / \mathrm{s}$.


Fig. 6. Numerical simulation result of equation (7)


Figs. 6 and 7 show the simulation results of the pendulum motion. As you can see the pendulum inclined to a certain angle starts to oscillate around the set point, in this case equal to $\pi / 4$. Effective potential for this case has the form as shown:


Fig. 8. Effective potential of the pendulum

As shown in Fig.8, the potential has a minimum for the desired angle.

### 5.2. Example 2: $\Phi=\pi / 2$

The direction of oscillations according to (18): $\beta=1,289$.

Initial conditions: $\quad \theta(0)=\pi / 2+0,1 \mathrm{rad}, \quad \dot{\theta}(0)=$ $0 \mathrm{rad} / \mathrm{s}$.


Fig. 9. Numerical simulation result of equation (7)


Fig. 10. Phase portrait of the simulation

Fig. 7. Phase portrait of the simulation


Fig. 11. Effective potential of the pendulum

These figures illustrate the results of the numerical simulation of the pendulum for $\Phi=\pi / 2$. As you can see the system behaves as planned. In Fig. 9, and even better on the phase portrait can be seen increase of the speed of fast oscillations relative to the first example. The frequency of fast oscillations seems to be the same in both examples.

### 5.3. Example 3: $\Phi=3 / 4 \pi$

$\beta=2,162, \theta(0)=3 / 4 \pi+0,1 \mathrm{rad}, \dot{\theta}(0)=0 \mathrm{rad} / \mathrm{s}$. The following figures show the simulation results.


Fig. 12. Numerical simulation result of equation (7)


Fig. 13. Phase portrait of the simulation


Fig. 14. Effective potential of the pendulum

The figures above illustrate the results of numerical simulation of the pendulum for $\Phi=3 / 4 \pi$.

## 6. NUMERICAL SIMULATION IN THE PRESENCE OF FRICTION FORCE AND RANDOM DISTURBANCES

The results presented in chapter five, illustrate behavior of the perfect system, that is, without energy dissipation and noise. In the real world, forces of friction and random disorders cannot be eliminated. To make the system more realistic, numerical simulation in presence of nonconservative forces was performed.

The Euler-Lagrange equation then takes the form:
$\frac{d}{d t} \frac{\partial L}{\partial \dot{\theta}}-\frac{\partial L}{\partial \theta}=-k_{1} \dot{\theta}+k_{2} \varepsilon(t)$
where: $k_{1}$ - viscous damping coefficient, $k_{2}$ - noise coefficient.
$\varepsilon(t)$ is a random disturbance and is assumed to obey normal distribution with density function: $\frac{1}{\sqrt{2 \pi}} e^{\frac{-\varepsilon(t)^{2}}{2}}$.

The average value of $\varepsilon(t)$ is zero. The perturbation changes randomly at each simulation time step. Fig. 15 illustrates an example of the function $\varepsilon(t)$.


Fig. 15. Random perturbations of the system

Solution of the equation (23) gives the result:
$\ddot{\theta}=\frac{3\left(A \Omega^{2} \sin (\beta-\theta) \cos (t \Omega)+g \sin (\theta)\right)}{2 l}-\frac{3 k_{1}}{l^{2} m} \dot{\theta}+\frac{3 k_{2}}{l^{2} m} \varepsilon(t)$

The obtained equation is an equation of the pendulum's motion in the presence of friction force and random disturbances.

While the viscous friction should help to maintain the pendulum in the desired position, a random disturbance can cause loss of the system's stability. This will happen when the pendulum "jumps out" from an effective potential well on the result of existing disturbances. So the critical value of the parameter $k_{2}$ depends on the depth of potential well. The parameter $k_{2}=0,03 \mathrm{Nm}$ will be used in further analysis of the system. For such value of the coefficient $k_{2}$, some distortions have been noticed, but the system has still been stable. The adopted value of the damping factor is: $k_{1}=0,02 \mathrm{Nm}$. The initial conditions and the angle $\beta$ values are the same as in the examples in chapter 5.

### 6.1. Example 1: $\Phi=\pi / 4$



Fig. 16. Numerical simulation result of equation (24)

As shown in Fig. 16, high-amplitude oscillations are damped. Small amplitude and high frequency vibrations still occur. The presence of small oscillations is the result of the suspension point's vibrations. Force caused by these vibrations is so large that the friction is not able to dampen the pendulum. You can verify if the random disturbance force cause these small oscillations. Fig. 17 shows the result of the simulation, for the parameter $k_{2}=0 \mathrm{Nm}$.


Fig. 17. Numerical simulation result of equation (24) for $k_{2}=0$

As shown in Fig. 17 the system still performs small vibrations. The simulations show that the random force introduces only a small disturbance to vibration.

To demonstrate the resistance of the system to disturbances, additional simulations were performed for the parameter $k_{2}=0,3 \mathrm{Nm}$ and $k_{2}=1,7 \mathrm{Nm}$. The results of these simulations are illustrated in Figs. 19 and 20.


Fig. 18. Phase portrait of the simulation with random noise


Fig. 19. Numerical simulation result of equation (24) for $k_{2}=0,3 \mathrm{Nm}$


Fig. 20. Numerical simulation result of equation (24) for $k_{2}=1,7 \mathrm{Nm}$

Fig. 19 shows that 10-times greater disturbance does not cause loss of stability. For $k_{2}=1,7 \mathrm{Nm}$ (Fig. 20) system is no longer stable and the pendulum "jumps" to the neighboring potential well (see Fig. 8).

### 6.2. Example 2: $\Phi=\pi / 2$

As in the first example, the system performs small, rapid oscillations around the set point. Just as in the case without friction and disturbances, the speed of pendulum oscillations is greater than in example $\Phi=\pi / 4$.


Fig. 21. Numerical simulation result of equation (24)


Fig. 22. Phase portrait of the simulation
6.3. Example 3: $\boldsymbol{\Phi}=\mathbf{3} / 4 \pi$


Fig. 23. Numerical simulation result of equation (24)


Fig. 24. Phase portrait of the simulation

The figures above illustrate the results of numerical simulation of the pendulum for $\Phi=3 / 4 \pi$.

## 7. SUMMARY

The results presented in this paper demonstrate the possibility of stabilizing the pendulum in various inclinations. The system is stable if its parameters satisfy the conditions that have been set in chapter four. In addition to solutions for the "ideal" system, the possibility of stabilizing the pendulum in the presence of friction force and random disturbances has been demonstrated. It is shown that the system is highly resistant to disturbances, which increases the chances of an experimental realization of the system.
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#### Abstract

Recent advances in the research of magnetorheological/electrorheological (MR/ER) fluid based devices have indicated the opportunities for smart fluid based devices utilizing more than one operation mode. As such, the purpose of the present research is to draw attention to the existing models of magnetorheological (MR) mounts operating in two of the three fundamental operating modes, namely, the flow mode and the squeeze mode, and to highlight the potential applications of these modes in hydraulic mount applications. Therefore, in the paper the authors focus on recent applications of MR/ER fluids in that domain, and then proceed to summarizing the modeling principles for the two operation modes followed by a finite-element magnetostatic analysis of the mount's magnetic circuit, parameter sensitivity study and exemplary numerical simulations of each mode. The simulation results are converted into the frequency domain and presented in the form of dynamic stiffness and damping vs. frequency plots, respectively.


## 1. INTRODUCTION

Nearly all magnetorheological/electrorheological (MR/ ER) devices can be classified as operating in at least one of the following three operation modes: flow mode, shear mode, and squeeze mode as shown in in Fig. 1. The devices operating in either flow mode or shear mode (linear/rotary shock absorbers, clutches, engine mounts) have been commercialized, and the theory well developed (Philips, 1969; Gavin et al., 1996a; Gavin et al., 1996b; Wiliams et al., 1993, Sproston et al., 1994).


Fig. 1. Configurations of MR hardware: a) flow mode, b) shear mode, c) squeeze mode (Jolly et al., 1998)

For example, BWI Group (formerly the Chassis Division of Delphi Corp.) has developed and implemented an MR flow-mode based shock absorber (Hopkins et al., 2001; Kruckemeyer et al., 2001) (known under the commercial name of MagneRide) and an MR flow-mode based powertrain mount for the automotive industry (Baudendistel et al., 2002, Baudedistel et al., 2003). Also, Lord Corp.
has been rather active in developing commercial applications of flow-mode MR dampers as well as shear-mode rotary MR dampers (brakes) (Carlson et al., 1994; Jolly, 1998). To the authors' best knowledge, no commercial applications of the squeeze-mode based hardware have been reported. There is, however, an ongoing engineering and research interest in the development of MR/ER fluid based hardware operating in the squeeze-mode (Wiliams et al., 1993; Sproston et al., 1994; Jolly and Carlson, 1996, Bolter and Janocha, 1998; Tang et al., 1998, Stanway et al., 2000, Farjoud et al., 2009). In the case of MR fluid, the devices employ a layer of MR fluid sandwiched between two magnetic poles of which at least one is subjected to vertical motion. As a result, the distance between the poles varies according to the displacement or force profile, and the fluid is forced out of the between them. The squeezemode seems very suitable for low-stroke (few millimeters or less) and high damping force MR/ER applications, namely powertrain mounts or general-purpose vibration isolators. As such, controllable squeeze-mode devices can be more compact when sized for same damping force requirements. Research challenges are due to the squeezemode model capable of predicting flow field, pressure distribution across squeezing plates and shear stresses (Farjoud et al., 2011), control schemes (Zhang et al., 2011). Manufacturing challenges may arise, though, due to the range of displacements required for effective operation.

However, ER fluids may not be suitable for implementing a real-world squeeze-mode device as one of the failure modes of such hardware is due to the contact of squeezing plates (and electrical short circuit). MR fluid squeeze-mode applications may be less problematic in that regard.

At the present moment, the most novel and promising squeeze-mode application seems a mixed-mode MR fluidbased damper or an MR mount (Brigley et al., 2007, Minh, 2009). Such a device might utilize the flow mode for large stroke motion damping, and make use of the squeeze flow
mode in order to enhance the primary flow mode in controlling small amplitude displacements. So far, several research studies have been conducted in that regard and a rather thorough summary of the recent research efforts was described by Minh (2009).

Therefore, the purpose of the research is to draw attention to the existing models of MR mounts operating in two of the above mentioned modes (flow, squeeze), and to highlight the potential applications of these modes in hydraulic mount applications (e.g. automotive powertrain mounts).

As such, the authors highlight some applications of MR/ER fluids in that domain, and then proceed to summarizing the modeling principles for the two operation modes followed by a finite-element magneto-static analysis of the mount's magnetic circuit, a parametric study and exemplary simulations of each mode.

## 2. MR HYDRAULIC MOUNT

The flow-mode MR damper is the smart-fluid based device that has been most commercialized over the years In a number of automotive vehicle platforms in particular (Alexandridis, 2007). The number of reported automotive MR damper applications well exceeds twenty in Europe, Asia, and US. Recent application areas also include military vehicle suspension applications (Lord Corp.). By a wide margin, it is the MR damper of the conventional deCarbon monotube design that is the most often implemented MR fluid based device. Apparently, another MR device under development is the MR hydraulic mount for powertrain applications (Baudendistel et al., 2002). The MR mount is claimed to operate in flow mode. Most ER fluid based mounts or MR fluid based ones follow the same design principle that conventional passive mounts are based upon, and with smart fluids the mount stiffness and damping characteristics can be controlled in real-time.


Fig. 2. MR hydraulic mount (courtesy of BWI Group)

As shown in Fig. 2, the components of each mount are rubber shells each constituting a fluid chamber filled with smart fluid and incorporating flow paths for the fluid.

The upper volume is the pumping chamber, and the lower one is the so-called reservoir. In the case of MR mounts, the flow path is designed in such a way to be enveloped by the magnetic field generated in the circuit. With MR mounts, the presence of the magnetic field causes the smart fluid's yield stress to be altered according to the level of the magnetic field strength across the flow path height. As described by Baudendistel et al. $(2002,2003)$ two optional components of the MR mount are the so-called inertia track, and the decoupler. The decoupler is usually a partitioning plate located in a bypass flow path. With passive mounts it is a feature for providing means for enhancing the mount in isolating the low-displacement, high-frequen-cy inputs, whereas the inertia track (in the form of a long de-energized fluid channel) is used as an additional feature for controlling the fluid flow at low frequencies (Singh et al., 1992). These features have been widely used in passive conventional hydraulic mounts; however, their applications in MR mounts are none.

Active or semi-active mounts for have been of great interest for the automotive industry OEMs (Original Equipment Manufacturers) (Kowalczyk et al., 2004). Those mounts are capable of overcoming the conflicting design requirements of standard passive hydraulic mounts to deliver a device that is capable of providing a stiff support for the engine and good isolation at the same time.

## 3. MODELING OF MR MOUNTS

The following sections contain a brief summary of MR mount displacement-driven models operating in flow mode, squeeze mode, and the mixed mode (combined flow mode and squeeze mode), respectively.

### 3.1. Flow mode

The flow mode MR hydraulic mount exemplary configuration is shown in Fig. 3. The annular gap is contained In the stationary core. The magnetic field strength $H$ is perpendicular to the surfaces of the annulus in the piston in order to restrict the fluid motion in the direction perpendicular to the surfaces of the annulus. A majority of the magnetic field strength $H$ is generated in the circuit incorporating the core, the fluid volume contained in the annulus, and the outer ring of the core. The height of the annular gap is $h, b$ is the mean radius of the annulus, and the crosssectional area of the annular gap is $A_{g}=b h$. Also, the upper chamber cross-sectional area is $A_{p}$. The combined length of the active pole sections is $L_{a}$ (the total length of the annular gap is $L_{g}$ ). The MR fluid is characterized by the bulk modulus $\beta$, the density $\rho$, the field-induced yield stress $\tau_{0}$, and the field-invariant base viscosity $\mu$. The top of the mount is driven by the known external displacement profile $x(t)$ (or the velocity $v(t)$ ), and the motion of the upper member forces the fluid to flow from one chamber to the other. The pressure drop across the stationary core is $\Delta P=P_{1}-P_{2}$, where $P_{1}$ and $P_{2}$ are pressures in the fluid chambers above and below the core assembly, respectively. The compliance of the upper chamber is $C_{1}$, and that of the lower one is $C_{2}$.

The volume flow rate through the annulus is $Q$. The geometry of the mount may contain a bypass path characterized by the hydraulic diameter $H_{b}$ (the discharge coefficient $C_{b}$ and the area $A_{b}$ ). The volume flow rate through the bypass is $Q_{b}$.


Fig. 3. Flow mode MR mount (Baudendistel et al., 2002); dashed lines show the magnetic field strength lines $H$

To arrive at the equations governing the behavior of the mount, the volumetric approach is used to describe pressure variations in each chamber. The method has been used In analyzing passive shock absorbers (Lee, 1997) and is common in engine mount analyses (Adiguna et al., 2003). Also, an inertia track model is implemented into the mount's model to account for the lumped mass of fluid in the annulus inertia (Singh et al., 1992, Kim and Singh, 1993, He and Singh, 2007). The hydraulic losses at the entry to the annulus (and the exit of the annular gap) and the effects of fluid flow development in the annulus are omitted, too. Then, the following set of equations can be drawn:
$\frac{d P_{1}}{d t}=\frac{A_{p} v-\left(Q+Q_{b}\right)}{C_{1}}$
$\frac{d P_{2}}{d t}=\frac{Q+Q_{b}}{C_{2}}$
$\frac{d Q}{d t}=\frac{A_{g}}{\rho_{L_{g}}}\left(P_{1}-P_{2}-\Delta P_{M R}\right)$
Briefly, Eq. 1 accounts for the pressure variations in each fluid chamber and the fluid mass inertia when bouncing on compliant fluid volumes. The pressure drop $\Delta P_{M R}$ across the annulus can be expressed as given by Gavin et al. (1996a, 1996b):
$\Delta P_{M R} \approx 8 \frac{\mu Q L_{a}}{b h^{3}}(1+3 T)\left[\cos \left(\frac{1}{3} a \cos \left(1-54\left(\frac{T}{1+3 T}\right)^{3}\right)\right)+\frac{1}{2}\right]$
where $T$ is the non-dimensional yield stress:
$T=\frac{b h^{2} \tau_{0}}{12 \mu Q}$
Eq. 2 utilizes the solution of the Bingham model governing the quasi-steady-state relationship between the flow rate through the energized gap and the field-induced pressure drop in flow mode (Philips, 1969). The bypass flow rate $Q_{b}$ is as follows:
$Q_{b}=C_{b} A_{b} \sqrt{2 \frac{\left|P_{1}-P_{2}\right|}{\rho}} \operatorname{sign}\left(P_{1}-P_{2}\right)$
In the absence of magnetic field the laminar flow in the flow path is assumed. Therefore, the pressure drop at the de-energized (OFF) condition is:
$\Delta P_{M R}=12 \frac{\mu_{L_{g}}}{b h^{3}} Q$
Moreover, assuming the mass $M$ is attached to the upper base the equation governing the mass inertia can be derived as follows:
$M \frac{d v}{d t}+c_{r} v+k_{r} x=A_{p} P_{1}$
where $c_{r}$ and $k_{r}$ are the rubber damping coefficient and the stiffness ratio, respectively. The equations represent a set of expressions governing the force of flow mode MR mounts.

### 3.2. Squeeze mode

The squeeze mode MR mount is shown in Fig. 4. In this configuration the lower pole is stationary, whereas the upper pole is driven by the displacement $x(t)$. Also, a planar plate is attached to the upper fixture. The initial gap across the upper plate and the upper surface of the core is $h_{0}$


Fig. 4. Squeeze mode MR mount (Gołdasz and Sapiński, 2011); the magnetic field strength $H$ shown with dashed lines

Then, the continuity equations and the MR squeeze mode expressions can be derived in the following manner (Kim et al., 1998, Stanway et al., 2000, Hong et al., 2002; Farjoud et al., 2009):
$\left\{\begin{array}{l}\frac{d P_{1}}{d t}=\frac{A_{p} v}{C_{1}} \\ c_{S q}=\frac{3 \mu \pi R^{3}}{2\left(h_{0}+x\right)^{3}} \\ F_{S q}=\tau_{0} \frac{3 \pi R^{3}}{4\left(h_{0}+x\right)} \operatorname{sgn}(v)\end{array}\right.$
Finally, the mass inertia can be described as follows:
$M \frac{d v}{d t}+c_{r} v+c_{s_{q}} v+F_{s_{q}}+k_{r} x=A_{p} P_{1}$
where $c_{S q}$ is the viscous damping coefficient in the absence of magnetic field, $F_{S q}$ is the field induced force, and $R$ is the outer radius of the upper plate. The first of the equa-
tions in the above set accounts for the compliance effects of the MR squeeze mode mount (chamber compliance). The above equations represent a set of expressions governing the output of squeeze mode MR mounts.

### 3.3. Mixed mode

The mixed mode mount shown in Fig. 5 include the pumping chamber, the reservoir chamber, and the stationary core incl. the annular gap. The magnetic field that is induced in the gap (upon the application of current in the primary coil) is perpendicular to the fluid flow (flow mode). The other coil faces the plate opposing the upper surface of the core.


Fig. 5. Mixed-mode MR mount (Minh, 2009)

As a result of the plate displacement squeezing occurs. Both circuits can operate independently or in series. In this layout the flow-mode MR mount equations can be modified to include the squeeze mode circuit as follows (Minh, 2009):
$\frac{d P_{1}}{d t}=\frac{A_{p} v-\left(Q+Q_{b}\right)}{C_{1}}$
$\frac{d P_{2}}{d t}=\frac{Q+Q_{b}}{C_{2}}$
$\frac{d Q}{d t}=\frac{A_{g}}{\rho_{L_{g}}}\left(P_{1}-P_{2}-\Delta P_{M R}\right)$
$M \frac{d v}{d t}+\left(c_{r}+c_{s_{q}}\right) v+F_{s_{q}}+k_{r} x=A_{p} P_{1}$
where $\Delta P_{M R}$ is the field induced pressure drop defined In Section 3.1. Again, entry/exit effect are omitted in the analysis. Eqs. 9 and 10 reveal a set of expressions governing the dynamic output of mixed mode MR mounts. The equations may present a squeeze mode MR mount, a flow mode mount or a mixed mode mount. For instance, freezing the flow in the annulus by setting the yield stress In the flow path to a high level results in no-flow conditions and reduces the set of Eqs. 9 and 10 to the system of Eqs. 7 and 8. Also, setting the large initial gap between the squeezing plate and the core removes the squeeze mode contribution, and the flow mode can be studied on its own.

## 4. NUMERICAL SIMULATIONS

The numerical simulations include the development of a two-dimensional axi-symmetric model of the mixed
mode MR mount of Fig. 5, the parameter sensitivity study as well as calculations of the complex transfer function of the MR mount when subjected to a sweep-sine constant amplitude displacement input.

The geometry and material properties of a mixed-mode mount virtual prototype are shown in Table 1. The data contained in the table represent the base configuration of the MR mount virtual prototype.

Tab. 1. Geometry and material properties of the MR mount

| Symbol | Description | Value |
| :---: | :---: | :---: |
| $A_{p}, \mathrm{~mm}^{2}$ | Mount effective area | 2827 |
| $C_{1}, \mathrm{~N} / \mathrm{mm}^{5}$ | Pumping chamber compliance | 3100 |
| $C_{2}, \mathrm{~N} / \mathrm{mm}^{5}$ | Reservoir chamber compliance | 120000 |
| $L_{g}, \mathrm{~mm}$ | Annulus length | 31 |
| $L_{a}, \mathrm{~mm}$ | Active length (flow mode) | 13 |
| $h_{1}, \mathrm{~mm}$ | Annulus height (gap) | 1.8 |
| $A_{g}, \mathrm{~mm}^{2}$ | Annulus cross-section area | 281.6 |
| $R, \mathrm{~mm}$ | Plate radius (squeeze mode) | 21 |
| $h_{0}, \mathrm{~mm}$ | Initial gap (squeeze mode) | $\{1,3\}$ |
| $H_{\mathrm{b}}, \mathrm{mm}$ | Bypass size | 0 |
| $\rho, \mathrm{~g} / \mathrm{cm}^{3}$ | MR fluid density | 3.1 |
| $\mu, \mathrm{Ns} / \mathrm{mm}^{2}$ | MR fluid viscosity | 0.00000003 |
| $k_{r}, \mathrm{~N} / \mathrm{mm}^{c_{r}, \mathrm{Ns} / \mathrm{mm}} \quad$ Rubber stiffness | 200 |  |
|  | Rubber damping | 0.1 |

### 4.1. Magnetostatic model

Two-dimensional axi-symmetric simulations (using the finite-element platform FEMM) were needed to optimize the geometry of the mount and to extract the flux density data for each gap that are necessary calculating the yield stress levels. Both coils were assumed to take on currents up to 500 ampere turns (AT). The $B-H$ curve for the MR fluid is shown in Fig. 6 and SAE 1010 material properties were assumed for components in the magnetic circuit. The exemplary distributions of the magnetic field in the circuits at 500 ampere turns each are shown in Figs. 7 through 9.


Fig. 6. MR fluid $B-H$ curve (courtesy of BWI Group)


Fig. 7. Primary (flow-mode) coil; 500 AT


Fig. 8. Secondary (squeeze-mode) coil; $-500 \mathrm{AT}, h_{0}=1.0 \mathrm{~mm}$


Fig. 9. Primary coil and secondary coil at ON condition

It is apparent from the illustrations both circuits can be operated independently with little influence of one mode on the other. For example, raising the coil current in the squeeze mode circuit even up to 500 ampere turns has little effect on the magnetic field strength in the switched off flow-mode annulus, and the calculated flux density level is less than 0.04 T .

The averaged flux density distribution (normal component) in the radial direction for the squeeze mode circuit AT the initial distance of 1.0 mm is revealed in Fig. 10, and the flux density vs. ampere turns vs. plate-to-core distance mapping is illustrated in Fig. 11. As shown in the
images, the flux density in the squeeze mode gap is rather uniform; however, there is a significant difference in the flux density level across the inner and outer pole area, respectively. The results indicate there is some need for improvement and further optimization required in the squeeze mode circuit geometry.


Fig. 10. Flux density distribution, squeeze mode; $h_{0}=1.0 \mathrm{~mm}$


Fig. 11. Averaged flux density in the annulus, squeeze mode


Fig. 12. Flux density distribution, flow mode

Similarly, the distribution of the averaged flux density normal component along the annulus (in the axial direction) and the flux density vs. ampere turns mapping for the flow mode circuit are shown in Figs. 12 and 13, respectively. The flux density distribution in the annulus is almost symmetrical across the two poles with little flux leakage to the other circuit.


Fig. 13. Averaged flux density in the annulus, flow mode

### 4.2. Parameter sensitivity study

The parameter sensitivity study was required to understand the effect of material properties and geometric variables on the performance of the MR mount. To accomplish this, the mount model (at OFF condition) in Simulink was subjected to a sweep-sine constant amplitude displacement input. The results in time domain were the transmitted force and the input displacement. In all tests the input displacement amplitude was 2 mm , and the frequency varied from 0 to 300 Hz . The data were then converted into the frequency domain using FFT with Matlab - see Figs. 14-25. The MR mount performance metric of interest In the frequency domain is the so-called dynamic stiffness $K_{d y n}$. By definition, the dynamic stiffness is the ratio of the force to the displacement in frequency domain of the following form (Kim et al., 1993):

$$
\begin{equation*}
K_{d y m}(\omega)=\frac{F(\omega)}{X(\omega)} \tag{11}
\end{equation*}
$$

where $F(\omega)$ and $X(\omega)$ are the frequency domain force and stroke, respectively. It is a complex variable from which the amplitude $\left|K_{d y n}\right|$ and phase $\phi$ can be calculated. Calculating the damping effects requires the calculation of the so-called dynamic damping $C_{\text {damp }}$ in the following form:

$$
\begin{equation*}
C_{d a m p}(\omega)=\frac{K_{d y n}(\omega) \cdot \sin (\omega)}{\omega} \tag{12}
\end{equation*}
$$

Both metrics are common when analyzing dynamic system data and have been used in the present study. At the OFF condition the contribution of squeeze mode is small, therefore, the study focused on the flow mode geometry and the material properties at this point. The parametric
study involved the following flow mode parameters: annulus length $L_{g}$, gap size $h$, bypass size $H_{b}$, pumping chamber compliance $C_{1}$, base viscosity $\mu$, and density $\rho$.

The influence of the annulus length $L_{g}$ is shown in Figs. 14 and 15 . Here, increasing the annulus length decreases the fluid resonant frequency. This effect is due to the larger mass of the fluid contained in the annulus.


Fig. 14. Dynamic stiffness: influence of gap length, $L_{g}$


Fig. 15. Damping: influence of annular gap length, $L_{g}$

For comparison, increasing the gap size results in higher resonance frequencies of the fluid - see Figs. 16 and 17. Also, increasing the stiffness of the upper chamber (and decreasing the compliance $C_{1}$ ) shifts the resonant frequency towards higher frequencies as seen in Figs. 18 and 19. In addition to that, the respective effects of the bypass size and the viscosity lower the amplitude of the resonant frequency peaks as seen in Figs. 20 through 23. Also, increasing the density of the fluid results in an effect that is similar to the influence of the annulus length - see Figs. 24 and 25. It is due to the increased mass of the fluid in the annulus.

Also, it is interesting to note the reduction in the amplitude of the notch frequency (located below the fluid resonance) was achieved through varying the bypass flow path geometry, and changing the viscosity of the MR fluid.

Other parameters resulted in varying the location of the notch frequency (along with the resonance frequency) but not the amplitude.


Fig. 16. Dynamic stiffness: influence of annular gap size, $h$


Fig. 17. Damping: influence of annular gap size, $h$


Fig. 18. Dynamic stiffness: pumping chamber compliance, $C_{1}$


Fig. 19. Damping: pumping chamber compliance, $C_{1}$


Fig. 20. Dynamic stiffness: influence of bypass path size, $H_{b}$


Fig. 21. Damping: influence of bypass path size, $H_{b}$


Fig. 22. Dynamic stiffness: influence of fluid base viscosity, $\mu$


Fig. 23. Damping: influence of fluid base viscosity, $\mu$


Fig. 24. Dynamic stiffness: influence of fluid density, $\rho$


Fig. 25. Damping: influence of fluid density, $\rho$

### 4.3. Effect of magnetic field

The effect of magnetic field on the MR mount characteristics is illustrated in Figs. 26-33. Again, the data were obtained by running sweep-sine numerical tests on the mount model described by Eqs. 9 and 10. Each mode was first investigated on its own without the contribution of the other mode. For example, the flow mode tests were configured to minimize the contribution of the squeezing plate. As such, the initial gap between the core surface and the squeezing plate $h_{0}$ was set to 3 mm , and the stroking amplitude to 2 mm . Also, the squeeze mode coil was powered OFF. Then, the contribution from the viscous force in the squeeze mode gap is almost none, and squeezing of fluid does not interfere with flow mode. The results are shown In Figs. 26 and 27.

For comparison, the squeeze mode tests first involved cutting off the MR fluid flow in the annulus by setting the coil current level to a large value (above 200 ampere turns), and powering the squeeze mode coil circuit. As already mentioned, at this condition the MR mount model reduces to the configuration described in Section 3.2. Moreover, in order to observe the contribution of the squeeze mode on the flow mode performance the flow mode circuit was set to the OFF condition, and the squeeze mode coil current varied from 0 to 500 ampere turns. Also, the initial distance between the squeezing plate and the core surface was set down to 1 mm , and the stroking amplitude to 0.7 mm . The results are revealed in Figs. 28 and 29 (frozen annulus) as well as 30 and 31. At this condition, the pressure drop across the annulus is less than the field-induced yield stress, and the fluid flow is effectively eliminated so that there is no contribution of the fluid in the annulus to the damping, and the performance characteristics of the mount are solely controlled by the squeeze mode circuit and the mount rubber stiffness and damping, respectively.

The squeeze mode contribution modifies the stiffness (and the damping) rather uniformly across the frequency range. The squeeze mode effect is additive, and does not interact with the flow-mode directly. It is consistent with observations of other researchers (Minh, 2009). The effect
is related to the addition of a parallel spring (and a dashpot) of variable stiffness (and damping)


Fig. 26. Dynamic stiffness: magnetic field change; flow mode


Fig. 27. Damping: magnetic field change; flow mode


Fig. 28. Dynamic stiffness: magnetic field; squeeze mode


Fig. 29. Damping: influence of magnetic field; squeeze mode


Fig. 30. Dynamic stiffness: magnetic field; squeeze mode


Fig. 31. Damping: squeeze mode (flow mode at OFF condition)


Fig. 32. Dynamic stiffness: simple control scheme


Fig. 33. Damping: simple control scheme

Finally, a simple control scheme was briefly analyzed In the present study. The tests involved exciting the mount with the sweep-sine displacement profile, powering the flow mode circuit, and switching the current on in the flow mode circuit above the resonance frequency. The effect is shown in Figs. 32 and 33. In a similar manner the effect can be controlled below the resonance frequency. The purpose of the test was to investigate the existing opportunities for controlling the MR mount performance characteristics.

## 5. SUMMARY

The purpose of the modeling study was to present a lumped parameter model of a mixed mode MR mount as well as to examine the opportunities for adapting the dynamic characteristics of the mount operating at one fundamental operation mode (flow or squeeze) or a combination of two modes (flow and squeeze). In addition to the MR effect that was introduced into the analysis by means of the Bingham plastic model the presented models capture the effects of rubber stiffness and damping, fluid chamber
compliance and the fluid inertia. The effects of cavitation In fluid chambers were not examined in the study. When energized, both modes result in distinct performance characteristics. The effect of increasing the magnetic field In the annulus contribute to higher damping/stiffness (and amplitudes of the peak at the resonance), whereas the squeeze mode shows as a rather uniformly distributed superposition on the flow mode characteristics. With the squeeze mode the best effect can be achieved with small gaps between the core and the squeezing plate and small amplitude displacements. The squeeze mode effect is additive. Briefly, the results indicate the mixed mode potential for varying the stiffness and the damping of the mount AT any frequency region of interest. Shortly, the squeeze mode offers interesting engineering benefits; however, the device itself presents serious manufacturing challenges due to the low displacement amplitudes needed for achieving an optimum performance of the mount. Also, squeezemode fluid characterization study would need to be undertaken for further understanding of the material's rheology when operating in that mode and a suitable control scheme developed as well.
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#### Abstract

A model is suggested for the analysis of the combined effect of viscoelastic properties of bodies and adhesive interaction between their surfaces in sliding. The model is based on the solution of the contact problem for a 3D wavy surface sliding on the boundary of a viscoelastic foundation taking into account the molecular attraction in the gap between the bodies. The influence of adhesion on the contact stress distribution, real contact area and hysteretic friction force is analyzed.


## 1. INTRODUCTION

According to the molecular-mechanical theory of friction (Kragelski, 1949), the friction force consists of two components. The deformation component arises due to deformation of materials by surface asperities. The adhesion component is due to molecular forces between surfaces.

The deformation component of the friction force of viscoelastic bodies can be determined by calculating the hysteretic losses as a result of cyclic deformation of surface layers by asperities of rough surfaces during their mutual sliding (Goryacheva, 1998).

Molecular forces appear in the gap between surfaces and act at a distance specified by the potential of molecular interaction (Deryagin et al., 1985). Molecular interaction between the surfaces leads not only to tangential traction giving the adhesion component of the friction force. At micro- and nano-scale levels of the surface roughness, at which the value of the gap is comparable with the radius of adhesive forces action, molecular forces acting in normal direction to contact surface can also influence the deformation component of the friction force. The influence of the adhesion attraction between surfaces on the hysteretic friction force was analyzed (Makhovskaya, 2005) for a separate asperity with a given shape of tip.

In what follows, the effect of adhesion on the friction In sliding of rough viscoelastic surfaces is modeled with taking into account the whole surface geometry - both tips of asperities and valleys between them for a 3D rough surface. Previously a similar approach was used for a 2D rough surface (Goryacheva and Makhovskaya, 2010).

## 2. DESCRIPTION OF THE MODEL

Consider a rigid wavy surface sliding with the velocity $V$ along the x -axis on the viscoelastic foundation. The shape of the wavy surface is described by the periodic function:
$f(x, y)=h-\frac{h}{4}\left(\cos \left(\frac{2 \pi x}{l}\right)+1\right)\left(\cos \left(\frac{2 \pi y}{l}\right)+1\right)$,
where $h$ and $l$ are the height of asperities and distance between them, respectively, $h \ll l$ (Fig. 1).


Fig. 1. Scheme of contact between a rigid wavy surface and a viscoelastic foundation

The mechanical properties of the viscoelastic foundation are described by the linear 1-D model:
$w+T_{\varepsilon} \frac{\partial w}{\partial t}=\frac{\left(1-v^{2}\right) H}{E}\left(p+T_{\sigma} \frac{\partial p}{\partial t}\right)$
where $p$ and $w$ are the pressure and displacement on the boundary of the viscoelastic foundation, $E$ is the Young modulus, $v$ is Poisson's ratio, $H$ is the thickness of the viscoelastic layer, $T_{\varepsilon}$ and $T_{\sigma}$ are the retardation and relaxation times, respectively. Since $h \ll l$, we assume that $\partial w_{z} / \partial x \ll 1$ and then the quantities $p$ and $w$ are approximately equal to their projections on the z-axis, $p_{z}$ and $w_{z}$, respectively.

Let the system of coordinates ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) be connected with the viscoelastic foundation, and the system of coordinates $(x, y, z)$ with the sliding wavy surface so that:

$$
\begin{equation*}
x^{\prime}=x+V t, \quad y^{\prime}=y, \quad z^{\prime}=z \tag{3}
\end{equation*}
$$

In the moving system of coordinates $(x, y, z)$ relation (2) has the form:

$$
\begin{equation*}
w-V T_{\varepsilon} \frac{\partial w}{\partial x}=\frac{\left(1-v^{2}\right) H}{E}\left(p-T_{\sigma} V \frac{\partial p}{\partial x}\right) \tag{4}
\end{equation*}
$$

To take into account the adhesive (molecular) attraction between the surfaces, introduce the negative adhesive stress $p=-p_{a}(\delta)$ acting on the boundary of the viscoelastic foundation, where $\delta$ is the value of gap between the surfaces. We use the Maugis-Dugdale model in which the dependence of the adhesive stress on the gap between the surfaces has a form of one-step function (Maugis, 1991):
$p_{a}(\delta)=\left\{\begin{array}{cc}p_{0}, & 0<\delta \leq \delta_{0} \\ 0, & \delta>\delta_{0}\end{array}\right.$
where $\delta_{0}$ is the maximum value of gap for which the adhesive attraction acts. The surface energy $\gamma$ is specified by the relation:

$$
\begin{equation*}
\gamma=\int_{0}^{+\infty} p_{a}(\delta) d \delta=p_{0} \delta_{0} \tag{6}
\end{equation*}
$$

Since the wavy surface is periodic with the period l, the contact problem can be considered in a square region $x \in(-l / 2 ; l / 2) ; y \in(-l / 2 ; l / 2)$. This square contains one asperity of the periodic wavy surface. The conditions of periodicity $p(x, y)=p(x+l, y)$ and $w(x, y)=w(x+$ $l, y)$ must be satisfied. In the moving system of coordinates ( $x, y, z$ ), the following boundary conditions for the stresses and displacements take place at the foundation surface $(\mathrm{z}=0)$ in the square region region $x \in(-l / 2 ; l / 2) ; y \in$ ( $-l / 2 ; l / 2$ ):

$$
\begin{array}{ll}
w(x, y)=f(x, y)+D, & (x, y) \in \Omega^{c} ; \\
p(x, y)=-p_{0}, & (x, y) \in \Omega^{a} ;  \tag{7}\\
p(x, y)=0, & (x, y) \notin \Omega^{c} \cup \Omega^{a} ;
\end{array}
$$

Here $\Omega^{c}$ is the contact region, $\Omega^{a}$ is the region in which adhesive stress $-\mathrm{p}_{0}$ acts, and $D$ is the penetration of the asperity into the foundation. The equilibrium condition is also satisfied

$$
\begin{equation*}
P=\iint_{\Omega^{a} \cup \Omega^{a}} p(x, y) d x d y \tag{8}
\end{equation*}
$$

where $P$ is the normal load applied to each asperity of the wavy surface.

## 3. METHOD OF SOLUTION

The contact problem is solved by using the strip method (Kalker, 1990) which is an exact method for the case of 1D foundation. The square region $x \in(-l / 2 ; l / 2) ; y \in$ $(-l / 2 ; l / 2)$ is divided into $2 N$ strips of equal thickness $\Delta$ (Fig. 2). The normal displacement of the center of a strip $j$ is:

$$
\begin{equation*}
D_{j}=\frac{h}{2}\left(\cos \left(\frac{2 \pi \Delta j}{l}\right)-1\right)+D \tag{9}
\end{equation*}
$$

If the maximum normal penetration $D$ of the wavy surface is prescribed, then for each strip, the maximum normal penetration is given by (9). The shape of rigid wavy surface in this strip is specified by:

$$
\begin{equation*}
f_{j}(x)=\frac{h_{j}}{2}\left(\cos \left(\frac{2 \pi x}{l}\right)-1\right), h_{j}=\frac{h}{2}\left(\cos \left(\frac{2 \pi \Delta j}{l}\right)+1\right) \tag{10}
\end{equation*}
$$



Fig. 2. The square $x \in(-l / 2 ; l / 2) ; y \in(-l / 2 ; l / 2)$ and its division into strips

In each strip, the contact problem is formulated and solved independently. For a $j$-th strip, the conditions for the displacement $w_{j}(x)$ and pressure $p_{j}(x)$ follow from (7) and they have the form:

$$
\begin{array}{ll}
w_{j}(x)=f_{j}(x)+D_{j}, & x \in \Omega^{c}{ }_{j} \\
p_{j}(x)=-p_{0}, & x \in \Omega^{a}{ }_{j}  \tag{11}\\
p_{j}(x)=0, & x \notin \Omega^{c}{ }_{j} \cup \Omega^{a} ;
\end{array}
$$

When the contact problem is solved and the contact pressure $p_{j}(x)$ is calculated for each strip, the normal load acting on an asperity is calculated by the summation, which follows from (8):
$P=2 \sum_{j=1}^{N} P_{j}, \quad P_{j}=\Delta \int_{-/ / 2}^{L / 2} p_{j}(x) d x$
If the maximum displacement $D$ is unknown, while the load P is prescribed, then some initial values of $D$ is set and the iteration procedure is applied to attain the prescribed value of the load $P$.

To determine the tangential stress applied to the rigid wavy surface from the viscoelastic foundation, we use the relation:

$$
\begin{equation*}
\tau_{j}(x)=p_{j}(x) \sin \left[\operatorname{arctg}\left(f_{j}^{\prime}(x)\right)\right] \approx p_{j}(x) f_{j}^{\prime}(x) \tag{13}
\end{equation*}
$$

Then the tangential (friction) force acting on the asperity is calculated as:
$T=2 \sum_{j=1}^{N} T_{j}, \quad T_{j}=\Delta \int_{l / 2}^{l / 2} \tau_{j}(x) d x$
This force is different from zero because the pressure distribution is nonsymmetrical with respect to the axis of symmetry of the asperity due to hysteretic losses in the viscoelastic material. This force is called the hysteretic
or deformation component of the friction force. The corresponding friction coefficient is determined from the relation:
$\mu=T / P$
Thus, the problem is reduced to solving a 2-D contact problem for each strip to determine the contact pressure distribution $p_{j}(x)$ in the contact region $x \in \Omega_{j}$ and the boundary of the region of adhesive interaction $\Omega^{a}$, after which the friction force can be calculated in accordance with Eqs. (12)-(15).

In order to write the boundary conditions for the contact pressures and displacements in a strip, we should take into account various regimes of the gap filling.

## 4. PROBLEM SOLUTION IN A STRIP FOR DIFFERENT REGIMES OF GAP FILLING

Three possible regimes of the gap filling are considered: saturated contact (Fig. 3a), discrete contact with saturated adhesive interaction (Fig. 3b), discrete contact with zones of adhesive interaction and zones of free boundary (Fig. 3c). In each $j$-th strip, one of these regimes is realized, depending on the displacement of the center $D_{j}$ of this strip and values of the problem parameters (mechanical and geometric characteristics of the interacting bodies, load, and sliding velocity).


Fig. 3. Regimes og gap filling between the surfaces in the presence of adhesion

### 4.1. Saturated contact

In this case (Fig. 3, a), the displacement of the boundary $\mathrm{z}=0$ of the viscoelastic foundation $w_{j}(x)$ satisfies the first condition of (11) on the entire surface, i.e. over the whole length of the period $x \in(-l / 2 ; l / 2)$. By solving the differential equation (4) with the first condition of (11) and using the periodicity condition for the pressure $p_{j}(x-l / 2)=$ $p_{j}(x+l / 2)$, we obtain the contact pressure in the form:

$$
\begin{align*}
p_{j}(x) & =\frac{E}{2 H\left(l^{2}+4 \pi^{2} T_{\sigma}^{2} V^{2}\right)}\left[h_{j}\left(l^{2}+4 \pi^{2} T_{\varepsilon} T_{\sigma} V^{2}\right) \cos \frac{2 \pi x}{l}+\right.  \tag{16}\\
& \left.+2 \pi l h_{j} V\left(T_{\varepsilon}-T_{\sigma}\right) \sin \frac{2 \pi x}{l}+\left(4 \pi^{2} T_{\sigma}^{2} V^{2}+l^{2}\right)\left(2 D_{j}-h_{j}\right)\right]
\end{align*}
$$

where $D_{j}$ and $H_{j}$ are specified by relations (9) and (10). Normal force $P_{j}$ acting on the j -th strip is determined by the relation:

$$
\begin{equation*}
P_{j}=\Delta \int_{-l / 2}^{l / 2} p(x) d x=\Delta \frac{E l}{2 H l}\left(2 D_{j}-h_{j}\right) \tag{17}
\end{equation*}
$$

The saturated contact in the $j$-th strip is realized under the condition:
$\min \left(p_{j}(x)\right) \geq-p_{0}$
Note that due to adhesion, the contact pressure can be negative but not smaller than the adhesive stress $-p_{0}$. If the minimum contact pressure in a $j$-th strip does not satisfy condition (18), then the saturated contact is not realized. In this case, the solution is sought for the discrete contact with saturated adhesive interaction.

### 4.2. Discrete contact with saturated adhesive interaction

In this case (Fig. 3,b), the problem solution is considered in the interval $x \in\left[-a_{j}, l-a_{j}\right]$. Two different boundary conditions take place for two zones of interaction. The differential equation (4) is solved in the zone of contact $-\mathrm{a}_{\mathrm{j}}<x<\mathrm{b}_{\mathrm{j}}$ for the contact pressure $\mathrm{p}_{\mathrm{j}}(\mathrm{x})$, the displacement $\mathrm{w}_{\mathrm{j}}(\mathrm{x})$ being specified by the first condition of (11). In the zone of adhesive interaction $b_{j}<x<l-a_{j}$, the differential equation (4) is solved for $\mathrm{w}_{\mathrm{j}}(\mathrm{x})$, the pressure $p_{j}(x)$ being prescribed by the second condition of (11). Thus two boundary conditions are necessary for the solution of these two differential equations. Also, two conditions are needed for the determination of the end points $a_{j}$ and $b_{j}$ of the contact region. As such conditions, the conditions of continuity of the functions $\mathrm{p}_{\mathrm{j}}(\mathrm{x})$ and $\mathrm{w}_{\mathrm{j}}(\mathrm{x})$ at the points $x=-a_{j}$ and $x=b_{j}$ and the periodicity condition are used. These conditions lead to two nonlinear equations for the numerical determination of the quantities $a_{\mathrm{j}}$ and $b_{\mathrm{j}}$ in the case where the penetration of interacting bodies $D_{\mathrm{j}}$ in the $j$-th strip is prescribed. The pressure $\mathrm{p}_{\mathrm{j}}(\mathrm{x})$ in the contact region $-\mathrm{a}_{\mathrm{j}}<x<\mathrm{b}_{\mathrm{j}}$ is calculated in accordance with the relation:

$$
\begin{align*}
p_{j}(x) & =-p_{0} \mathrm{e}^{\left(x-a_{j}\right) / \beta v}+\frac{E h_{j}}{2 H\left(l^{2}+4 \pi^{2} \beta^{2} V^{2}\right)}\left[( l ^ { 2 } + 4 \pi ^ { 2 } \alpha \beta V ^ { 2 } ) \left(\cos \frac{2 \pi x}{l}-\right.\right. \\
& \left.-\mathrm{e}^{\left(x-a_{j}\right) / \beta v} \cos \frac{2 \pi a}{l}\right)-2 \pi l V(\alpha-\beta)\left(\sin \frac{2 \pi x}{l}-\mathrm{e}^{\left(x-a_{j}\right) / \beta V} \sin \frac{2 \pi a}{l}\right)  \tag{19}\\
& \left.+2 D_{j}{ }^{2} h\left(1-\mathrm{e}^{\left(x-a_{j}\right) / \beta v}\right)\right]+\frac{E}{2 H}\left(2 D_{j}-h_{j}\right)\left(1-\mathrm{e}^{\left(x-a_{j}\right) / \beta V}\right)
\end{align*}
$$

A similar relation is obtained for the determination of the unknown function of displacement $\mathrm{w}_{\mathrm{j}}(\mathrm{x})$ in the re-
gion of adhesive interaction $b_{j}<x<l-a_{j}$.
The normal and tangential forces acting in a strip in one period of the wavy surface are calculated as:

$$
\begin{equation*}
P_{j}=\Delta \int_{-a_{j}}^{l-a_{j}} p_{j}(x) d x, \quad T_{j}=\Delta \int_{-a_{j}}^{l-a_{j}} \tau_{j}(x) d x \tag{20}
\end{equation*}
$$

Discrete contact with saturated adhesive interaction exists under the condition that in the solution obtained, the condition $b_{j}<l-a_{j}$ is satisfied. If in the solution obtained we have $b_{j} \geq l-a_{j}$, then the case of saturated contact is realized. The other condition of the existence of the discrete contact with saturated adhesive interaction follows from the adopted model of adhesion (5) and (6) - the maximum value of the gap between the surfaces $w_{j}(x)-f_{j}(x)-D_{j}$ should not exceed the prescribed value $\delta_{0}$, i.e., we have:
$\max \left(w_{j}(x)-f_{j}(x)-D_{j}\right) \leq \gamma / p_{0}$
If the function $\mathrm{w}_{\mathrm{j}}(\mathrm{x})$ in the interval $b_{j}<x<l-a_{j}$ does not satisfy condition (21), then in the $j$-th strip the discrete contact with saturated adhesion interaction is not realized. In this case, we should seek the solution for the discrete contact with zones of adhesive interaction and zones of free surface.

### 4.3. Discrete contact with zones of adhesive interaction

In this case (Fig 3,c), we have three different boundary conditions in three zones of interaction. The differential equation (4) is solved in the contact zone $-a_{j}<x<b_{j}$ for the contact pressure $\mathrm{p}_{\mathrm{j}}(\mathrm{x})$ and on the remaining intervals for the displacement $\mathrm{w}_{\mathrm{j}}(\mathrm{x})$. As additional conditions, the conditions of continuity for the pressure $\mathrm{p}_{\mathrm{j}}(\mathrm{x})$ and displacement $\mathrm{w}_{\mathrm{j}}(\mathrm{x})$ at the points $x=-a_{1 \mathrm{j}}, x=-a_{\mathrm{j}}$ and $x=b_{\mathrm{j}}, x=b_{1 \mathrm{j}}$ and the conditions of periodicity are used. Also, for the determination of the end points of the zones of adhesive interaction, $a_{1 \mathrm{j}}$ and $b_{1 \mathrm{j}}$, we use the conditions following from (5) and (6), in accordance to which the value of gap between the surfaces at the points $x=-a_{1 \mathrm{j}}$ and $x=b_{1 \mathrm{j}}$ must be equal to $\delta_{0}$. These conditions have the form:
$w\left(-a_{1}\right)-f\left(-a_{1}\right)-D=\gamma / p_{0}$,
$w\left(b_{1}\right)-f\left(b_{1}\right)-D=\gamma / p_{0}$
As a result, we obtain four nonlinear algebraic equations for numerical determination of the quantities $a_{\mathrm{j}}, b_{\mathrm{j}}, a_{1 \mathrm{j}}$, and $b_{1 j}$, provided that the penetration of the bodies in the $j$-th strip $\mathrm{D}_{\mathrm{j}}$ is prescribed. The pressure $p_{\mathrm{j}}(\mathrm{x})$ in the contact zone $-a_{j}<x<b_{j}$ is specified by relation (19).

Note that the regimes of discrete contact with saturated adhesion and discrete contact with zones of adhesive interaction include also the cases, where there is no contact between the surfaces, and only adhesive interaction occurs over the entire surface or in separate zones of adhesive interaction. The solution for these cases can be easily obtained from Eq. (4) with the second condition of (11) imposed on the entire surface or in a periodical set of zones.

## 5. RESULTS OF CALCULATIONS

### 5.1. Solution for a 2-D wavy surface

Below the results of calculations are presented which illustrate the influence of viscoelastic properties, geometrical and adhesive parameters on the contact characteristics and sliding friction force for the case of two-dimensional contact problem. The shape of the wavy surface is described by the function $f(x)=h \sin ^{2}(\pi x / l)$.

In Fig. 4, the distribution of the normal stress $p(x)$ (curves 1) and tangential stress $\tau(x)$ (curves 2) is shown. Fig. 4,a corresponds to no adhesion and Fig. 4b to the case of adhesion.


Fig. 4. Distribution of normal and tangential stresses in a period for the case of no adhesion (a) and with adhesion (b)

In Fig. 4, the stresses p and $\tau$ are measured in MPa, the $x$-coordinate in meters. These results are obtained for the material parameters $E / H=2 \times 10^{6} \mathrm{~Pa} / \mathrm{m}$, $T_{\sigma}=0,003 \mathrm{~s}, \quad T_{\varepsilon} / T_{\sigma}=1000$ load per unit length $P=154 \mathrm{~N} / \mathrm{m}$, sliding velocity $V=0,1 \mathrm{~m} / \mathrm{s}$, waviness parameters $l=0,086 \mathrm{~mm}, h=0,008 \mathrm{~mm}$, and adhesion parameters $\gamma=0,05 \mathrm{~N} / \mathrm{m}, \mathrm{p}_{0}=5,5 \times 10^{6} \mathrm{~Pa}$. The friction coefficient calculated for the case without adhesion (a) is $\mu=0,139$, and for the case with adhesion (b) it is $\mu=0,273$. The results indicate that taking into account adhesion not only leads to increase in the friction coefficient, but it also can change the regime of contact and lead from discrete contact (a) to saturated contact (b).

In Fig. 5, the contact width $\mathrm{a}+\mathrm{b}$ (a) and the friction force T (b) versus load P are presented for the cases without adhesion (curves 1) and with adhesion (curves 2). The contact width is measured in meters, the forces per unit length T and P in $\mathrm{N} / \mathrm{m}$. The results are obtained for the material parameters $E / H=2 \times 10^{6} \mathrm{~Pa} / \mathrm{m}, T_{\sigma}=0,003 \mathrm{~s}, T_{\varepsilon} / T_{\sigma}=$ 1000 , sliding velocity $V=0,1 \mathrm{~m} / \mathrm{s}$, waviness parameters $l=0,1 \mathrm{~mm}, \quad h=0,01 \mathrm{~mm}, \quad$ and adhesion parameters $\gamma=0,01 \mathrm{~N} / \mathrm{m}, \mathrm{p}_{0}=5 \times 10^{3} \mathrm{~Pa}$. As the load increases the contact width and friction force increase until they attain saturation which means that transition from discrete to saturated contact occurs. The behavior of the contact characteristics (contact width, shift of the contact region with respect to the symmetry axis, contact pressure distribution) differ significantly in the regimes of discrete and saturated contact.


Fig. 5. The contact width (a) and friction force (b) vs normal load for the case with no adhesion (curves 1) and with adhesion (curves 2)

Comparison of curves 1 and 2 shows that taking into account adhesive interaction leads to a considerable increase in the real contact area and hysteretic component of the friction force in the case of discrete contact of the surfaces. Also, taking into account adhesion leads to appearance of negative pressure in the contact region. In the case of saturated contact, adhesion does not influence the contact area and friction force, but it may influence the contact pressure distribution. Results indicate also that with taking into account adhesion, transition from discrete to saturated contact occurs for lower load than without adhesion.


Fig. 6. The friction coefficient vs sliding velocity for different values of the adhesive stress

Figure 6 shows the friction coefficient vs sliding velocity $[\mathrm{m} / \mathrm{s}$ ] for various values of the adhesive stress. Dashed line corresponds to no adhesion (curve 1), curves 2 and 3 correspond to the cases with adhesion. The results are calculated for the mechanical parameters $E / H=10^{9} \mathrm{~Pa} /$ $\mathrm{m}, \quad T_{\sigma}=0,001 \mathrm{~s}, \quad T_{\varepsilon} / T_{\sigma}=10$, roughness parameters $l=0,001 \mathrm{~mm}, h=0,0001 \mathrm{~mm}$ and adhesion parameters $\gamma=0,01 \mathrm{~N} / \mathrm{m}, \mathrm{p}_{0}=5 \times 10^{4} \mathrm{~Pa}$ (curve 2) and $\mathrm{p}_{0}=5 \times$ $10^{5} \mathrm{~Pa}$ (curve 3). In the presence of adhesion, the friction coefficient nonmonotonically depends on the velocity and
tends to zero for large and small velocities, as it is the case without adhesion. Taking into account adhesion leads to the increase in the value of the friction coefficient, this increase is larger for higher $p_{0}$, provided that the surface energy $\gamma$ is constant.

### 5.2. Solution for a 3-D wavy surface

Below the result of calculations for a 3D wavy surface (Fig. 1) are presented, the shape of which is described by the function (1).

In Fig. 7, the distributions of contact pressure $p(x, y)$ in the domain $x \in(-l / 2 ; l / 2) ; y \in(0 ; l / 2)$ are presented without adhesion (a) and in the presence of adhesion (b) for the same value of the load per one asperity (for one period) $P=6,3561 \mathrm{H}$. The results are obtained for $l=0,005 \mathrm{~mm}$, $h=0,0005 \mathrm{~mm}, \quad E / H=2 \times 10^{9} \mathrm{~Pa} / \mathrm{m}, \quad T_{\sigma}=0,0001 \mathrm{~s}$, $T_{\varepsilon} / T_{\sigma}=10, V=1 \mathrm{~m} / \mathrm{s}$. Similarly to the 2D case, taking into account the adhesive interaction leads to an increase in the contact areas and, in some conditions, to their merging and passing to the regime of saturated contact (Fig. 2b).


Fig. 7. Contact pressure distributions in a period of waviness without adhesion (a) and with adhesion (b)

The plots of the friction force vs load acting on one asperity are presented in Fig. 8 for the case without adhesion (dashed lines) and with adhesion (solid lines). The mechanical parameters of the material correspond to a kind of rubber. The sliding velocity is $V=0,1 \mathrm{~m} / \mathrm{s}$ (Fig. 8a)
and $V=1 \mathrm{~m} / \mathrm{s}$ (Fig. 8b). The adhesion parameters are $\gamma=0,01 \mathrm{~N} / \mathrm{m}$ and $\mathrm{p}_{0}=5,5 \times 10^{5} \mathrm{~Pa}$. The waviness parameters are $l=0,010753 \mathrm{~mm}$ and $h=0,000971 \mathrm{~mm}$. The results show that increase in the friction force due to adhesion is smaller for higher velocity (i.e. for a material with higher effective compliance). The influence of adhesion on the friction force is significant for relatively small loads when the contact is not saturated. Due to adhesion, the friction force T is nonzero for zero load $P=0$ and in some range of negative loads. Because of this fact, the friction coefficient $\mu=T / P$ becomes very high for very small loads. This allows us to make the conclusion, that for real rough surfaces, the effect of adhesion is especially significant for the asperities which are under small or negative load, and these asperities can contribute significantly into the total friction force.


Fig. 8. The friction force vs normal load acting on one asperity with taking into account adhesion (solid lines) and without adhesion (dashed lines)

## 6. CONCLUSION

A model is suggested to study the adhesion effect on the hysteretic friction force in sliding of rough viscoelastic bodies. The model is based on the solution of a contact
problem for a 3-D wavy rigid body sliding on the surface of the viscoelastic foundation taking into account the molecular attraction in the gap between the surfaces.

The results of calutions allow us to draw the following conclusion:

- taking into account the adhesive interaction leads to a significant increase in the real contact area and hysteretic friction forc;
- the transition from discrete to saturated contact in the presence of adhesion occurs at lower loads than without adhesion;
- due to adhesion, the contact between surfaces exists even for negative (tensile) loads;
- the effect of adhesion is especially significant for asperities which are under small or negative load;
- as the adhesion stress increases, the friction force increases, provided that the contact saturation is not attained.
The results obtained can be used for the analysis of the stress-strain state of surface layers and evaluation of the friction force at various scale levels of roughness in sliding of viscoelastic bodies. The mechanisms of fricrtion that were studied play a particular role for micro- and nano-scale levels for whith the size of the gap is close In order of magnitude to the radius of adhesive forces action.
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#### Abstract

A heat generation problem due to friction in a pad/disc brake system is studied. A linear problem is confronted and compared with a non-linear in which thermophysical properties of materials are temperature-dependent. To examine temperature of the pad and the disc during a single and a twofold braking process, axisymmetric FE contact model was used. The obtained results revel insignificant temperature differences at specified axial and radial positions of the components of the friction pair. It was remarked that the level of discrepancies between the constant and the thermosensitive materials correspond with the coefficient of thermal effusivity.


## 1. INTRODUCTION

Inherent heat generation during slipping of contacting bodies leads to an increase in temperature on the friction surfaces. Over the decades analytical and numerical models have been developed to improve the accuracy and repeatability of the obtained by their means solutions in application to various types of brake systems (Scieszka, 1998). Despite the fact that the analytical methods provide exact solutions on which numerical calculations are based, advantage of the latter is noticeable in application to complex objects with finite dimensions and non-linear problems (Yi et al., 2002; Scieszka and Zolnierz, 2007; Aderghal et al., 2011).

Parameters of braking operation such as a contact pressure, a sliding velocity, a coefficient of friction, cooling conditions are frequently brought to constant values aiming to distinguish markedly an impact of chosen factors. Adamowicz and Grzes (2011a) developed and compared axisymmetric two-dimensional and fully three-dimensional models of a disc rotor during a single emergency braking process. Braking operation with the constant as well as linearly decreasing velocity of a vehicle was studied to evaluate its influence on the temperature distributions of a disc. On the basis of that FE modelling technique the effects of cooling conditions during a period of braking with constantly rotating disc from adiabatic conditions to the firmly forced convection ( $100 \mathrm{~W} /\left(\mathrm{m}^{2} \mathrm{~K}\right)$ ) were studied in ref. (Adamowicz and Grzes, 2011b).

If the system operates markedly above a certain temperature, the friction materials can vary their thermophysical properties affecting the conditions of contact and in consequence a non-linear problem is apparent. Nonetheless only few numerical calculations deal with the temperaturedependent thermophysical properties of materials in application to brake systems (Lee and Barber, 1994; Thuresson, 2004; Sergienko 2009).

This study aims to examine an effect of thermosensitive
materials on the thermal behaviour of a pad/disc tribosystem. The corresponding temperatures are confronted with the values of the model which operate within theirs constant equivalents. FE 2D contact model was used based on the author's previous study (Grzes, 2010). The properties of materials were adopted and approximated by using methodology with the three constants (Chichinadze et al., 1979).

## 2. STATEMENT OF THE PROBLEM

The frictional heat generation in a disc brake in actual is accompanied by its dissipation through the three known modes of heat transfer. The conduction absorbs energy from the pad/disc interface by the neighbouring parts of the brake assembly and hub. The convection exchanges heat from the exposed surfaces with the surrounding environment according to Newton's law of cooling. Typically disc brakes have vanes whose presence allows to enlarge the area of convective heat transfer, however evident advantages of such type of a rotor emerges during a longlasting processes after disconnection of the sliding bodies or during a multiple brake application (Adamowicz and Grzes, 2011b). The remaining phenomenon that intensifies cooling of the brake is the thermal radiation. However its share in total heat dissipation is frequently ignored due to attained maximal temperatures and the duration of the analyzed process. Thereby in this study solely conduction and convection are taken into account.

The mechanisms of the pad operation through the caliper during brake application vary. However it is stated that the amount of heat generated during friction for certain dimensions of a rubbing path and assumed constant uniform contact pressure remains equal. The converted mechanical energy is assumed to be entirely used for the heat, whose magnitude expresses the capacity of friction power and in application to the rotating system has the following form:
$q(t)=f r \omega(t) p_{0}$
where: $f$ - friction coefficient, $\omega(t)$ - angular velocity, $t$ - time, $r$ - radial coordinate, $p_{0}$ - contact pressure.

The separation of heat between contacting bodies may be proceeded in two ways. One of frequently used approaches is a calculation of temperature fields by means of two individual bodies/models (a stator and a rotor) introducing a heat partition ratio (Grzes, 2009; 2011) and other is a use of contact model which is employed in this study (Bialecki and Wawrzonek, 2008). It is established that the separation of heat between the pad and the disc varies during the process satisfying two conditions of the perfect thermal contact on the corresponding friction surfaces:
$T\left(r_{i}, 0^{+}, t\right)=T\left(r_{j}, 0^{-}, t\right), r_{p} \leq r \leq R_{p}, 0 \leq t \leq t_{s}$,

$$
\begin{gather*}
\left.K_{d}(T) \frac{\partial T}{\partial z}\right|_{z=0^{-}}-\left.K_{p}(T) \frac{\partial T}{\partial z}\right|_{z=0^{+}}=q(r, t) \equiv \operatorname{fr} \omega(t) p_{0}  \tag{3}\\
r_{p} \leq r \leq R_{p}, 0 \leq t \leq t_{s}
\end{gather*}
$$

where: $+(-)$ denotes value obtained at the approach toward plane $z=0$ from the $+(-)$ side of the axis $O Z$, $T$ - temperature, $i, j$ - the pad and the disc corresponding radial locations on the contact surface, $d, p-$ the disc and the pad, respectively, $r, R$ - internal and external radius, respectively.


Fig. 1. Schematic diagram of half of a pad/disc brake system

Angular velocity of the rotor decreases linearly from the initial value $\omega_{0}$ to full stop according to formula:
$\omega(t)=\omega_{0}\left(1-\frac{t}{t_{s}}\right), 0 \leq t \leq t_{s}$,
where: $t_{s}$ - braking time.

## 3. MATHEMATICAL FORMULATION

The governing equation for the heat conduction analysis was the parabolic heat conduction equation given in the cylindrical coordinate system $(r, z)$ :

$$
\begin{align*}
\frac{\partial}{\partial r}\left(K_{d, p}(T) \frac{\partial T}{\partial r}\right) & +\frac{K_{d, p}(T)}{r} \frac{\partial T}{\partial r}+  \tag{5}\\
& +\frac{\partial}{\partial z}\left(K_{d, p}(T) \frac{\partial T}{\partial z}\right)=\rho_{d, p} c_{d, p}(T) \frac{\partial T}{\partial t}
\end{align*}
$$

where: $z$ - axial coordinate, $K(T)$ - thermal conductivity, $\rho$ - density, $c(T)$ - specific heat.

In order to determine the transient temperature distributions in the brake components during frictional sliding
process both analytical and numerical techniques were employed. Lack of the circumferential component in the above governing equation stems from the assumption that neither non-axisymmetric thermal load acting as the intensity of heat flux directed into the disc and the pad nor the resulting heat flow in the circumference, doesn't affect significantly an average temperature generated at the $\mathrm{pad} /$ disc interface above certain relative sliding velocity (Peclet number Pe ).

The boundary and initial conditions (Fig. 2) are the following:

- on the free surfaces of the pad:
$\left.K_{p}(T) \frac{\partial T}{\partial r}\right|_{r=r_{p}}=h\left[T\left(r_{p}, z, t\right)-T_{a}\right], 0 \leq z \leq \delta_{p}, 0 \leq t \leq t_{s}$,
$\left.K_{p}(T) \frac{\partial T}{\partial r}\right|_{r=R_{p}}=h\left[T_{a}-T\left(R_{p}, z, t\right)\right], 0 \leq z \leq \delta_{p}, 0 \leq t \leq t_{s}$,
$\left.\frac{\partial T}{\partial z}\right|_{z=\delta_{p}}=0, r_{p} \leq r \leq R_{p}, 0 \leq t \leq t_{s}$,
where: $h$ - heat transfer coefficient, $T_{a}$ - ambient temperature, $T_{0}$ - initial temperature, $\delta$ - thickness.
- and the free surfaces of the disc:
$\left.K_{d}(T) \frac{\partial T}{\partial z}\right|_{z=0}=h\left[T_{a}-T(r, 0, t)\right], r_{d} \leq r \leq r_{p}, 0 \leq t \leq t_{s}$,
$\left.\frac{\partial T}{\partial r}\right|_{r=r_{d}}=0,-\delta_{d} \leq z \leq 0,0 \leq t \leq t_{s}$
$\left.K_{d}(T) \frac{\partial T}{\partial r}\right|_{r=R_{d}}=h\left[T_{a}-T\left(R_{d}, z, t\right)\right],-\delta_{d} \leq z \leq 0,0 \leq t \leq t_{s}(11)$
$\left.\frac{\partial T}{\partial z}\right|_{z=-\delta_{d}}=0, r_{d} \leq r \leq R_{d}, 0 \leq t \leq t_{s}$
At the initial time moment $r=\mathbf{0}$ the pad and disc are heated to the same constant temperature:
$T(r, z, 0)=T_{0}, r_{p} \leq r \leq R_{p}, 0 \leq z \leq \delta_{p}$,
$T(r, z, 0)=T_{0}, r_{d} \leq r \leq R_{d},-\delta_{d} \leq z \leq 0$.
where: $T_{0}$ - initial temperature.


## 4. NUMERICAL FORMULATION

The object of this section is to develop approximate time-stepping procedures for axisymmetric transient governing equations.

Using Galerkin's method the following matrix form of the Eq. (5) is formulated (Lewis et al., 2004)
$[C(T)]\left\{\frac{d T}{d t}\right\}+[K(T)][T]=\{R\}$
where: $[C(T)]$ is the heat capacity matrix, $[K(T)]$ is the heat conductivity matrix, and $\{R\}$ is the thermal force vector.

In order to solve the ordinary differential equation (15)
the direct integration method was used. Based on the assumption that temperature $\{T\}_{t}$ and $\{T\}_{t+\Delta t}$ at time $t$ and $t+\Delta t$ respectively, the following relation is specified
$\{T\}_{t+\Delta t}=\{T\}_{t}+\left[(1-\beta)\left\{\frac{d T}{d t}\right\}_{t}+\beta\left\{\frac{d T}{d t}\right\}_{t+\Delta t}\right] \Delta t$
Substituting Eq. (16) to Eq. (15) we obtain the following implicit algebraic equation
$([C(T)]+\beta \Delta t[K(T)])\{T\}_{t+\Delta t}=$
$([C(T)]-(1-\beta)[K(T)] \Delta t)\{T\}_{t}+$
$+(1-\beta) \Delta t\{R\}_{t}+\beta \Delta t\{R\}_{t+\Delta t}$
where: $\beta$ is the factor which ranges from 0,5 to 1 and is given to determine an integration accuracy and stable scheme.


Fig. 2. Finite element mesh of a disc brake

FE axisymmetric 2D model is shown in Fig. 2. Four node quad type elements were used. Total number of elements of the brake model equals 3497, in which 1425 elements and 1536 nodes come to the disc, and 2072 elements and 2175 nodes come to the pad.

The heating of the friction surfaces was accomplished by means of the total intensity of heat flux directed into the pad. Furthermore by using 75 'multi point constraints' MPC at subsequent pairs of nodes of the friction surfaces of the pad and the disc separation according to boundary conditions Eqns. ( 2,3 ) during simulated slipping contact took place (constraint of the temperatures). Other surfaces (edges in the FE model) were either cooled or insulated satisfying Eqns. (6-14).

## 5. RESULTS AND DISCUSSION

In the study thermal finite element analysis of heat generation due to friction in a pad/disc brake system was carried out. The temperature evolutions at specified axial and radial positions obtained incorporating the temperatureindependent thermophysical properties of materials are calculated and compared with the thermosensitive materials.

### 5.1. Operation parameters and dimensions of the pad/disc system

Operation parameters and dimensions of the brake are listed in Tab. 1. The single braking process proceeds during $3,96 \mathrm{~s}$ from the initial velocity of $100 \mathrm{~km} / \mathrm{h}\left(\omega_{0}=88,464\right.$ $\mathrm{s}^{-1}$ ) to standstill with constant retardation (Talati and Jalalifar 2009). In order to develop twofold braking process the boundaries conditions after the disengagement of the braking components obviously had to be diverse. The total time of the twofold braking process equalled $t_{s}=40 \mathrm{~s}$. The brak-
ing schema was as follows, after the moment of full stop a vehicle increased velocity with constant acceleration to the velocity of $100 \mathrm{~km} / \mathrm{h}$ during 16.04 s . Then the cycle was repeated attaining 40 s of the total twofold braking operation. Despite the fact of change of the velocity the heat transfer coefficient remained constant (Tab. 2) which was due to the fact of its insignificant impact on the resulting temperature distributions.

Tab. 1. Operation parameters and dimensions
of the disc and the pad (Talati and Jalalifar, 2009)

| item | disc | pad |
| :---: | :---: | :---: |
| inner radius, $r[\mathrm{~m}]$ | 0,066 | 0,0765 |
| outer radius, $R[\mathrm{~m}]$ | 0,1135 | 0,1135 |
| thickness, $\delta[\mathrm{m}]$ | 0,0055 | 0,01 |
| initial angular velocity of the <br> rotor, $\omega_{0}\left[\mathrm{~s}^{-1}\right]$ | 88,464 |  |
| single/twofold braking time, <br> $t_{s}[\mathrm{~s}]$ | $3,96 / 40$ |  |
| heat transfer coefficient, <br> $h\left[\mathrm{~W} /\left(\mathrm{m}^{2} \mathrm{~K}\right)\right]$ | 60 |  |
| contact pressure, $p_{0}[\mathrm{~Pa}]$ | $1.47 \times 10^{6}$ |  |
| coefficient of friction, $f$ | 0,5 |  |
| initial temperature, $T_{0}\left[{ }^{\circ} \mathrm{C}\right]$ | 20 |  |
| ambient temperature, $T_{a}\left[{ }^{\circ} \mathrm{C}\right]$ | 20 |  |

### 5.2. Thermophysical properties of materials

Behaviour of the material properties under the influence of temperature were derived from the measurements carried out in ref. (Chichinadze et al., 1979). To obtain mathematical formulas of variations of the essential in thermal analysis thermophysical properties of materials, the methodology proposed in that paper was used as well. Two of the three available crucial for the calculations properties were chosen having in mind possibly the smoothest temperature dependence. Thus despite the fact that the employed FE based
programme required specific heat $c$ and thermal conductivity $K$, only the latter satisfied the criterions. The second parameter was the thermal diffusivity $k$ whose value allowed to calculate required specific heat.

Below approximate formulas for the thermal conductivity and the thermal diffusivity of four different materials used in numerical computations are listed:

- for the pad materials:
- FMK-845
$K_{p}(T)=9.806\left(1.171+\frac{1.315}{1+7.32 \cdot 10^{-7} \cdot T^{2}}\right)$
$k_{p}(T)=10^{-6}\left(-0.823+\frac{10.778}{1+1.487 \cdot 10^{-6} \cdot T^{2}}\right)$
- FMK-11
$K_{p}(T)=9.806\left(4.017+\frac{-2.282}{1+5.298 \cdot 10^{-6} \cdot(T-900)^{2}}\right)$
$k_{p}(T)=10^{-6}\left(-1.146+\frac{17.207}{1+2.122 \cdot 10^{-6} \cdot(T+100)^{2}}\right)$
- and for the disc:
- steel EI-696
$K_{d}(T)=0.014 T+15.727$
$k_{d}(T)=-1.444 \cdot 10^{-9} T+5.502 \cdot 10^{-6}$
- cast iron ChNMKh
$K_{d}(T)=-0.028 T+52.727$
$k_{d}(T)=10^{-6}\left(5.557+\frac{15.226}{1+8.018 \cdot 10^{-6}(T+400)^{2}}\right)$
The presented formulas for the thermal conductivity and the thermal diffusivity have their equivalent at approximately $20^{\circ} \mathrm{C}$ which are shown in Tab. 2. As can be seen the major differences between temperature-independent thermophysical properties of materials of the disc (steel EI696, cast iron ChNMKh) is encountered for the thermal conductivity $K$. Less distinct are the constant properties of the pad FMK-845, FMK-11). However for the thermosensitive materials together with the temperature their values vary in a different way (Figs. 3, 4) giving possibility to examine such a behaviour on the temperatures of the pad and the disc.

Tab. 2. Thermophysical properties of materials independent of temperature (Chichinadze et al., 1979)

| material | $\boldsymbol{K}[\mathbf{W} /(\mathbf{m K})]$ | $\boldsymbol{k}\left[\mathbf{m}^{\mathbf{2}} / \mathbf{s}\right]$ | $\boldsymbol{\rho}\left[\mathbf{k g} / \mathbf{m}^{\mathbf{3}}\right]$ |
| :---: | :---: | :---: | :---: |
| EI-696 | 16,3 | $4,92 \times 10^{-6}$ | 7850 |
| ChNMKh | 51 | $1,44 \times 10^{-5}$ | 7100 |
| FMK-845 | 24,5 | $1,04 \times 10^{-5}$ | 6000 |
| FMK-11 | 34,3 | $1,46 \times 10^{-5}$ | 4700 |

Using formulas 18-25 particular properties were calculated and set tabularly into the commercial finite element based programme (MSC.SOFTWARE). The step of the
temperature was equal $0.1^{\circ} \mathrm{C}$ giving consequently 8001 lines. Moreover it was established that the closest value of the given property from the table was selected during the calculations.


Fig. 3. Thermal conductivities of a disc and a pad versus temperature obtained from the measurements (solid curves) and their approximations (dashed curves)
(Chichinadze et al., 1979)


Fig. 4. Thermal diffusivities of a disc and a pad versus temperature obtained from the measurements (solid curves) and their approximations (dashed curves)
(Chichinadze et al., 1979)

As a result of the carried out computations evolutions of temperature at the pad/disc interface (equal temperature on the pad and the disc friction surfaces at specified radial positions) are shown. In Fig. 5 the temperature evolutions are depicted for two braking couples, for the disc made of cast iron ChNMKh and two different pad materials FMK-845 (Fig. 5a) and FMK-11 (Fig. 5b).

As can be seen the temperatures on the friction surfaces are smooth not revealing any periods of interchangeable heating and cooling which stems from the main as-
sumptions of this study of axisymmetric heat flux distribution and perfect contact between the pad and the disc. Comparison of two- and three-dimensional axisymmetric models was shown is ref. (Adamowicz and Grzes, 2011a). Evolutions of temperature of the thermosensitive materials and their temperature-independent equivalents are marked with dashed and solid lines, respectively. All further plots will have the same denotation. The obtained results make evident that during the considered single braking operation, variations of the thermal conductivity and thermal diffusivity (Fig. 3, 4) do not allow to change firmly the contact temperatures of the disc brake at any of the radial positions. However the highest temperature difference between these two friction couplings is observable at the biggest distance from the axis of rotation $z$.


Fig. 5. Evolutions of temperature at the pad/disc interface for different radial positions, solid curves indicate temperature-independent thermophysical properties whereas dashed curves thermosensitive materials:
a) disc (cast iron ChNMKh)/pad (FMK-845)
b) disc (cast iron ChNMKh)/pad (FMK-11)

In Fig. 6 temperatures of the disc at different axial positions and constant radius $r=0,095 \mathrm{~m}$ are related to the braking time. Previous material compositions (Fig. 5) are confronted again. The distances between illustrated $z$ positions are not constant to enable clear visualisation of the results. Since the disc is located under the radial coordinate axial values are plotted with minus. Obviously it can be seen that the temperatures are lower with the increase of $z$ distance. Until half of the braking time $t_{s}$ temperatures at each location in axial direction almost coincide (regarding thermosensitive and temperature-independent materials). After that time temperatures of the model with thermosensitive materials are slightly lower, however, revealing the same behaviour as materials with constant properties.


Fig. 6. Evolutions of temperature at different radial axial positions of a disc ( $\mathrm{r}=0.095 \mathrm{~m}$ ), solid curves indicate temperature-independent thermophysical properties whereas dashed curves thermosensitive materials:
a) disc (cast iron ChNMKh)/pad (FMK-845)
b) disc (cast iron ChNMKh)/pad (FMK-11)

Temperature evolutions at the pad/disc interface for the disc made of steel EI-696 and two different pad materials (the same as in Fig. 5 and Fig. 6) are shown versus braking time in Fig. 7. It may be observed that unlike Fig. 5 and Fig. 6 the biggest temperature differences concentrate at about half of the braking time for both of the pad materials (Fig. 6a, b) and then decreases to equalize at the end of the process.


Fig. 7. Evolutions of temperature at the pad/disc interface for different radial positions, solid curves indicate temperature-independent thermophysical properties whereas dashed curves thermosensitive materials:
a) disc (steel EI-696)/ pad (FMK-845)
b) disc (steel EI-696)/pad (FMK-11)

Fig. 8 shows the temperature evolutions at specified axial locations (mean radius $r=0,095 \mathrm{~mm}$ ) whose values correspond with Fig. 6. Spread of the subsequent temperatures at $z=0,-0,0014,-0,0028,-0,0055 \mathrm{~m}$ is clearly bigger than in Fig. 6 due to different material of the disc. In this case the disc made of steel EI-696 has the thermal conductivity about three times lower. Thereby the generated tem-
perature is slower dissipated through conduction giving bigger temperature gradients. Even at the end of the process the temperature is not equal within the disc thickness both with the pad made of FMK-845 and FMK-11. However the highest temperature obtain during the process $T=461.4^{\circ} \mathrm{C}$ occurs for the friction pair made of steel EI-696/FMK-845 (Fig. 8a). The same relationship took place for the disc made of cast iron ChNMKh (Fig. 6).


Fig. 8. Evolutions of temperature at selected axial positions of a disc $(\mathrm{r}=0.095 \mathrm{~m})$, solid curves indicate temperatureindependent thermophysical properties, dashed curves thermosensitive materials: a) disc (steel EI-696)/pad (FMK-845) b) disc (steel EI-696)/pad (FMK-11)

The temperature evolutions on the contact surface at three different distances from the axis of rotation during twofold braking process $t_{s}=40 \mathrm{~s}$ are shown in Fig. 9. The disc made of steel EI-696 was combined with the pad made of FMK-845 (Fig. 9a) and FMK-11 (Fig. 9b). According to the braking schema time from 0 to 3.96 s corresponds to the braking with constant deceleration to standstill followed by the disengagement of the brake components and simultane-
ous acceleration of the vehicle to the prior velocity of 100 $\mathrm{km} / \mathrm{h}$. Then the process was repeated which clearly affected the temperature evolutions. Unlike the single braking in the analyzed cases of twofold braking the temperature of the model with thermosensitive materials was lower in all cases. The occurred phase of vehicle acceleration reveals opposite situation either for FMK-845 or FMK-11. This relation loses its meaning during the second acceleration introducing some inconsistency. However for the friction pair steel EI-696/FMK-11 the rule that the temperature is higher for constant properties of materials was remained.


Fig. 9. Evolutions of temperature at the $\mathrm{pad} / \mathrm{disc}$ interface during twofold braking process

Fig. 10 shows the temperature evolutions at selected axial positions $z$ for the constant value of the radius $r=0,095$ m . The process of the vehicle acceleration, just after the braking stage results in the temperature equalization (Fig. 10a, b) within the entire depth and its further linear decrease evoked by the cooling according to Newton's law. It may be observed that for both of friction pairs, the first
and the second brake application doesn't generate the same behaviour of temperature regarding the case with tempera-ture-dependent and independent material properties. In the figure solely disc temperature are shown. The noticeable jump of temperature after the coupling of the disc and the pad at time $t=20 \mathrm{~s}$ stems from the temperature difference between these components after their disconnection and cooling conditions (Fig. $10 \mathrm{a}, \mathrm{b}$ ).


Fig. 10. Evolutions of temperature at different axial positions ( $r=0,095 \mathrm{~m}$ ) during twofold braking process

## 6. CONCLUSIONS

In this paper axisymmetric thermal analysis by using axisymmetric FE contact model was carried out to study an effect of the use of thermosensitive and temperatureindependent thermophysical properties of materials on the temperatures of the pad/disc system during single and twofold braking. The calculated temperatures on the friction surfaces as well as values at the selected axial locations
were confronted and compared. The obtained results reveal that within the range of temperatures variations from 20 to $800{ }^{\circ} \mathrm{C}$ of the brake components, in spite of relatively marked fluctuations of the thermophysical properties the use of subsequent constant values corresponding to $20^{\circ} \mathrm{C}$ is validated. Both single and twofold braking confirms that rule. However relationship between the resulting temperature values obtained during computations by means of thermosensitive properties and temperature-independent constants varies during the twofold braking. It was observed that direct relation between the thermal effusivity and the resulting temperature is evident.
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#### Abstract

The paper presents results of microscopic observations of selected porcelain bridges prepared on metallic base. The aim of microscopic observations was the identification of example wear types which have appeared during dental prosthetic bridges exploitation. The main attention was directed to wear forms that are quite often present in case of such prosthetic elements. The wear types comparative analysis was evaluated. The most frequent types of wear are: material's cracking, abrasive wear. Also, the metal corrosion and wear by dental plaque at prosthetic bridge surface were observed.


## 1. INTRODUCTION

Fixed prosthetic restorations such as crowns and bridges restore loss of human mastication organ functions. The main tasks of prosthetic dental bridges are: replenishment (restoration) of missing teeth with a simultaneous correction of speech disorders caused by loss of teeth, improvement of food mastication conditions and keep safe mastication organs and whole organism from harmful after-effects of loss a natural teeth. Total or partial defects in dentition do not cause only disorders in proper food chewing or speech disorders. Stomatognatic system disorders, loss of self-confidence and avoiding contact with other people are also of great importance. These aspects favour for the spread of mental complexes forming. Restoration of missing teeth and further rehabilitation proceedings partly eliminate disorders mentioned above (Maślanka, 2000; Shield, 1968).

Clinical investigations indicate that fixed prosthetic restorations, particularly bridges are exploited much longer than was previously thought. The mean clinical usefulness period of fixed prostheses ranges from 15 to 25 years (Maślanka, 2000). Only after such period of time, more than half of the originally deposited replenishment were lost, repaired or replaced by new constructions.

It can be assumed that the greatest impact on the durability and reliability of dental bridges have factors such as: material, manufacturing technology, design and service conditions. Particularly important is proper construction. However it is known from experience, that often only after the damage of dental bridge there is a possibility of verification the correctness of its implementation. On the other hand, in the manufacturing process of dental prosthetics components, many errors can be traced, but it seems that the most important are (Spiechowicz, 1980, 2010):

- improperly selected material,
- inappropriate design,
- improperly selected manufacturing parameters.

Also, abnormal service conditions in the oral cavity have a huge impact on shortening the time of use. The most negative exploitation factor is treatment the bridge with too high forces and pressures.

In a general context, the main exploitation conditions with more or less influence on the bridge condition, are (Shillingburg, 1994):

- occlusion,
- bruxism,
- mechanical stress,
- temperature factors,
- diet,
- oral hygiene.

Some of these factors have low-order effect on the bridges than others because of impact specificity. Fluctuations and temperature changes in the mouth are too small to have a significantly negatve impact on the durability of dental bridges. Similar situation is in case of the human diet. Materials for the construction of bridges are selected in this way that they show satisfactory resistance to environmental effects of saliva and food. This is rather individual matter, because literature reports are known, about the influence of biofilm on the stability of dentures (Estivill, 2011; Pusateri, 2009). Possible, rarely occurring corrosion centers of metal parts are mainly the result of negligence during the manufacturing stage. All mentioned above factors have an influence on exploitation durability of bridges. However, it seems that decisive are: occlusion, bruxism, and mechanical stresses.

## 2. MATERIALS AND METHODS OF INVESTIGATIONS

### 2.1. Materials

Ten dental prosthetic bridges in after-operational state were used for research. These bridges were obtained from
the Department of Prosthodontics, Medical University of Bialystok. Bridges exploitation history has been omitted because of general orientation of conducted research in range of forms and types of wear. Main emphasis in this work is general identification of the types of wear in exploited bridges removed from the mouth of patients.

### 2.2. Methods

Observations were carried out at macro and micro level. Macroobservations were made by the unaided eye and recorded by classic digital camera. Microobservations were performed using scanning electron microscope Hitachi S-3000N with an addition for chemical composition analysis from Thermo Noran-Quest (Fig. 1). Microscopic observations were used primarily for the appropriate surface selection for the chemical composition analysis.


Fig. 1. Scanning electron microscope Hitachi S-3000N

## 3. RESULTS

a)

b)


Fig. 2. Types of wear: 1,2 - abrasive, 3 - corrosive, 4 - microcracks; b) abrasive wear
a)
b)


Fig. 3. Ceramic crack superstructure: a) macro- and b) microobservation (x900)

During the operational time dental bridges in patient's mouth are subjected to permanent loads. This follows directly from the process of chewing, crushing and chewing consumed foods. In addition, it comes to wear of dental prosthetics components due to mutual abrasion of these materials or their contact with the opposing teeth (Grosfeldowa, 1981). In Fig. 2 are presented examples of four dental bridges samples with distinct damage.

Both ceramic and acrylic veneers and metal parts are subject to abrasive wear. Fig. 2b shows selected macroobservation results of this kind of wear.

It is well known that the bridge in the oral cavity is exposed, among others on: normal and tangential loads, bending and stretching. These loads together with the moisture of the mouth lead to the initiation and spread of micro-and then macrocrevices in the elements of dental prosthetics. In case of prolonged use metal - ceramic bridges, the gaps within the veneers propagate only to the basic metal. After reaching this point, they connect round both sides of the cracks. However, this does not lead to detachment of ceramics, which is closely bounded to the metal carrier.

Fig. 3 shows an example of a ceramic cracked superstructure.

In relation to this form of wear, we can say that the size of range of gaps is dependent on plasticity - elastic material properties. It turns out that in materials, which are easy to form (metals), it is possible to retard and remove the gaps. On the other hand, in brittle materials - cracks propagate unhindered. It should be taken into account that microgaps and heterogeneity of the material are formed already at the firing process stage. They may be the result of, among others: the volume changes in ceramics during the firing, internal impurity and pores formation as a result of insufficient concentration of the material (Maślanka, 2000).

Both ceramics and metallic parts of dental bridges are failing by fatigue wear. Constructions between the bridge's constituents or tooth crown connection with the bridge span seem to be especially vulnerable points. These places are more vulnerable to fatigue due to cyclic loading during the
process of chewing. The result of volume fatigue wear is the fatigue crack. A good example of such cracking is destroyed bridge, which is shown in Fig. 4. On crack we see partially smooth surface, which is the result of the gradual increasing of gap in metal. This type of surface is typical for fatigue cracks.


Fig. 4. Example of fatigue crack bridge span:
a) macro- and b) microobservation (x30)
a)

b)


Fig. 5. Corrosive wear: a) macro- and b) microobservation (x30)

Inappropriate construction of bridges may be also the reason of bridges cracking. The elements most exposed to damage, as mentioned earlier, include connections of individual members. This possibly means that the connector in place of crack had too small cross section for transmitting applied load.

Another form of wear which could be seen in macroscopic observation is the corrosive wear. Corrosion is a common process in the group of nonfrictional causes of wear. Particularly vulnerable to corrosion are common metals and their alloys. Corrosive resistants are noble metals, such as gold or platinum and their alloys. In Fig. 5 we can see clear signs of corrosion and significant loss of material which is its consequence. Presence of corrosion could be the result of mistakes and negligences in the process of metal parts casting, poor material quality or the result of diet and oral hygiene.

In relation to oral hygiene and general care of the prosthesis, in Fig. 6 is showed example of dental bridge with a clearly visible layer of tooth scale. The reason of this dental bridge condition was inadequate oral hygiene. The bridge was removed from patient, because the tooth scale caused increased loss of tissue in the area of contact. This situation may leads to inflammation and a significant usage comfort reduction. The bridge structure is not without significance. It could have influence on tooth scale formation. It is possible that instead of saddle span, a self-cleaning span was used - it could eliminate retention area in which tooth scale deposition occurs. However, it is a individual matter of approach to the patient and the nature of his illness.
a)

b)


Fig. 6. Tooth scale in the lower part of dental bridges:
a) macro- and b) microobservation (x60)

Another cause of tooth scale deposition on the bridge surface is the inaccuracy in the quality of its surface forming. A full of meaning is influence of micro- roughness of surface.

Tooth scale is present in $80-100 \%$ of patients cases among adults. These are highly mineralized deposits accumulated on the tooth surface. The chemical composition of tooth scale is as follows: mineral salts 83 (\%), including 76 (\%) of calcium phosphate, 4 (\%) magnesium phosphate and $3(\%)$ of calcium carbonate. Such elements as: K, Na, $\mathrm{Cu}, \mathrm{S}, \mathrm{Cl}, \mathrm{Sn}$ and Fe are in trace amounts (Grosfeldowa, 1981).

Tooth scale visible on the bridge shown in Fig. 6 was put under chemical composition analysis by the scanning electron microscope with an attachment to the study of chemical composition. Example results of such chemical microanalysis of tooth scale are shown in Fig. 7.


Fig. 7. Results of chemical microanalysis of tooth scale (Pietroczuk, 2008)

In Fig. 7 are shown results of the chemical composition, which indicate a presence of such elements as: $\mathrm{Ca}, \mathrm{P}, \mathrm{Mg}$, C, $\mathrm{F}, \mathrm{Cl}, \mathrm{Na}$. Thus, these results comply with the chemical composition of tooth scale visible on human enamel.

The next stage of research, the summarizing of the collected prosthetic bridges for the type of visible wear was evaluated. Fig. 8 shows the percentage fraction of identified damages in the inspected group of dental bridges.


Fig. 8. Percentage damage fraction: AW - abrasive wear, CR - cracking, CO - corrosion, TS - tooth scale

The results of macro- and microscopic observations show that the largest participation in the examined group of dental prosthetic bridges have an abrasion wear and prosthetic bridge crackings caused by parameters of external forces in which bridges were used. In case of abrasive wear important is a friction combination, especially kind of materials which are in direct contact with each other. However, in the case of cracks significant are both, design, material and also a bridge production technology. Moreover, corrosive wear and presence of tooth scale are also very important.

## 4. SUMMARY AND CONCLUSIONS

Macroscopic and microscopic observations and chemical composition analysis of tooth scale on their surface
(for the examined group of dental bridges), let to form the following general conclusions:

1. The most common types of wear are: fracture - 4 bridges and abrasion wear - 4 bridges. For 10 samples tested, one bridge has worn out due to corrosion, and there was one case of wear induced by accumulation of tooth scale.
2. Damage of all 10 bridges do not allow for their further exploitation. Actually, the only way to restore their functionality is to remake them, with paying particular attention to the causes of their primary wear.
3. After analyzing the causes of wear, depending on the type of damage in the manufacture of bridges, special attention should be focused on the following criteria: the construction of the bridge, material, manufacturing technology.
4. An important element is also properly occlusal surface design and fitting of the bridge at the oral cavity of opposite teeth in order to avoid wear due to inadequate occlusion.
Improper design, poorly selected material, wrong technology, improper fit of the bridge, wrong usage conditions and poor oral hygiene seem to be the most common causes of failure in healing with a prosthetic dental bridge.
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#### Abstract

The most important units of sheet-fed offset printing machine, like the ink and dampening systems as well as a printing unit, are composed, in the main, of contacting rollers of various sizes (in case of the printing unit they are named cylinders). Adequate setting of the said rollers is very important, because it has big influence on quality of print-outs. The settings are made experimentally by measuring the width of the contact area in the ink and dampening systems or by computing the clamp parameters - in the printing unit. This paper includes analysis of compression of two rollers depending on a width of the contact area, radiuses of the rollers as well as their Poisson's ratios and Young's modules.


## 1. INTRODUCTION

Printing unit, ink and dampening systems are composed mainly of rollers and cylinders (Fig. 1). A distinctive and extremely important element is the blanket cylinder which is located between the plate cylinder and the impression cylinder. There has been fixed a rubber blanket on a blanket cylinder for the purpose of better conveying the image from metal plate with ink on paper.

The printing unit includes 3 cylinders: plate cylinder, blanket cylinder and impression cylinder (Dejidas and Destree, 2007; Kipphan, 2001). In this part of machine there is a contact between a metal plate fixed onto the plate cylinder and a rubber blanket fixed onto the blanked cylinder as well as between the rubber blanket and the metal impression cylinder.

Plate cylinders are in contact with ink form rollers and with the dampening form roller. Soft - coated with rubber or other artificial materials and hard - metal rollers inside ink unit are in contact, thus being adequately adherent to each other. In the dampening unit, soft - coated with rubber, paper or fabric and hard - metal rollers are in contact alternately.

Setting an inadequate stress between cylinders of the printing unit and rollers of the ink and dampening systems affects 3 aspects of printings, namely: print-outs quality, wear and tear of machine elements and reduction in time of making the printing machines ready for operation. The elimination of printing errors which are observed on printouts at the beginning and in the course of printing, extends time of making the printing machines ready for operation, increases consumption of waste paper and ink.

Uneven stress between rollers of ink and dampening systems may result in irregular ink and water transmission. Too big stress between ink rollers cause to excessive heat and rubber expansion.

Setting too big stress between ink form rollers and plate cylinder results in bouncing of rollers each from other while their conveying above the channel of the plate cylinder
and stroking the front edge of plate. As a result, the ink thickness on plate is changed. It brings about generating smudges on print-outs, faster wear and tear of plate, too much tone value increase. Uneven setting of stress between ink form rollers can cause smudges as well.


Fig. 1. An exemplary printing unit, ink and dampening systems

Too small stress in the dampening system results in transmission of too much amounts of water on plate. It can cause too much amount of water on plate and ink emulsification. It can involve problems as regards ink drying and ink adhering to ink rollers. In turn, too big stress makes water squeezed from the rollers and on the plate there is to small water film. In the dampening system, stress between the dampening form roller and the distributing roller as well as between the dampening form roller and the plate cylinder should be big enough to distribute water and to quicken the dampening form roller with the distribution roller.

For determining an adequate contact between the rollers and cylinders there is not measured or computed the stress. Printing operators check the stress in the ink and dampening systems regularly with foil stripes which they put in between the rollers and, next, take them out. In the ink
system they measure the width of the contact zone between the rollers. As regards the printing unit, a clamp is computed on the basis of height of the plate over bearer rings (hardened metal rings located at the ends of the two cylinders) of the plate cylinder and the height of rubber over bearer rings of the blanket cylinder.

## 2. STATEMENT OF THE PROBLEM

It becomes apparent that the most essential elements of sheet-fed offset printing machine are rollers which remain in mutual contact (Fig. 2). The contact of two cylinders, the axes of which were compressed to distance $d$ due to unknown vertical compressing forces P , was considered. The contact area has a rectangular shape with unknown width $2 a$. A contact stress $p(x)$, which takes place in the contact area $x \in(-a, a)$, is a symmetric, although unknown, function and $p(a)=p(-a)=0$ :

$$
\begin{equation*}
\int_{-a}^{a} p(x) d x=\mathrm{P} \tag{1}
\end{equation*}
$$

We assume that in rollers a plane strain takes place which is independent on variable $y$.

Boundary condition for the contact of the two rollers is determined as follows (Jonson, 1985):
$u_{z}^{2}+u_{z}^{1}=d_{2}+d_{1}-f_{2}(x)-f_{1}(x), x \in(-a, a)$
where: $u_{z}^{1}, u_{z}^{2}$ - displacement of the points located on the contact surfaces of, accordingly, body 2 and body 1 alongside with axis $z$, this displacement being assumed positive, $d_{2}, d_{1}$ - indentation of, accordingly, body 2 and body 1 under loading, $f_{1}(x)=0,5 x^{2} / R_{1}, \quad f_{2}(x)=0,5 x^{2} / R_{2}$ - equations for surface of body 1 and body 2 before indentation.


Fig. 2. Two contacting rollers

In the assumption of Herz's conditions (Timoshenko, Goodier, 1962), the problem is to solve the issue of halfspace. Assuming that displacement does not depend on the direction $y$, the equation of the theory of elasticity for displacements (Lame) shall be as follows (Nowacki, 1970):

$$
\left\{\begin{array}{l}
(\lambda+2 \mu) \frac{\partial^{2} U_{x}(x, z)}{\partial x^{2}}+\mu \frac{\partial^{2} U_{x}(x, z)}{\partial z^{2}}+(\lambda+\mu) \frac{\partial^{2} U_{z}(x, z)}{\partial x \partial z}=0 \\
(\lambda+2 \mu) \frac{\partial^{2} U_{z}(x, z)}{\partial z^{2}}+\mu \frac{\partial^{2} U_{z}(x, z)}{\partial x^{2}}+(\lambda+\mu) \frac{\partial^{2} U_{x}(x, z)}{\partial z \partial x}=0
\end{array}\right.
$$

where: $\lambda, \mu$ - Lame parameters, $U_{z}(x, z), U_{x}(x, z)$ - displacement alongside with axes $z$ and $x$.

The boundary conditions for the considered problem are as follows:
$\left.\sigma_{z z}(x, z)\right|_{z=+0}=\left\{\begin{array}{cc}-p(x), & |x|<a \\ 0, & |x|>a\end{array}\right.$
$\left.\sigma_{x z}(x, 0)\right|_{z=+0}=0,-\infty<x<\infty$
$\left.\sigma_{z z}(x, z)\right|_{z \rightarrow \infty}=0,\left.\sigma_{x z}(x, 0)\right|_{z \rightarrow \infty}=0$
where: $\sigma_{z z}, \sigma_{x z}-$ normal and shearing stresses:
$\sigma_{z z}=(\lambda+2 \mu) \frac{\partial u_{z}}{\partial z}+\lambda \frac{\partial u_{x}}{\partial x}$
$\sigma_{x z}(x, z)=\mu\left(\frac{\partial u_{x}}{\partial z}+\frac{\partial u_{z}}{\partial x}\right)$

## 3. SOLUTION OF THE PROBLEM

The problem (3)-(6) is solved by using Fourier integral transform (Nowacki, 1970). For $U_{x}(x, z)$ and $U_{z}(x, z)$, the following equations are obtained:
$U_{x}(x, z)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \tilde{U}_{x}(\xi, z) e^{-i \xi x} d \xi$
$U_{z}(x, z)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \tilde{U}_{z}(\xi, x) e^{-i \xi z} d \xi$
$\tilde{U}_{x}=-i\left[\left(\frac{(\lambda+3 \mu)}{(\lambda+\mu) \xi}+z \frac{|\xi|}{\xi}\right) B+\frac{|\xi|}{\xi} A\right] e^{|\xi| z}-$

$$
\begin{equation*}
-i\left[\left(\frac{(\lambda+3 \mu)}{(\lambda+\mu) \xi}-z \frac{|\xi|}{\xi}\right) D-\frac{|\xi|}{\xi} C\right] e^{-|\xi| z} \tag{12}
\end{equation*}
$$

$\tilde{U}_{z}=(A+z B) e^{|\xi| z}+(C+z D) e^{-|\xi| z}$
where: $A(\xi), B(\xi), C(\xi), D(\xi)$ resulted from the four conditions namely (4)-(6).

The final solution of the problem (3)-(6) is as follows:
$U_{x}(x, z)=\frac{1+v}{E \sqrt{2 \pi}}\left(\frac{2 x z}{r^{2}}-(1-2 v) 2 \operatorname{arctg} \frac{x}{z}\right) * p(x)$
$U_{z}(x, z)=-\frac{2\left(1-v^{2}\right)}{E \sqrt{2 \pi}}\left(\frac{z^{2}}{(1-v) r^{2}}+\ln \left(e^{C_{0}} r^{2}\right)\right) * p(x)$
where: $r^{2}=x^{2}+z^{2}, v-$ Poisson's ratio, $E-$ Young's modulus, "*" - the convolution of function
$g(x) * \varphi(x)=\int_{-a}^{a} g(x-s) \varphi(s) d s$.
and the following relationships were taken into account:
$\lambda=\frac{v E}{(1+v)(1-2 v)}, \mu=\frac{E}{2(1+v)}$

The constant $C_{0}$ is obtained from the condition $U_{z}(0, R)=0$. Substitution of normal displacement of halfspace's edges $U_{z}^{l}(x, 0)=u_{z}^{l}, l=1,2$ in the boundary condition (2) led to the integral equation for a contact stress function $p(x)$. The solution for the considered issue is as follows (Jonson, 1985):
$p(x)=\frac{a E_{0}}{2 R_{0}} \sqrt{1-\frac{x^{2}}{a^{2}}}$
where:
$\frac{1}{R_{0}}=\frac{1}{R_{1}}+\frac{1}{R_{2}}, \frac{1}{E_{0}}=\eta_{1}+\eta_{2}, \eta_{l}=\frac{1-v_{l}^{2}}{E_{l}}, l=1,2$
Substituting (17) in the equation (1) led to the equation of contact area width $2 a$ (Jonson, 1985):
$\mathrm{P}=\frac{\pi a^{2} E_{0}}{4 R_{0}}$
The final equation for compression of the two rollers $d=d_{1}+d_{2}$ is as follows:
$d=\frac{\mathrm{P}}{\pi}\left[\eta_{1} \ln \left(e^{m_{1}} \frac{4 R_{1}^{2}}{a^{2}}\right)+\eta_{2} \ln \left(e^{m_{2}} \frac{4 R_{2}^{2}}{a^{2}}\right)\right]$
where: $a$ - half of the contact zone width, $R_{1}, R_{2}$ - radius accordingly of upper roller and lower roller, $v_{1}, v_{2}$ - Poisson's ratio accordingly of upper and lower rollers, $E_{1}, E_{2}$ Young's modulus accordingly of upper and lower rollers and
$m_{l}=-\frac{v_{l}}{1-v_{l}}+\frac{1}{1-v_{l}} \frac{a^{2}}{4 R_{l}^{2}}, l=1,2$
Stresses placed near the contact area resulted from equations known from the literature (Jonson, 1985).

Analogical equation for contact of two spheres has been present in literature for quite a long time (Johnson, 1985; Popov, 2010; Timoshenko and Goodier, 1962).

## 4. NUMERICAL ANALYSIS AND DISCUSSION

The literature provides for various experimental researches and equations on compression of cylinders. Many divergences can be avoided if loading areas are defined accurately. Fig. 2 shows points $O, O_{1}, O_{2}, A_{1}, A_{2}$ where cylinders may be loaded. If cylinders are loaded in the points $A_{1}, A_{2}$ the coefficient $m_{l}$ equals $m_{l}=\ln 4-1$ (Loo, 1958; Jonson, 1985; Zhuravlev, Karpenko, 2000). The last two of these authors used the solution consisting in compression of the cylinders by two forces (Muskhelishvili, 1963) and then they obtained compression for any radii. The papers (Birger, Panovko, 1968; Jarema, 2006) shows the coefficient $m_{1}=m_{2}=0,814$, which is most often used. But in reality this value of coefficients $m_{l}$ takes place only for $v_{1}=v_{2}=0,3$. The authors (Zhuravlev, Karpenko, 2000) paid attention to this fact. Generally, the coefficient $m_{l}$ equals $m_{l}=\ln 4-1+v_{l}\left(1-v_{l}\right)$.

If cylinders are loaded in the points $O_{1}, O_{2}$, coefficient $m_{l}$ for $\eta_{1}=\eta_{2}$ equals $m_{1}=m_{2}=2 / 3$ (Chandrasekaran, 1987). The same coefficient $m_{l}$ is given in the papers (Dinnik, 1952; Galin, 1976), where none of the said papers includes correct citation.

Using equations (19) and (20) we will come to dimensionless relation between compression of rollers $d_{*}=d / R_{2}$ and the contact area width $a_{*}=a / R_{2}$.
$d_{*}=\frac{a_{*}^{2}}{2} \frac{R_{*}+1}{R_{*}\left(\eta_{*}+1\right)}\left[\eta_{*} \ln \left(e^{m_{1} / 2} \frac{2 R_{*}}{a_{*}}\right)+\ln \left(e^{m_{2} / 2} \frac{2}{a_{*}}\right)\right]$
where $\eta=\eta_{1} / \eta_{2}, R_{*}=R_{1} / R_{2}$, as well as to dimensionless relation between compression of rollers $d_{*}=d / R_{2}$ and the dimensionless radius $R_{*}=R_{1} / R_{2}$ :

$$
\begin{equation*}
d_{*}=\frac{\mathrm{P}_{*}}{\pi}\left[\eta_{*} \ln \left(e^{m_{1}} \frac{\pi R_{*}\left(1+R_{*}\right)}{\left(1+\eta_{*}\right) \mathrm{P}_{*}}\right)+\ln \left(e^{m_{2}} \frac{\pi\left(1+R_{*}\right)}{\left(1+\eta_{*}\right) \mathrm{P}_{*} R_{*}}\right)\right] \tag{23}
\end{equation*}
$$

where $P_{*}=P \eta_{2} R_{2}$.
Fig. 3 shows dependence (23) of dimensionless compression of the distance between axes of cylinders $d_{*}=d / R_{2}$, an indentation of lower cylinder $d_{1}=R_{2}$ and an indentation of upper cylinder $d_{2}=R_{2}$ on the dimensionless radius $R_{*}=R_{1} / R_{2}$ for steel cylinders $E_{l}=2,15$ $10^{5} \mathrm{Mpa}, \quad v_{l}=0,3, \quad l=1,2, \quad P=2,15 \cdot 10^{7} \mathrm{~N} / \mathrm{m}$ $\left(P_{*}=0,84 \cdot 10^{-2}, \eta_{*}=1\right)$.


Fig. 3. Dependence of compression of cylinders' axes

$$
d / R_{2}=d_{1} / R_{2}+d_{2} / R_{2}
$$

and its components on $\boldsymbol{R}_{*}=\boldsymbol{R}_{\mathbf{1}} / \boldsymbol{R}_{\mathbf{2}}$

From Fig. 3 it can be seen that an increase of cylinder's indentation is on relation in increase of this cylinder's radius. The increase in radius of the bigger cylinder $\left(R_{*}>1\right)$ causes the increase of compression $d_{*}=d / R_{2}$. The reduction in radius of the smaller cylinder $\left(R_{*}<1\right)$ causes reduction of the cylinders' compression $d_{*}=d / R_{2}$, although an indentation of the bigger cylinder increases. Reduction in distance between the cylinders depends directly on an increase in the cylinders' loading.

Whenever contact takes place between the steel cylinder (body 1) and the rubber blanket (body 2), $\eta_{*}=0$ can be assumed. The equation (22) shall then take the following form:
$d_{*}=\frac{a_{*}^{2}\left(R_{*}+1\right)}{2 R_{*}} \ln \left(e^{m 2_{2} / 2} \frac{2}{a_{*}}\right)$
Fig. 4 shows the obtained dependence between dimensionless compression of cylinders' axes $d / R_{2}$ and the dimensionless contact area $a / R_{2}$ for various values $\boldsymbol{R}_{*}=\boldsymbol{R}_{\mathbf{1}} / \boldsymbol{R}_{\mathbf{2}}$.


Fig. 4. Dependence of compression of cylinders' axes $\boldsymbol{d} / \boldsymbol{R}_{\mathbf{2}}$ on contact area $\boldsymbol{a} / \boldsymbol{R}_{\mathbf{2}}$. Curve $\mathbf{1}-\boldsymbol{R}_{*}=\mathbf{2}, \mathbf{2}-\boldsymbol{R}_{*}=\mathbf{1}$, $\mathbf{3 -} \boldsymbol{R}_{*}=\mathbf{0 , 5}$

Analogical dependence which is used in the printing technical literature (Chehman i inni, 2005) $d / R_{2}=$ $0,5 a_{*}^{2}\left(R_{*}+1\right) / R_{*}$ is shown in the Fig. 4 as a dashed curve. A significant divergence of results can be seen.

## 5. CONCLUSSIONS

The obtained equation will be used in printing with the aim to calculate and verify the width of the contact area between the two rollers which remain in contact. Until now, in the printing industry the said contact area used to be determined only experimentally. The equation (20) allows for calculating the width of the contact zone depending on compression of the cylinders' axes, their radii as well as their Poisson's ratios and Young's modulus.
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#### Abstract

Reduction of singular fractional systems to standard fractional systems and decomposition of singular fractional discrete-time linear systems into dynamic and static parts are addressed. It is shown that if the pencil of singular fractional linear discrete-time system is regular then the singular system can be reduced to standard one and it can be decomposed into dynamic and static parts The proposed procedures are based on modified version of the shuffle algorithm and illustrated by numerical examples.


## 1. INTRODUCTION

Singular (descriptor) linear systems have been addressed in many papers and books (Dodig and Stosic, 2009; Dai, 1989; Fahmy and O’Reill, 1989; Gantmacher, 1960; Kaczorek, 1992, 2007a; Kucera and Zagalak, 1988). The eigenvalues and invariants assignment by state and output feedbacks have been investigated in (Dodig and Stosic, 2009; Dai, 1989; Fahmy and O'Reill, 1989; Kucera and Zagalak, 1988; Kaczorek, 2004) and the realization problem for singular positive continuous-time systems with delays in Kaczorek (2007b). The computation of Kronecker's canonical form of a singular pencil has been analyzed in Van Dooren (1979). The fractional differential equations have been considered in the monograph (Podlubny, 1999). Fractional positive linear systems have been addressed in (Kaczorek, 2008, 2010) and in the monograph (Kaczorek, 2011). Luenberger in (Luenberger, 1978) has proposed the shuffle algorithm to analysis of the singular linear systems.

In this paper a modified version of the shuffle algorithm will be proposed for the reduction of the singular fractional system to equivalent standard fractional system and for decomposition of the singular fractional system into dynamic and static parts.

The paper is organized as follows. In section 2 it is shown that if the pencil of the singular system is regular then the singular system can be reduced to equivalent standard fractional system. The decomposition of singular fractional system into dynamic and static parts is addressed in section 4 . Concluding remarks are given in section 5.

To the best of the author's knowledge the reduction and the decomposition of singular fractional linear discretetime systems have not been considered yet.

The following notation be used in the paper.
The set of $n \times m$ real matrices will denoted by $\mathfrak{R}^{n \times m}$ and $\Re^{n}:=\Re^{n \times 1}$. The set of $m \times n$ real matrices with nonnegative entries will be denoted by $\mathfrak{R}_{+}^{m \times n}$ and $\Re_{+}^{n}:=\Re_{+}^{n x 1}$. The set of nonnegative integers will be denoted by $Z_{+}$and the $n \times n$ identity matrix by $I_{n}$.

## 2. REDUCTION OF SINGULAR FRACTIONAL SYSTEMS TO EQUIVALENT STANDARD FRACTIONAL SYSTEMS

Consider the singular fractional discrete-time linear system described by the state equation:

$$
\begin{equation*}
E \Delta^{\alpha} x_{i+1}=A x_{i}+B u_{i}, i \in Z_{+}=\{0,1, \ldots\} \tag{1}
\end{equation*}
$$

where, $x_{i} \in \Re^{n}, u_{i} \in \Re^{m}$ are the state and input vectors, $A \in \Re^{n \times n}, E \in \Re^{n \times n}, B \in \Re^{n \times m}$ and the fractional difference of the order $\alpha$ is defined by:
$\Delta^{\alpha} x_{i}=\sum_{k=0}^{i}(-1)^{k}\binom{\alpha}{k} x_{i-k}, 0<\alpha<1$
$\binom{\alpha}{k}=\left\{\begin{array}{cc}1 & \text { for } k=0 \\ \frac{\alpha(\alpha-1) \ldots(\alpha-k+1)}{k!} & \text { for } k=1,2, \ldots\end{array}\right.$
It is assumed that:
$\operatorname{det} E=0$
and
$\operatorname{det}[E z-A] \neq 0$
for some $z \in C$ (the field of complex numbers).
Substituting (2) into (1) we obtain:
$\sum_{k=0}^{i+1} E c_{k} x_{i-k+1}=A x_{i}+B u_{i}, i \in Z_{+}$
where:
$c_{k}=(-1)^{k}\binom{\alpha}{k}$
Applying the row elementary operations to (5) we obtain:
$\sum_{k=0}^{i+1}\left[\begin{array}{c}E_{1} \\ 0\end{array}\right] c_{k} x_{i-k+1}=\left[\begin{array}{l}A_{1} \\ A_{2}\end{array}\right] x_{i}+\left[\begin{array}{l}B_{1} \\ B_{2}\end{array}\right] u_{i}, i \in Z_{+}$
where $E_{1} \in \Re^{n_{1} \times n}$ is full row rank and $A_{1} \in \Re^{n_{1} \times n}$, $A_{2} \in \mathfrak{R}^{\left(n-n_{1)} \times n\right.}, B_{1} \in \mathfrak{R}^{n_{1} \times m}, B_{2} \in \mathfrak{R}^{\left(n-n_{1)} \times m\right.}$. The equation (7) can be rewritten as:
$\sum_{k=0}^{i+1} E_{1} c_{k} x_{i-k+1}=A_{1} x_{i}+B_{1} u_{i}$
and

$$
\begin{equation*}
0=A_{2} x_{i}+B_{2} u_{i} \tag{8b}
\end{equation*}
$$

Substituting in (8b) $i$ by $i+1$ we obtain:

$$
\begin{equation*}
A_{2} x_{i+1}=-B_{2} u_{i+1} \tag{9}
\end{equation*}
$$

The equations (8a) and (9) can be written in the form:

$$
\begin{align*}
& {\left[\begin{array}{l}
E_{1} \\
A_{2}
\end{array}\right] x_{i+1}=\left[\begin{array}{c}
A_{1}-c_{1} E_{1} \\
0
\end{array}\right] x_{i}-\left[\begin{array}{c}
c_{2} E_{1} \\
0
\end{array}\right] x_{i-1}} \\
& \quad-\ldots-\left[\begin{array}{c}
c_{i+1} E_{1} \\
0
\end{array}\right] x_{0}+\left[\begin{array}{c}
B_{1} \\
0
\end{array}\right] u_{i}+\left[\begin{array}{c}
0 \\
-B_{2}
\end{array}\right] u_{i+1} \tag{10}
\end{align*}
$$

If the matrix:

$$
\left[\begin{array}{l}
E_{1}  \tag{11}\\
A_{2}
\end{array}\right]
$$

is nonsingular then premultiplying the equation (10) by the inverse matrix $\left[\begin{array}{c}E_{1} \\ A_{2}\end{array}\right]-1$ we obtain the standard system:

$$
\begin{equation*}
x_{i+1}=\bar{A}_{0} x_{i}+\bar{A}_{1} x_{i-1}+\ldots+\bar{A}_{i} x_{0}+\bar{B}_{0} u_{i}+\bar{B}_{1} u_{i+1} \tag{12}
\end{equation*}
$$

where:

$$
\begin{align*}
& \bar{A}_{0}=\left[\begin{array}{l}
E_{1} \\
A_{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
A_{1}-c_{1} E_{1} \\
0
\end{array}\right], \bar{A}_{1}=-\left[\begin{array}{c}
E_{1} \\
A_{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
c_{2} E_{1} \\
0
\end{array}\right] \\
& , \ldots, \bar{A}_{i}=-\left[\begin{array}{c}
E_{1} \\
A_{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
c_{i+1} E_{1} \\
0
\end{array}\right],  \tag{13}\\
& \bar{B}_{0}=\left[\begin{array}{c}
E_{1} \\
A_{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
B_{1} \\
0
\end{array}\right], \quad \bar{B}_{1}=\left[\begin{array}{c}
E_{1} \\
A_{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
0 \\
-B_{2}
\end{array}\right] .
\end{align*}
$$

If the matrix (11) is singular then applying the row elementary operations to (10) we obtain:

$$
\begin{align*}
& {\left[\begin{array}{c}
E_{2} \\
0
\end{array}\right] x_{i+1}=\left[\begin{array}{l}
A_{20} \\
\bar{A}_{20}
\end{array}\right] x_{i}+\left[\begin{array}{l}
A_{21} \\
A_{21}
\end{array}\right] x_{i-1}} \\
& \quad+\ldots+\left[\begin{array}{l}
A_{2, i} \\
\bar{A}_{2, i}
\end{array}\right] x_{0}+\left[\begin{array}{l}
B_{20} \\
\bar{B}_{20}
\end{array}\right] u_{i}+\left[\begin{array}{l}
B_{21} \\
\bar{B}_{21}
\end{array}\right] u_{i+1} \tag{14}
\end{align*}
$$

where $E_{2} \in \Re^{n_{2} \times n}$ is full row rank with $n_{2} \geq n_{1}$ and $A_{2, j} \in$ $\mathfrak{R}^{n_{2} \times n}, \quad \bar{A}_{2, j} \in \Re^{\left(n-n_{2)} \times n\right.}, \quad j=0,1, \ldots, i, \quad B_{2, k} \in \Re^{n_{2} \times m}$, $\bar{A}_{2, k} \in \Re^{\left(n-n_{2)} \times m\right.}, k=0,1$.

From (14) we have:
$0=\bar{A}_{20} x_{i}+\bar{A}_{21} x_{i-1}+\ldots+\bar{A}_{2, i} x_{0}+\bar{B}_{20} u_{i}+\bar{B}_{21} u_{i+1}$
Substituting in (15) $i$ by $i+1$ (in state vector $x$ and in input $u$ ) we obtain:

$$
\begin{equation*}
\bar{A}_{20} x_{i+1}=-\bar{A}_{21} x_{i}-\ldots-\bar{A}_{2, i} x_{1}-\bar{B}_{20} u_{i+1}-\bar{B}_{21} u_{i+2} \tag{16}
\end{equation*}
$$

From (2.14) and (2.16) we have:

$$
\begin{align*}
& {\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right] x_{i+1}=\left[\begin{array}{c}
A_{20} \\
-\bar{A}_{21}
\end{array}\right] x_{i}+\left[\begin{array}{c}
A_{21} \\
-\bar{A}_{22}
\end{array}\right] x_{i-1}+\ldots+\left[\begin{array}{c}
A_{2, i} \\
0
\end{array}\right] x_{0}} \\
& \quad+\left[\begin{array}{c}
B_{20} \\
0
\end{array}\right] u_{i}+\left[\begin{array}{c}
B_{21} \\
-\bar{B}_{20}
\end{array}\right] u_{i+1}+\left[\begin{array}{c}
0 \\
-\bar{B}_{21}
\end{array}\right] u_{i+2} \tag{17}
\end{align*}
$$

If the matrix:
$\left[\begin{array}{l}E_{2} \\ \bar{A}_{20}\end{array}\right]$
is nonsingular then premultiplying the equation
by its inverse we obtain the standard system:

$$
\begin{align*}
& x_{i+1}=\hat{A}_{0} x_{i}+\hat{A}_{1} x_{i-1}+\ldots+\hat{A}_{i} x_{0}  \tag{19}\\
& \quad+\hat{B}_{0} u_{i}+\hat{B}_{1} u_{i+1}+\hat{B}_{2} u_{i+2}
\end{align*}
$$

where:

$$
\begin{align*}
& \hat{A}_{0}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
A_{20} \\
-\bar{A}_{21}
\end{array}\right], \hat{A}_{1}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
A_{21} \\
-\bar{A}_{22}
\end{array}\right] \\
& , \ldots, \hat{A}_{i}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
A_{2, i} \\
0
\end{array}\right], \\
& \hat{B}_{0}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
B_{20} \\
0
\end{array}\right], \hat{B}_{1}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
B_{21} \\
-\bar{B}_{20}
\end{array}\right],  \tag{20}\\
& \hat{B}_{2}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
0 \\
-\bar{B}_{21}
\end{array}\right]
\end{align*}
$$

If the matrix (18) is singular we repeat the procedure. Continuing this procedure after at most $n$ steps we finally obtain a nonsingular matrix and the desired fractional system. The procedure can be justified as follows. The elementary row operations do not change the rank of the matrix $[E z-A]$. The substitution in the equations (8b) and (15) $i$ by $i+1$ also does not change the rank of the matrix $[E z-A]$ since it is equivalent to multiplication of tits lower rows by $z$ and by assumption (4b) holds. Therefore, the following theorem has been proved.
Theorem 1. The singular fractional linear system (5) satisfying the assumption (4) can be reduced to the standard fractional linear system

$$
\begin{align*}
& x_{i+1}=\tilde{A}_{0} x_{i}+\tilde{A}_{1} x_{i-1}+\ldots+\tilde{A}_{i} x_{0}+\tilde{B}_{0} u_{i}  \tag{21}\\
& \quad+\tilde{B}_{1} u_{i+1}+\ldots+\widetilde{B}_{p} u_{i+p}
\end{align*}
$$

where $\quad \tilde{A}_{j} \in \mathfrak{R}^{n \times n}, \quad j=0,1, \ldots, i, \quad \tilde{B}_{k} \in \mathfrak{R}^{n \times m}, \quad k=0,1$, $\ldots, p<n$ whose dynamics depends on the future inputs $u_{i+1}, \ldots, u_{i+p}$.
Example 1. Consider the singular fractional linear system (1) for $\alpha=0,5$ with:

$$
E=\left[\begin{array}{lll}
5 & 0 & 2  \tag{22}\\
2 & 0 & 1 \\
1 & 0 & 0
\end{array}\right], \quad A=\left[\begin{array}{ccc}
0.2 & 2 & -2 \\
2 & 1 & 0 \\
-1.8 & 0 & -1
\end{array}\right], \quad B=\left[\begin{array}{cc}
1 & 2 \\
-1 & 2 \\
2 & -1
\end{array}\right] .
$$

In this case the conditions (4) are satisfied since: $\operatorname{det} E=0$ and
$\operatorname{det}[E z-A]=\left|\begin{array}{ccc}5 z-0.2 & -2 & 2 z+2 \\ 2 z-2 & -1 & z \\ z+1.8 & 0 & 1\end{array}\right|=z-0.2$
Applying to the matrices (22) the following elementary row operations $L[1+2 \times(-2)], L[3+1 \times(-1)]$ we obtain:

$$
\begin{align*}
& {\left[\begin{array}{lll}
E & A & B
\end{array}\right]=\left[\begin{array}{cccccccc}
5 & 0 & 2 & 0.2 & 2 & -2 & 1 & 2 \\
2 & 0 & 1 & 2 & 1 & 0 & -1 & 2 \\
1 & 0 & 0 & -1.8 & 0 & -1 & 2 & -1
\end{array}\right]} \\
&  \tag{23}\\
& \rightarrow\left[\begin{array}{cccccccc}
1 & 0 & 0 & -3.8 & 0 & -2 & 3 & -2 \\
2 & 0 & 1 & 2 & 1 & 0 & -1 & 2 \\
0 & 0 & 0 & 2 & 0 & 1 & -1 & 1
\end{array}\right] \\
&
\end{align*}=\left[\begin{array}{ccc}
E_{1} & A_{1} & B_{1} \\
0 & A_{2} & B_{2}
\end{array}\right]-1 .
$$

and the equations (8) have the form:
$\sum_{k=0}^{i+1} c_{k}\left[\begin{array}{lll}1 & 0 & 0 \\ 2 & 0 & 1\end{array}\right] x_{i-k+1}=\left[\begin{array}{ccc}-3.8 & 0 & -2 \\ 2 & 1 & 0\end{array}\right] x_{i}+\left[\begin{array}{cc}3 & -2 \\ -1 & 2\end{array}\right] u_{i}$
and
$0=\left[\begin{array}{lll}2 & 0 & 1\end{array}\right] x_{i}+\left[\begin{array}{ll}-1 & 1\end{array}\right] u_{i}$
Using (6) we obtain:
$c_{1}=-\binom{\alpha}{1}=-\alpha=-0.5, c_{2}=(-1)^{2}\binom{\alpha}{2}=\frac{\alpha(\alpha-1)}{2!}=-\frac{1}{8}$,
$\ldots, c_{i+1}=\left.(-1)^{i-1} \frac{\alpha(\alpha-1) \ldots(\alpha-i)}{(i+1)!}\right|_{\alpha=0.5}$
and the equation (10) has the form:

$$
\begin{align*}
& {\left[\begin{array}{lll}
1 & 0 & 0 \\
2 & 0 & 1 \\
2 & 0 & 1
\end{array}\right] x_{i+1}=\left[\begin{array}{ccc}
-3.3 & 0 & -2 \\
3 & 1 & 0.5 \\
0 & 0 & 0
\end{array}\right] x_{i}+\frac{1}{8}\left[\begin{array}{lll}
1 & 0 & 0 \\
2 & 0 & 1 \\
0 & 0 & 0
\end{array}\right] x_{i-1}} \\
& -\ldots-c_{i+1}\left[\begin{array}{lll}
1 & 0 & 0 \\
2 & 0 & 1 \\
0 & 0 & 0
\end{array}\right] x_{0}+\left[\begin{array}{cc}
3 & -2 \\
-1 & 2 \\
0 & 0
\end{array}\right] u_{i}+\left[\begin{array}{cc}
0 & 0 \\
0 & 0 \\
1 & -1
\end{array}\right] u_{i+1} \tag{25}
\end{align*}
$$

The matrix $\left[\begin{array}{lll}1 & 0 & 0 \\ 2 & 0 & 1 \\ 2 & 0 & 1\end{array}\right]$ is singular and we perform the elementary row operation $L[3+2 \times(-1)]$ on (25) obtaining the following:

$$
\begin{gather*}
{\left[\begin{array}{lll}
1 & 0 & 0 \\
2 & 0 & 1 \\
0 & 0 & 0
\end{array}\right] x_{i+1}=\left[\begin{array}{ccc}
-3.3 & 0 & -2 \\
3 & 1 & 0.5 \\
-3 & -1 & -0.5
\end{array}\right] x_{i}+\frac{1}{8}\left[\begin{array}{ccc}
1 & 0 & 0 \\
2 & 0 & 1 \\
-2 & 0 & -1
\end{array}\right] x_{i-1}} \\
-\ldots-c_{i+1}\left[\begin{array}{ccc}
1 & 0 & 0 \\
2 & 0 & 1 \\
-2 & 0 & -1
\end{array}\right] x_{0}+\left[\begin{array}{cc}
3 & -2 \\
-1 & 2 \\
1 & -2
\end{array}\right] u_{i}+\left[\begin{array}{cc}
0 & 0 \\
0 & 0 \\
1 & -1
\end{array}\right] u_{i+1} \tag{26}
\end{gather*}
$$

$$
\left[\begin{array}{c}
E_{2}  \tag{27}\\
\bar{A}_{20}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
2 & 0 & 1 \\
-3 & -1 & -0.5
\end{array}\right]
$$

is nonsingular and we obtain the equation (19) with the matrices:

$$
\begin{align*}
& \hat{A}_{0}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
A_{20} \\
-\bar{A}_{21}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
2 & 0 & 1 \\
-3 & -1 & -0.5
\end{array}\right]^{-1}\left[\begin{array}{ccc}
-3.3 & 0 & -2 \\
3 & 1 & 0.5 \\
0.25 & 0 & 0.125
\end{array}\right] \\
&=\left[\begin{array}{ccc}
-3.3 & 0 & -2 \\
4.85 & -0.5 & 3.625 \\
9.6 & 1 & 4.5
\end{array}\right] \\
& \vdots \\
& \hat{A}_{i}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
-A_{2, i} \\
0
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
2 & 0 & 1 \\
-3 & -1 & -0.5
\end{array}\right]^{-1}\left[\begin{array}{lll}
1 & 0 & 0 \\
2 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]  \tag{28}\\
&=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-3 & 0 & -0.5 \\
0 & 0 & 1
\end{array}\right],
\end{align*}
$$

$$
\begin{aligned}
& \hat{B}_{0}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
B_{20} \\
0
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
2 & 0 & 1 \\
-3 & -1 & -0.5
\end{array}\right]^{-1}\left[\begin{array}{cc}
3 & -2 \\
-1 & 2 \\
0 & 0
\end{array}\right] \\
& =\left[\begin{array}{cc}
3 & -2 \\
-5.5 & 3 \\
-7 & 6
\end{array}\right] \\
& \hat{B}_{1}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
B_{21} \\
-\bar{B}_{20}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
2 & 0 & 1 \\
-3 & -1 & -0.5
\end{array}\right]^{-1}\left[\begin{array}{cc}
0 & 0 \\
0 & 0 \\
-1 & 2
\end{array}\right] \\
& =\left[\begin{array}{cc}
0 & 0 \\
1 & -2 \\
0 & 0
\end{array}\right] \\
& \hat{B}_{2}=\left[\begin{array}{c}
E_{2} \\
\bar{A}_{20}
\end{array}\right]^{-1}\left[\begin{array}{c}
0 \\
-\bar{B}_{21}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
2 & 0 & 1 \\
-3 & -1 & -0.5
\end{array}\right]^{-1}\left[\begin{array}{cc}
0 & 0 \\
0 & 0 \\
-1 & 1
\end{array}\right] \\
& =\left[\begin{array}{cc}
0 & 0 \\
1 & -1 \\
0 & 0
\end{array}\right]
\end{aligned}
$$

## 3. DECOMPOSITION OF SINGULAR FRACTIONAL SYSTEM INTO DYNAMIC AND STATIC PARTS

Consider the singular fractional system (5) satisfying the assumptions (4). Applying the procedure presented in section 2 after $p$ steps we obtain:

$$
\begin{align*}
& {\left[\begin{array}{c}
E_{p} \\
0
\end{array}\right] x_{i+1}=\left[\begin{array}{c}
A_{p, 0} \\
\bar{A}_{p, 0}
\end{array}\right] x_{i}+\left[\begin{array}{c}
A_{p, 1} \\
\bar{A}_{p, 2}
\end{array}\right] x_{i-1}+\ldots+\left[\begin{array}{c}
A_{p i} \\
\bar{A}_{p i}
\end{array}\right] x_{0}}  \tag{29}\\
& \quad+\left[\begin{array}{c}
B_{p, 0} \\
\bar{B}_{p, 0}
\end{array}\right] u_{i}+\left[\begin{array}{c}
B_{p, 1} \\
\bar{B}_{p, 1}
\end{array}\right] u_{i+1}+\ldots+\left[\begin{array}{c}
B_{p, p-1} \\
\bar{B}_{p, p-1}
\end{array}\right] u_{i+p-1}
\end{align*}
$$

where $E_{p} \in \mathfrak{R}^{n_{p} \times n}$ is full row rank, $A_{p j} \in \mathfrak{R}^{n_{p} \times n}, \bar{A}_{p j} \in$ $\mathfrak{R}^{\left(n-n_{p)} \times n\right.}, \quad j=0,1, \ldots, p \quad$ and $\quad B_{p k} \in \Re^{n_{p} \times m}, \quad \bar{B}_{p k} \in$ $\mathfrak{R}^{\left(n-n_{p)} \times m\right.}, k=0,1, \ldots, p-1$ with nonsingular matrix:

$$
\left[\begin{array}{c}
E_{p}  \tag{30}\\
\bar{A}_{p, 0}
\end{array}\right] \in \mathfrak{R}^{n \times n}
$$

Using the elementary column operations we may reduce the matrix (30) to the form:

$$
\left[\begin{array}{cc}
I_{n_{p}} & 0  \tag{31}\\
A_{21} & I_{n-n_{p}}
\end{array}\right], A_{21} \in \mathfrak{R}^{\left(n-n_{p}\right) \times n_{p}}
$$

and performing the same elementary operations on the matrix $I_{n}$ we can find the matrix $Q \in \Re^{n \times n}$ such that:

$$
\left[\begin{array}{c}
E_{p}  \tag{32}\\
\bar{A}_{p, 0}
\end{array}\right] Q=\left[\begin{array}{cc}
I_{n_{p}} & 0 \\
A_{21} & I_{n-n_{p}}
\end{array}\right]
$$

Taking into account (32) and defining the new sate vector:

$$
\tilde{x}_{i}=Q^{-1} x_{i}=\left[\begin{array}{c}
\tilde{x}_{i}^{(1)}  \tag{33}\\
\tilde{x}_{i}^{(2)}
\end{array}\right], \tilde{x}_{i}^{(1)} \in \Re^{n_{p}}, \quad \tilde{x}_{i}^{(2)} \in \Re^{n-n_{p}}, i \in Z_{+}
$$

from (29) we obtain:

$$
\begin{align*}
& \tilde{x}_{i+1}^{(1)}=E_{p} x_{i+1}=E_{p} Q Q^{-1} x_{i+1}=A_{p, 0} Q Q^{-1} x_{i}+A_{p, 1} Q Q^{-1} x_{i-1} \\
& \quad+\ldots+A_{p i} Q Q^{-1} x_{0}+B_{p, 0} u_{i}+B_{p, 1} u_{i+1}+\ldots+B_{p, p-1} u_{i+p-1} \\
& \quad=\left[\begin{array}{ll}
A_{p, 0}^{(1)} & A_{p, 0}^{(2)}
\end{array}\right]\left[\begin{array}{l}
\tilde{x}_{i}^{(1)} \\
\tilde{x}_{i}^{(2)}
\end{array}\right]+\left[\begin{array}{ll}
A_{p, 1}^{(1)} & A_{p, 1}^{(2)}
\end{array}\right]\left[\begin{array}{c}
\tilde{x}_{i-1}^{(1)} \\
\tilde{x}_{i-1}^{(2)}
\end{array}\right] \\
& \quad+\ldots+\left[\begin{array}{ll}
A_{p i}^{(1)} & A_{p i}^{(2)}
\end{array}\right]\left[\begin{array}{c}
\tilde{x}_{0}^{(1)} \\
\tilde{x}_{0}^{(2)}
\end{array}\right]+B_{p, 0} u_{i}+B_{p, 1} u_{i+1} \\
& \quad+\ldots+B_{p, p-1} u_{i+p-1} \\
& \quad=A_{p, 0}^{(1)} \tilde{x}_{i}^{(1)}+A_{p, 0}^{(2)} \tilde{x}_{i}^{(2)}+\ldots+A_{p i}^{(1)} \tilde{x}_{0}^{(1)}+A_{p i}^{(2)} \tilde{x}_{0}^{(2)} \\
& \quad+B_{p, 0} u_{i}+B_{p, 1} u_{i+1}+\ldots+B_{p, p-1} u_{i+p-1}, \quad i \in Z_{+} \tag{3}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{x}_{i}^{(2)}= & -A_{21} \tilde{x}_{i}^{(1)}-\bar{A}_{p, 1}^{(1)} \tilde{x}_{i-1}^{(1)}-\bar{A}_{p, 1}^{(2)} \tilde{x}_{i-1}^{(2)}-\ldots-\bar{A}_{p i}^{(1)} \tilde{x}_{0}^{(1)}-\bar{A}_{p i}^{(2)} \tilde{x}_{0}^{(2)} \\
& -\bar{B}_{p, 0} u_{i}-\ldots-\bar{B}_{p, p-1} u_{i+p-1}, i \in Z_{+} \tag{35}
\end{align*}
$$

where:

$$
A_{p j} Q=\left[\begin{array}{ll}
A_{p j}^{(1)} & A_{p j}^{(2)}
\end{array}\right], \quad \bar{A}_{p j}=\left[\begin{array}{ll}
\bar{A}_{p j}^{(1)} & \bar{A}_{p j}^{(2)} \tag{36}
\end{array}\right], \quad j=0,1, \ldots, i
$$

$$
\begin{align*}
& \tilde{x}_{i+1}^{(1)}=\tilde{A}_{p, 0} \tilde{x}_{i}^{(1)}+\ldots+\tilde{A}_{p i} \tilde{x}_{0}^{(1)}+\tilde{B}_{p, 0} u_{i}  \tag{37}\\
& \quad+\ldots+\widetilde{B}_{p, p-1} u_{i+p-1}, \quad i \in Z_{+}
\end{align*}
$$

where
$\tilde{A}_{p, 0}=A_{p, 0}^{(1)}-A_{p, 0}^{(2)} A_{21}, \ldots, \tilde{A}_{p i}=A_{p i}^{(1)}-A_{p, 0}^{(2)} A_{p i}^{(1)}$
$\tilde{B}_{p, 0}=B_{p, 0}-A_{p, 0}^{(2)} \bar{B}_{p, 0}, \ldots, \tilde{B}_{p, p-1}=B_{p, p-1}-A_{p, 0}^{(2)} \bar{B}_{p, p-1}$

The standard system described by the equation (37) is called the dynamic part of the system (5) and the system described by the equation (35) is called the static part of the system (5).

Therefore, the following theorem has been proved.
Theorem 2. The singular fractional linear system (5) satisfying the assumption (4) can be decomposed into the dynamical part (37) and static part (35) whose dynamics depend on the future inputs $u_{i+1}, \ldots, u_{i+p-1}$.
Example 2. Consider the singular fractional system (1) for $\alpha=0,5$ with the matrices (22). The matrix (27) is nonsingular. To reduce this matrix to the form (31) we perform the elementary operations $R[1+3 \times(-2)]$, $R[2 \times(-1)], R[2,3]$. The matrix $Q$ has the form:

$$
Q=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & -1 \\
-2 & 1 & 0
\end{array}\right]
$$

and
$\left[\begin{array}{c}E_{2} \\ \bar{A}_{20}\end{array}\right] Q=\left[\begin{array}{ccc}1 & 0 & 0 \\ 2 & 0 & 1 \\ -3 & -1 & -0.5\end{array}\right]\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 0 & -1 \\ -2 & 1 & 0\end{array}\right]=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ -2 & -0.5 & 1\end{array}\right]$, $A_{21}=\left[\begin{array}{ll}-2 & -0.5\end{array}\right], n_{2}=2$.

The new state vector (33) is:

$$
\begin{align*}
& \tilde{x}_{i}=Q^{-1} x_{i}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
2 & 0 & 1 \\
0 & -1 & 0
\end{array}\right]\left[\begin{array}{c}
x_{1, i} \\
x_{2, i} \\
x_{3, i}
\end{array}\right]=\left[\begin{array}{c}
\tilde{x}_{i}^{(1)} \\
\tilde{x}_{i}^{(2)}
\end{array}\right],  \tag{39}\\
& \tilde{x}_{i}^{(1)}=\left[\begin{array}{c}
x_{1, i} \\
2 x_{1, i}+x_{3, i}
\end{array}\right], \quad \tilde{x}_{i}^{(2)}=-x_{2, i} .
\end{align*}
$$

In this case the equations (34) and (35) have the forms:

$$
\begin{align*}
\tilde{x}_{i+1}^{(1)} & =\left[\begin{array}{cc}
0.7 & -2 \\
2 & 0.5
\end{array}\right] \tilde{x}_{i}^{(1)}+\left[\begin{array}{c}
0 \\
-1
\end{array}\right] \tilde{x}_{i}^{(2)}+\frac{1}{8} \tilde{x}_{i-1}^{(1)} \\
& -\ldots-c_{i+1} \tilde{x}_{0}^{(1)}+\left[\begin{array}{cc}
3 & -2 \\
-1 & 2
\end{array}\right] u_{i} \tag{40}
\end{align*}
$$

and

$$
\begin{align*}
& \tilde{x}_{i}^{(2)}=\left[\begin{array}{ll}
2 & 0.5
\end{array}\right] \tilde{x}_{i}^{(1)}+\left[\begin{array}{ll}
0.25 & 0
\end{array}\right] \tilde{x}_{i-1}^{(1)}  \tag{41}\\
& \quad+\ldots+c_{i+1}\left[\begin{array}{ll}
-2 & 0
\end{array}\right] \tilde{x}_{0}^{(1)}-\left[\begin{array}{ll}
1 & -2
\end{array}\right] u_{i}-\left[\begin{array}{ll}
1 & -1
\end{array}\right] u_{i+1}
\end{align*}
$$

Substituting (41) into (40) we obtain:

$$
\begin{align*}
\tilde{x}_{i+1}^{(1)} & =\left[\begin{array}{cc}
0.7 & -2 \\
0 & 0
\end{array}\right] \tilde{x}_{i}^{(1)}+\frac{1}{8}\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \tilde{x}_{i-1}^{(1)} \\
& -\ldots-c_{i+1}\left[\begin{array}{cc}
1 & 0 \\
-2 & 1
\end{array}\right] \tilde{x}_{0}^{(1)}+\left[\begin{array}{cc}
3 & -2 \\
0 & 0
\end{array}\right] u_{i}+\left[\begin{array}{cc}
0 & 0 \\
1 & -1
\end{array}\right] u_{i+1} \tag{42}
\end{align*}
$$

The dynamic part of the system is described by (42) and the static part by (41).

## 4. CONCLUDING REMARKS

The singular fractional linear discrete-time systems with regular pencil have been addressed. It has been shown that if the assumption (4) are satisfied then: 1 ) the singular fractional linear system can be reduced to equivalent standard fractional system (Theorem 1), 2) the singular fractional linear system can be decomposed into dynamic and static parts (Theorem 2). The proposed procedures have been illustrated by numerical examples. The considerations can be easily extended to singular fractional linear continuoustime systems.
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#### Abstract

Summary: The following paper presents the results of analyses of multi-layered elements and thick constructions, as well as simplifications used for solving structures of 2D class models published in specialist literature, and compares them with a different approach involving generalization of pertinent problems into 3D classes. An error estimation method was proposed, together with a procedure of shaping grid's density ensuring necessary computing precision. Solving huge sets of equations allowed for practically continuous values of complex functions of stress states. Several of the presented typical examples indicate the possibility of applying the algorithms, among others, to heterogeneous structures of reinforced concrete constructions.


## 1. JUSTIFICATION FOR THE PROCESSES OF CHANGES IN THE ANALYSIS OF TYPICAL 2D STRUCTURES

The authors of the present paper aim at presenting an algorithm that could be practically applied in the analysis of complex engineering constructions, or their untypical integral parts. The analysis processes can be useful for studying rigidity and effort in constructing crosswise heterogeneous coverings, as well as for examination of changes in physical properties and mass of materials, and shape of coverings of any given architectural forms. An algorithm for coverings of considerable thickness, for instance thick slabs, turns out to be analogous to another algorithm used to describe multilayered surface coverings with small or huge rises. The problem of approximation of multilayered sandwich-type coatings was only painstakingly solved in Marcinkowski, (2003), despite assumed simplifications such as crosswise symmetry of structure (Fig. 1). By deforming normal, multi-node regular elements, new elements in curvilinear coordinate system were obtained.

It seems that this operation could yield desirable results only for thin-layered coverings of small elevation; but overall, practical value of the solution is evaluated as dissatisfactory. For instance, it is by no means practical nor justified to analyze and design covers of thickness $t=$ $0,635 \mathrm{~mm}$ with core thickness $h_{r}=11,430 \mathrm{~mm}$, taking into account production process measurement toleration of any construction materials, as well as their thickness regulation methods.

Moreover, the accepted assumption that thickness of the layers in the covering surface can be achieved with tolerance $t= \pm 0,0001 \mathrm{~mm}$ is purely academic. Be that as it may, the methods employed for analyzing architectural forms of elevated coverings, such as multi-curve covering of a large spread shown in Fig. 2, based on (Noor and Kim, 1996), are
indeed worthwhile and call for further investigation. A covering of any given thickness can be thus studied with well-founded claims for practical applicability of the achieved solutions, even in the cases where variable mass of construction material is an essential and indispensable factor. The authors of the present paper wish to present the analysis algorithms proving positive aspects of analyzing constructions freely heterogeneous in their structure by changing the discretization class from 2D to 3D.


Fig. 1. Scientific interpretation of symmetrically layered sandwich type coating


Fig. 2. An elevated covering of a large spread

## 2. CROSSWISE DISCRETIZATION OF ELEMENTS IN THE PERSPECTIVE OF VARIABLE ANALYSIS PARAMETERS

While the problem of developing methods for analysis of spatial elements remains still relevant, the number of publications offering practically applicable solutions and algorithms is relatively small. Among others, the issue of spatial analysis was addressed in Michalczuk and Tribiłło, (2002). The crucial factor determining the value of results obtained for crosswise heterogeneous structures is the node density in the grid discretizing thickness $h(z)$ of an element. It seems reasonable to generate the grid with constant node distance $h_{i}$; accordingly, relying on the fact that $h(z)=h_{i} \cdot s$, the tests could be created to estimate the discretization error of, among others, a circular slab freely supported along its circumference (Fig. 3). By acting on the middle surface in the layer $h(z)=h_{i} \cdot(s / 2)$ with the load $q$, a classical closed solution is obtained and the acceptable error margin $\Delta w_{d}$ can be established during the discretization to suit the practical applicability of the expected results (Vilberg and Abdulwahab, 1997). For the established error $\Delta w_{d} \leq 0,01 \cdot\left(g b^{4}\right)\left(64 D^{2}\right)$, the satisfactory precision is achieved with the thickness parameter $s=20$, which is proved by the results in Tab.1, and illustrated by the function drawn in Fig. 4.

Essentially, a faultess solution is obtained with the parameter $s=40$, which is illustrated by the following results:
$\Delta w(\xi=0,000)=0,001 \cdot\left(q b^{4}\right) / 64 D \ll \Delta w_{d}$,
$\Delta w(\xi=0,133)=0,001 \cdot\left(q b^{4}\right) / 64 D \ll \Delta w_{d}$,
$\Delta w(\xi=0,583)=0,000 \cdot\left(q b^{4}\right) / 64 D \ll \Delta w_{d}$,
$\Delta w(\xi=0,917)=0,000 \cdot\left(q b^{4}\right) / 64 D \ll \Delta w_{d}$.


Fig. 3. Discrete model of a circular slab


Fig. 4. Results of the solution for the circular slab with the grid density $s=20$

Tab. 1. Results of the solution for the circular slab with the grid density $s=20$

| $\xi=\mathrm{r} / \mathrm{R}$ | 0,00000 | 0,00500 | 0,01000 |
| :---: | :---: | :---: | :---: |
| $\mathrm{w}(\xi)$ <br> $\cdot\left(q b^{4}\right) / 64 D$ | 4,720285 | 4,720138 | 4,719698 |
| $\xi=\mathrm{r} / \mathrm{R}$ | 0,01667 | 0,03333 | 0,06667 |
| $\mathrm{w}(\xi)$ <br> $\cdot\left(q b^{4}\right) / 64 D$ | 4,718677 | 4,713799 | 4,694335 |
| $\xi=\mathrm{r} / \mathrm{R}$ | 0,13333 | 0,20000 | 0,26667 |
| $\mathrm{w}(\xi)$ <br> $\cdot\left(q b^{4}\right) / 64 D$ | 4,616848 | 4,491538 | 4,318911 |
| $\xi=\mathrm{r} / \mathrm{R}$ | 0,33333 | 0,41667 | 0,50000 |
| $\mathrm{w}(\xi)$ <br> $\cdot\left(q b^{4}\right) / 64 D$ | 4,100396 | 3,765554 | 3,367379 |
| $\xi=\mathrm{r} / \mathrm{R}$ | 0,58333 | 0,66667 | 0,75000 |
| $\mathrm{w}(\xi)$ <br> $\cdot\left(q b^{4}\right) / 64 D$ | 2,911802 | 2,406222 | 1,859450 |
| $\xi=\mathrm{r} / \mathrm{R}$ | 0,83333 | 0,91667 | 1,00000 |
| $\mathrm{w}(\xi)$ <br> $\cdot\left(q b^{4}\right) / 64 D$ | 1,280466 | 0,696812 | 0,00000 |

## 3. GENERALIZATION OF A CROSSWISE HETEROGENEOUS STRUCTURE

The principal idea of the generalization involves analyzing a crosswise heterogeneous covering structure made of various materials $M_{j}, j=1,2,3, \ldots$, each of them having different density, elasticity, and boundary conditions "BC". This kind of approach is graphically presented in Fig. 5.


Fig. 5. Generalized structure of a crosswise heterogeneous covering " $p$ " composed of materials $M_{j}$

When performing the discretization of a spatial figure of a covering, its construction materials can be interpreted as functions:
$M_{v j}=M_{j}(\rho, g, E, v)_{j}$
of the parameters: $\rho_{j}$ - material's density; $g_{z}$ - acceleration resulting from the inertia field in the Z -axis direction, $E_{j}$ - material's modulus of elasticity, $v_{j}$ - Poisson number.

For static problems, the force-balance equations in the nodes consider also gravitational forces, represented by the product of density $\rho$ and acceleration $g_{z}$, and marked with the $\mathbf{M}_{\mathbf{S}}$ vector. The elastic features of masses can be expressed by a complex function which takes into account, for instance, material's strength. This is shown by the relation

$$
\begin{equation*}
E=F\left(f_{c}\right), \tag{2}
\end{equation*}
$$

$f_{c}$ denoting here material's compressive stress resistance.

The relation (2) has not been widely studied, but for its interpretation the formula
$F\left(f_{c}\right)=9,5\left(f_{c k}+8\right)^{1 / 3}=E_{c m}$,
can be accepted; incidentally, the formula describes the average secant modulus of elasticity of concrete often used in designing processes. Such relationships from the field of concrete mechanics can be employed in numerical analysis algorithms. The value of function (2) can be constant for a wide range of materials. As an example of unchangeable modulus of elasticity $E_{S}$, steel of classes A-0, A-I, A-II, A-III, A-IIIN produced in Poland can be mentioned.

Algorithms of numerical analysis of 3D elements formulated in (Michalczuk and Tribiłło, 2002) are used in a generalized form, specifying the approximate norm criteria allowing construction design, usually taking values of generalized $M, N, Q$ type forces or the criteria justified by the stress conditions $\sigma_{i}=1,2,3$, in the three-dimensional space.

Empirical and hypothetical norm stress distribution used to determine cross-section load-bearing capacity can be eliminated by solving the mathematical model taking into account function (1) only. From among several analyzed models, the results of the analysis for the slab shown in Fig. 3 are presented, taking advantage of the previously
documented calculations of grid density which would allow for elimination of discretization errors.

The algorithm used with the model is similar for any given coordinate system, and the problem is solved by interpreting stresses in a mixed coordinate system ( $\xi, \beta$, $z$ ). A discretized model of the slab is formed as shown in Fig. 3, with the stress $q(\xi, \beta)$ applied to surfaces of discrete elements of upper layer as can be seen in Fig. 6. The properties of construction materials of the crosswise heterogeneous structure can be expressed for $j=2$ as:

$$
\begin{equation*}
M_{1 p}=M_{p}\left(\rho_{1}, g, E_{1}, v_{1}\right), \tag{4}
\end{equation*}
$$



Fig. 6. Section of a crosswise heterogeneous slab with $j=2$


Fig. 7. Stress analysis results $\sigma_{r}(\xi), \sigma_{v}(\xi), \sigma_{z}(\xi)$ in the parameter structure (4) with $j=2$


Fig. 8. Crosswise heterogeneous slab with $j=3$

The equations are solved by calculating stresses $\sigma_{r}, \sigma_{v}$, $\sigma_{z}$, in units $(q)$, and the solution is found within $0 \leq \xi \leq 1$ interval for any given value of $R$. It is assumed that $g=10 \mathrm{~m} / \mathrm{s}^{2} ; v_{1}=v=0,2 ; k=1 ; E_{1}=E ; c=8 ; a=3 ; \rho_{1}=\rho ;$ $\rho_{2}=3 \rho ; q(\xi, \beta)=q$.

The actual stress distribution seems to be different from the empirical norm assumptions in reinforced concrete constructions; this conclusion is further substantiated by the stress functions as drawn in Fig. 7.

From the technological point of view, there is a common problem of designing layered-concrete slabs which are constrained by concerns related to use of erected constructions and not infrequently to transport systems. The mathematical model for the parameter $j=3$ clearly justifies nonlinear stress distributions in a crosswise heterogeneous structure (Jing Liu and Forster, 2000). Accordingly, the slab presented in Fig. 6 can be augmented with the material $M_{3 p}=M_{p}\left(1,5 \rho_{j}, g, 2 E, v\right)$ as illustrated in Fig. 8. Practical aspects of the model construction and the parameters $M_{3 p}$ are formulated following contemporary, realistic criteria of development of materials technology. The curves of non-
linear functions of local stress distributions have increased; values of the function are shown in Fig. 9. The models generated with a grid density $s=40$ ensure the positive
evaluation of discretization criteria for $j=3$, and the grids with higher density are proper for solving problems where $j>3$.


Fig. 9. Stress analysis results $\sigma_{r}(\xi), \sigma_{v}(\xi), \sigma_{z}(\xi)$ in structure (4) augmented with parameters $M_{3 p}, \mathrm{j}=3$

The properly-designed and dense enough grid constitutes a practical justification for the inseparability of deformation and tension, and ensuring the force-balancing conditions in several thousands of the spatial grid nodes is, in engineering, a strong basis for practical interpretation of results in terms of continuous functions (Lo, 1985, 1988).

## 4. SUMMING-UP

The results published in the present paper confirm the claim that analysis of layered elements by changing the 2D class models into the appropriate 3D class models can be effective. The authors have backed up their assumptions with convincing calculations conducted for crosswise heterogeneous structures. The most crucial aspect of the analysis involved obtaining correct and sufficiently precise stress distribution functions in materials of various parameters and elastic properties, also accounting for density of the medium and characteristics of gravitational field. These non-linear functions can lay mathematical foundations for determining of limited load-bearing capacity of the analyzed section, which is often contradictory with empirical criteria used ,for instance, in analysis of atypical, reinforced concrete elements, particularly under complex stress conditions. Contemporary progress in computer technology justifies the change in the point of view on reduction of the model class. The generalizations allowing for conducting of both synthesis and analysis processes with algorithms of transition from 2D into 3D classes involve employing algorithms for solving huge sets of equations.
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## ANALIZA STRUKTUR POPRZECZNIE NIEJEDNORODNYCH W WARUNKACH ZMIENNYCH PARAMETRÓW MATERIAŁÓW KONSTRUKCYJNYCH

Streszczenie: Na tle analizowanych w literaturze technicznej elementów warstwowych a także konstrukcji grubych i wykorzystania uproszczeń umożliwiających rozwiązanie struktur modeli klas 2D, opublikowano wyniki rozwiązań uzyskiwanych odmiennie przez uogólnienie problemów do klas 3D. Wskazano na technikę szacowania błędu i kształtowania gęstości siatki umożliwiającej uzyskanie żądanej, uzasadnionej technicznie dokładności obliczeń. W publikowanych kryteriach rozwiązanie wielkich układów równań umożliwiło uzyskanie praktycznie ciągłych wartości funkcji złożonych stanów naprężen. Zamieszczone niektóre charakterystyczne przykłady wskazują na możliwość wykorzystania algorytmów na przykład w niejednorodnych strukturach konstrukcji żelbetowych.
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#### Abstract

The thermal problem of friction for a tribosystem consisting of two plane-parallel strips is studied. It is assumed that the relative sliding speed is constant. The convective cooling on free surfaces of strips and the heat transfer through a contact surface are considered, too. The evolution of the contact temperature and its spatial distribution in materials of frictional pair such as aluminum/steel, was investigated.


## 1. INTRODUCTION

The evolution and distribution of temperature in a pla-ne-parallel strip/the semi-space tribosystem, at sliding with a constant speed have been investigated in articles (Yevtushenko and Kuciej, 2009a; Yevtushenko et al., 2009), and with a constant deceleration - in articles (Yevtushenko and Kuciej, 2009b, 2010a). The corresponding solution with a time-dependent contact pressure has been obtained in article (Yevtushenko et al., 2011). The influence of the duration of increase in pressure from zero (at the initial moment of time) to nominal value (at the moment of stop) on the temperature for a friction pair metal-ceramic strip/cast iron semi-space has been studied in article (Yevtushenko et al., 2010). The distribution of the thermal stresses for the same friction couple has been investigated in article (Yevtushenko and Kuciej, 2010b). The analytical solution of the contact problem with frictional heat generation for a two-element tribosystem - the composite strip sliding on a surface of the homogeneous semi-space - have been obtained in article (Kuciej, 2011a, 2011b).

In the present article we investigate the transient temperature distribution in tribosystem consisting of two planeparallel strips. We assumed that the heat contact of the strips is imperfect, and on its outer surfaces there are convective heat exchange with environment, according to the Newton's law. The exact solution of the problem is obtained by method of separation of variables.

## 2. STATEMENT OF THE PROBLEM

The problem of contact interaction of plane-parallel strips of thickness $d_{i}, i=1,2$ is under consideration. The scheme of contacting bodies is shown in Fig. 1. The strips are compressed by the normal pressure $p_{0}$, applied to their outer surfaces. In the initial time moment $t=0$ the relative sliding of the strips begins with constant speed $V_{0}$ in the direction of $y$-axis of a Cartesian coordinate system Oxyz. The sliding is accompanied by frictional heat
generation on a contact plane $z=0$. The sum of the intensities of the frictional heat fluxes directed into each component of friction pair is equal to the specific friction power $q_{0}=f V_{0} p_{0}(f$ is a frictional coefficient $)$ and the thermal contact of the strips is imperfect - the heat transfer between the contact surfaces of the strips takes place. On the outer surfaces $z=d_{1}$ and $z=-d_{2}$ of the strips the convective heat exchange with the environment occurs. It is assumed that the contact heat transfer coefficient $h$ and the coefficients of the heat exchange $h_{i}, i=1,2$ are constant. All the values and parameters which refer to strips in the further considerations will have bottom indexes $i=1,2$.


Fig. 1. Scheme of the contact problem

In such statement, the transient temperature $T_{i}(z, t)$, $i=1,2$ fields in strips can be found, from the solution of a boundary-value problem of heat conduction:

$$
\begin{align*}
& \frac{\partial^{2} T_{1}^{*}(\zeta, \tau)}{\partial \zeta^{2}}=\frac{\partial T_{1}^{*}(\zeta, \tau)}{\partial \tau}, \quad 0<\zeta<1, \tau>0  \tag{1}\\
& \frac{\partial^{2} T_{2}^{*}(\zeta, \tau)}{\partial \zeta^{2}}=\frac{1}{k^{*}} \frac{\partial T_{2}^{*}(\zeta, \tau)}{\partial \tau},-d^{*}<\zeta<0, \tau>0  \tag{2}\\
& \left.K^{*} \frac{\partial T_{2}^{*}}{\partial \zeta}\right|_{\zeta=0-}-\left.\frac{\partial T_{1}^{*}}{\partial \zeta}\right|_{\zeta=0+}=1, \quad \tau>0 \tag{3}
\end{align*}
$$

$$
\begin{align*}
& \left.K^{*} \frac{\partial T_{2}^{*}}{\partial \zeta}\right|_{\zeta=0-}+\left.\frac{\partial T_{1}^{*}}{\partial \zeta}\right|_{\zeta=0+}+ \\
& +\operatorname{Bi}\left[T_{2}^{*}(0, \tau)-T_{1}^{*}(0, \tau)\right]=0, \tau>0, \\
& \frac{\partial T_{1}^{*}}{\left.\partial \zeta\right|_{\zeta=1}}+\mathrm{Bi}_{1} T_{1}^{*}(1, \tau)=0, \quad \tau>0  \tag{5}\\
& \left.K^{*} \frac{\partial T_{2}^{*}}{\partial \zeta}\right|_{\zeta=-d^{*}}-\mathrm{Bi}_{2} T_{2}^{*}\left(-d^{*}, \tau\right)=0, \quad \tau>0 \\
& T_{1}^{*}(\zeta, 0)=0,0 \leq \zeta \leq 1, T_{2}^{*}(\zeta, 0)=0,-d^{*} \leq \zeta \leq 0  \tag{7}\\
& \zeta=\frac{z}{d_{1}}, \tau=\frac{k_{1} t}{d_{1}^{2}}, d^{*}=\frac{d_{2}}{d_{1}}, K^{*}=\frac{K_{2}}{K_{1}}, k^{*}=\frac{k_{2}}{k_{1}},  \tag{8}\\
& T_{0}=\frac{q_{0} d_{1}}{K_{1}}, \mathrm{Bi}=\frac{\mathrm{h} d_{1}}{K_{1}}, \mathrm{Bi}_{i}=\frac{\mathrm{h}_{i} d_{1}}{K_{1}}, T_{i}^{*}=\frac{T_{i}-T_{s}}{T_{0}}, i=1,2,
\end{align*}
$$

where $K$ is a coefficient of thermal conductivity and $k$ is a coefficient of thermal diffusivity.

## 3. SOLUTION TO THE PROBLEM

The complete solution to a boundary-value problem of heat conduction (1)-(7) we shall present in the form:
$T_{1}^{*}(\zeta, \tau)=\theta_{1}(\zeta)+\Theta_{1}(\zeta, \tau), 0 \leq \zeta \leq 1, \tau \geq 0$,
$T_{2}^{*}(\zeta, \tau)=\theta_{2}(\zeta)+\Theta_{2}(\zeta, \tau),-d^{*} \leq \zeta \leq 0, \tau \geq 0$,
where the stationary components $\theta_{i}(\xi), i=1,2$ are given as:
$\theta_{1}(\zeta)=a_{1} \zeta+b_{1}, 0 \leq \zeta \leq 1$,
$\theta_{2}(\zeta)=a_{2} \zeta+b_{2},-d^{*} \leq \zeta \leq 0$,
$a_{i}=\frac{\hat{a}_{i}}{a}, b_{1}=-\left(1+\frac{1}{\mathrm{Bi}_{1}}\right) a_{1}, b_{2}=\left(d^{*}+\frac{K^{*}}{\mathrm{Bi}_{2}}\right) a_{2}$,
$\hat{a}_{1}=-\mathrm{Bi}_{1}\left[K^{*} \mathrm{Bi}_{2}+\left(K^{*}+d^{*} \mathrm{Bi}_{2}\right) \mathrm{Bi}\right]$,
$\hat{a}_{2}=\mathrm{Bi}_{2}\left[\mathrm{Bi}_{1}+\left(1+\mathrm{Bi}_{1}\right) \mathrm{Bi}\right]$,

$$
\begin{align*}
a=2 K^{*} \mathrm{Bi}_{1} \mathrm{Bi}_{2}+\left[K^{*}\right. & \left(\mathrm{Bi}_{1}+\mathrm{Bi}_{2}\right)+  \tag{14}\\
& \left.+\left(K^{*}+d^{*}\right) \mathrm{Bi}_{1} \mathrm{Bi}_{2}\right] \mathrm{Bi}
\end{align*}
$$

and the dimensionless transient temperatures $\Theta_{i}(\xi, \tau)$, $i=1,2$ are taken as the solution of the following homogeneous boundary-value problem:

$$
\begin{equation*}
\frac{\partial^{2} \Theta_{1}^{*}(\zeta, \tau)}{\partial \zeta^{2}}=\frac{\partial \Theta_{1}^{*}(\zeta, \tau)}{\partial \tau}, \quad 0<\zeta<1, \tau>0 \tag{15}
\end{equation*}
$$

$$
\begin{align*}
& \frac{\partial^{2} \Theta_{2}^{*}(\zeta, \tau)}{\partial \zeta^{2}}=\frac{1}{k^{*}} \frac{\partial \Theta_{2}^{*}(\zeta, \tau)}{\partial \tau},-d^{*}<\zeta<0, \tau>0  \tag{16}\\
& \left.K^{*} \frac{\partial \Theta_{2}^{*}}{\partial \zeta}\right|_{\zeta=0-}-\left.\frac{\partial \Theta_{1}^{*}}{\partial \zeta}\right|_{\zeta=0+}=0, \quad \tau>0  \tag{17}\\
& \left.K^{*} \frac{\partial \Theta_{2}^{*}}{\partial \zeta}\right|_{\zeta=0-} \quad+\left.\frac{\partial \Theta_{1}^{*}}{\partial \zeta}\right|_{\zeta=0+}+  \tag{18}\\
& \quad+\operatorname{Bi}\left[\Theta_{2}^{*}(0, \tau)-\Theta_{1}^{*}(0, \tau)\right]=0, \tau>0 \\
& \left.\frac{\partial \Theta_{1}^{*}}{\partial \zeta}\right|_{\zeta=1}+\operatorname{Bi}_{1} \Theta_{1}^{*}(1, \tau)=0, \quad \tau>0  \tag{19}\\
& \left.K^{*} \frac{\partial \Theta_{2}^{*}}{\partial \zeta}\right|_{\zeta=-d^{*}} \quad-\operatorname{Bi}_{2} \Theta_{2}^{*}\left(-d^{*}, \tau\right)=0, \quad \tau>0  \tag{20}\\
& \Theta_{1}^{*}(\zeta, 0)=-\theta_{1}(\zeta), \quad 0 \leq \zeta \leq 1,  \tag{21}\\
& \Theta_{2}^{*}(\zeta, 0)=-\theta_{2}(\zeta), \quad-d^{*} \leq \zeta \leq 0
\end{align*}
$$

The solution of the transient heat conduction problem (15)-(21) is constructed by method of separation of variables as (Ozisik, 1980):

$$
\begin{align*}
& \Theta_{1}(\zeta, \tau)=\sum_{n=1}^{\infty} C_{n} \Phi_{1, n}(\zeta) e^{-\lambda_{n}^{2} \tau}, 0 \leq \zeta \leq 1, \tau \geq 0  \tag{22}\\
& \Theta_{2}(\zeta, \tau)=\sum_{n=1}^{\infty} C_{n} \Phi_{2, n}(\zeta) e^{-\lambda_{n}^{2} \tau},-d^{*} \leq \zeta \leq 0, \tau \geq 0, \tag{23}
\end{align*}
$$

where:

$$
\begin{align*}
& \Phi_{1, n}(\zeta)=A_{1, n}^{*} \sin \left(\lambda_{n} \zeta\right)+B_{1, n}^{*} \cos \left(\lambda_{n} \zeta\right),  \tag{24}\\
& \Phi_{2, n}(\zeta)=  \tag{25}\\
& A_{2, n}^{*} \sin \left(\frac{\lambda_{n}}{\sqrt{k^{*}}} \zeta\right)+B_{2, n}^{*} \cos \left(\frac{\lambda_{n}}{\sqrt{k^{*}}} \zeta\right), \\
& \begin{aligned}
A_{1, n} & \left(\mathrm{Bi}_{1} \cos \lambda_{n}-\lambda_{n} \sin \lambda_{n}\right) \times \\
\times & \left\{\varepsilon \lambda_{n}\left[\varepsilon \lambda_{n} \sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)-\mathrm{Bi}_{2} \cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right]-\right. \\
& \left.-\mathrm{Bi}\left[\varepsilon \lambda_{n} \cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)+\mathrm{Bi}_{2} \sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right]\right\} \\
A_{2, n}^{*}= & {\left[\lambda_{n}\left(\lambda_{n} \sin \lambda_{n}-\mathrm{Bi}_{1} \cos \lambda_{n}\right)-\right.} \\
& \left.\quad \mathrm{Bi}\left(\lambda_{n} \cos \lambda_{n}+\mathrm{Bi}_{1} \sin \lambda_{n}\right)\right] \times \\
& \times\left[\varepsilon \lambda_{n} \sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)-\mathrm{Bi}_{2} \cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right],
\end{aligned} \tag{26}
\end{align*}
$$

$$
\begin{align*}
& B_{1, n}^{*}=\left(\lambda_{n} \cos \lambda_{n}+\mathrm{Bi}_{1} \sin \lambda_{n}\right) \times \\
& \times\left\{\varepsilon \lambda_{n}\left[\operatorname{Bi}_{2} \cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)-\varepsilon \lambda_{n} \sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right]\right.  \tag{28}\\
& \left.+\operatorname{Bi}\left[\varepsilon \lambda_{n} \cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)+\mathrm{Bi}_{2} \sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right]\right\}, \\
& B_{2, n}^{*}=\left[\lambda_{n}\left(\mathrm{Bi}_{1} \cos \lambda_{n}-\lambda_{n} \sin \lambda_{n}\right)+\right. \\
& \left.+\mathrm{Bi}\left(\lambda_{n} \cos \lambda_{n}+\mathrm{Bi}_{1} \sin \lambda_{n}\right)\right] \times  \tag{29}\\
& \times\left[\varepsilon \lambda_{n} \cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)+\mathrm{Bi}_{2} \sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right], \\
& C_{n}=-\frac{r_{n}}{R_{n}}, n=1,2, \ldots,  \tag{30}\\
& r_{n}=k^{*} r_{1, n}+K^{*} r_{2, n}, R_{n}=0.5\left(k^{*} R_{1, n}+K^{*} R_{2, n}\right) \text {, }  \tag{31}\\
& r_{i, n}=a_{i} I_{i, n}+b_{i} J_{i, n}, i=1,2,  \tag{32}\\
& I_{1, n}=A_{1, n}^{*}\left(\lambda_{n}^{-1} \sin \lambda_{n}-\cos \lambda_{n}\right)+  \tag{33}\\
& +B_{1, n}^{*}\left[\sin \lambda_{n}-\lambda_{n}^{-1}\left(1-\cos \lambda_{n}\right)\right], \\
& I_{2, n}=A_{2, n}^{*}\left[\frac{\sqrt{k^{*}}}{\lambda_{n}} \sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)-d^{*} \cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right]+ \\
& +B_{2, n}^{*}\left\{\frac{\sqrt{k^{*}}}{\lambda_{n}}\left[1-\cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right]-d^{*} \sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right\},  \tag{34}\\
& R_{1, n}=A_{1, n}^{*}{ }^{2}\left(\lambda_{n}-\sin \lambda_{n} \cos \lambda_{n}\right)+  \tag{35}\\
& +2 A_{1, n}^{*} B_{1, n}^{*} \sin ^{2} \lambda_{n}+B_{1, n}^{*}{ }^{2}\left(\lambda_{n}+\sin \lambda_{n} \cos \lambda_{n}\right), \\
& R_{2, n}=A_{2, n}^{*}{ }^{2}\left[\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}-\sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right) \cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right]- \\
& -2 A_{2, n}^{*} B_{2, n}^{*} \sin ^{2}\left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)+  \tag{36}\\
& +B_{2, n}^{*} 2\left[\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}+\sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right) \cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)\right], \\
& J_{1, n}=A_{1, n}^{*}\left(1-\cos \lambda_{n}\right)+B_{1, n}^{*} \lambda_{n}^{-1} \sin \lambda_{n},  \tag{37}\\
& J_{2, n}=A_{2, n}^{*}\left[\cos \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right)-1\right]+B_{2, n}^{*} \sin \left(\frac{d^{*} \lambda_{n}}{\sqrt{k^{*}}}\right), \tag{38}
\end{align*}
$$

and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}, \ldots$ are the real roots of the characteristic equation:

$$
\begin{align*}
& \Delta(\lambda)=\varepsilon[2 \lambda(\lambda\left.\sin \lambda-\mathrm{Bi}_{1} \cos \lambda\right)- \\
&\left.-\mathrm{Bi}\left(\lambda \cos \lambda+\mathrm{Bi}_{1} \sin \lambda\right)\right] \times \\
& \times\left[\varepsilon \lambda \sin \left(\frac{d^{*} \lambda}{\sqrt{k^{*}}}\right)-\mathrm{Bi}_{2} \cos \left(\frac{d^{*} \lambda}{\sqrt{k^{*}}}\right)\right]-  \tag{39}\\
& \times\left[\varepsilon \lambda \cos \left(\frac{d^{*} \lambda}{\sqrt{k^{*}}}\right)+\mathrm{Bi}_{2} \sin \left(\frac{d^{*} \lambda}{\sqrt{k^{*}}}\right)\right]=0,
\end{align*}
$$

where:

$$
\begin{equation*}
\varepsilon=\frac{K^{*}}{\sqrt{k^{*}}} . \tag{40}
\end{equation*}
$$

## 4. SOLUTION TO THE PROBLEM

The numerical results have been obtained for the friction couple an first strip - aluminum ( $K_{1}=209 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}$, $k_{1}=8,6 \cdot 10^{-5} \mathrm{~m}^{2} \mathrm{~s}^{-1}$ ) and a second strip - steel $\left(K_{2}=22 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}, k=1,1 \cdot 10^{-5} \mathrm{~m}^{2} \mathrm{~s}^{-1}\right)$. The friction conditions are: $p_{0}=1 \mathrm{MPa}, \quad V_{0}=10 \mathrm{~ms}^{-1}, f=0,45$ and $d_{1}=5 \mathrm{~mm}$. The choice of materials above were taken from the article (Yevtushenko and Kuciej, 2009a), in which the solution was obtained to the heat conduction problem of friction, where the strip is sliding with the constant speed on the surface of the semi-space.

The results, presented in Figs. 2-4 have been obtained in the case of the perfect thermal contact of strips at $h \rightarrow \infty$ $(\mathrm{Bi} \rightarrow \infty)$ for two variants of boundary conditions on the outer surface $z=d_{1}$ of the aluminum strip: a) thermal isolation at $h_{1} \rightarrow \infty\left(\mathrm{Bi}_{1} \rightarrow \infty\right)$ or b) maintaining initial temperature at $h_{1} \rightarrow \infty\left(\mathrm{Bi}_{1} \rightarrow \infty\right)$.

Evolutions of temperature (22)-(25), (30) on the contact surface $z=0$ for two strips and for three values of steel strip thickness $d_{2}$ are presented in the Fig. 2. Thermal isolation on the outer surface of aluminum strip causes increase of the contact surface temperature, nearly 2.5 times in relation to the temperature obtained in the case of maintenance of the initial temperature at the same surface $z=d_{1}$. At the beginning of sliding temperature increases rapidly at the contact surface, and after some time it reaches a steady state. Time to reach the steady state temperature increases with increase of the steel strip thickness. After exceeding value $d_{2}=20 \mathrm{~mm}$, the contact temperature and duration of reaching the steady state temperature do not change.

Influence of the coefficient of heat exchange on the contact surfaces $\mathrm{h}(\mathrm{Bi})$ on the contact surface temperature of the aluminum and steel strips is shown in Fig. 3. It should be noted that the parameter $h$ is the value inversely proportional to the thermal resistance of the contact area. The highest jump of temperature on the contact surface is observed when $h \rightarrow 0$ (thermal resistance is greatest). The value of the temperatures difference is also influenced by the boundary conditions on the outer surface of the strips i. e. $\mathrm{Bi}_{1}$. Reducing the thermal resistance of the contact surface causes the alignment of the contact temperature between strips. For $\mathrm{Bi}>15$, the thermal contact
between the strips becomes perfect. The value of the temperatures difference at the contact surface depends also on the boundary conditions on the outer surface of aluminum strip: maximum difference is about $250^{\circ} \mathrm{C}$ at $\mathrm{Bi}_{1} \rightarrow 0$ (Fig. 3a) and $180^{\circ} \mathrm{C}$ (Fig. 3b) at $\mathrm{Bi}_{1} \rightarrow \infty$ ). The largest temperature changes are noticeable for the steel strip. However, in the case of the aluminum strip after increase of the initial temperature, together with a slight increase Biot number Bi , the temperature gets a steady state.


Fig. 2. Evolution of the temperature $T(0, t)$ on the contact surface
at $d_{1}=5 \mathrm{~mm}, \mathrm{Bi} \rightarrow \infty, \mathrm{Bi}_{2} \rightarrow \infty$, for three values
$d_{2}=5 \mathrm{~mm}, 10 \mathrm{~mm}, 15 \mathrm{~mm} ;$ a) $\mathrm{Bi}_{1} \rightarrow 0 ;$ b) $\mathrm{Bi}_{1} \rightarrow \infty$

To verify exactly the presented solutions for the strip/strip system, analysis of the evolution of dimensionless temperature $T^{*}(0, \tau)$ for four values $d^{*}$ of relative thickness of strips, calculations were carried out for two tribosystems aluminum /steel and steel /aluminum (Fig. 4). In the case when the first strip is made of aluminum, the contact temperature decreases while thickness of the steel strip increases. However, in other case, when the first strip is made of steel, the temperature on the contact surface increases while thickness of the aluminum strip increases, too. For the first aluminum strip at $d^{*} \geq 2$ and steel strip at $d^{*} \geq 4$ as was established above (in dimension form), one of the strip (the second one), can be replaced with the semi-space (Fig. 4). The presented curves for $d^{*}=4$ in Fig. 5 corresponds closely with the results shown in Fig. 4 in the article (Yevtushenko and Kuciej, 2009a) for the strip/semi-space tribosystem.


Fig. 3. Dependence of the temperatures $T_{i}(0, t), i=1,2$ on the contact surfaces on Biot number Bi at $d_{1}=5 \mathrm{~mm}$, $d_{2}=20 \mathrm{~mm}, \mathrm{Bi} \rightarrow \infty, \mathrm{Bi}_{2} \rightarrow \infty, t=10 \mathrm{~s}:$ a) $\mathrm{Bi}_{1} \rightarrow 0$; b) $\mathrm{Bi}_{1} \rightarrow \infty$


Fig. 4. Evolution of the dimensionless contact temperature $T^{*}(0, \tau)$ for four values $d^{*}$ at $\mathrm{Bi} \rightarrow \infty, \mathrm{Bi}_{1}=10, \mathrm{Bi}_{1} \rightarrow \infty$

## 5. CONCLUSIONS

We obtained the analytical solution to the heat conduction problem of friction for the two-element tribosystem. The heat exchange through the contact surfaces of strips and convective cooling on their outer surfaces are taken into account.

We carried out the numerical analysis for the aluminum /steel tribosystem, where one strip is sliding on the surface of the other strip with the constant velocity. We investigated the influence of strip thickness, the contact conductivity and the type of boundary conditions on the evolution of the temperature on the contact surface. This allowed us to determine the limits of the thickness of the strip, at which the solution may be replaced with a suitable solution for the strip/semi-space tribosystem (Yevtushenko and Kuciej, 2009a). For the relative thickness strip $d^{*} \geq 3$ we can calculate temperature from the solution obtained for strip /semi-space, but for smaller values of $d^{*}$ calculation of temperature should be carried out using the solution for the strip /strip system.
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#### Abstract

A plane problem of frictional contact interaction between two elastic isotropic half planes one of which possesses a single shallow recess (depression) is examined in the case of successive application of remote constant normal and shear forces. The loads steps (compression, and next monotonically increasing shear loads) lead to the main contact problem with an unknown stick-slip boundary determined by the Amonton-Coulomb law. It is reduced to a Cauchy-type singular integral equation for the tangential displacement jump in the unknown sliding region. Its size is derived from an additional condition of finiteness of shear stresses at the edges of the slip zone. Considerations are carried out for some general shape of the recess. Analytical results with the characterization of the considered contact are given and illustrated for the certain form of the initial recess.


## 1. INTRODUCTION

The frictional effects during contact of elastic solids are the subject of the investigation of many authors. Interest to such problems is stimulated by applied requests of engineering, tribology, geophysics, bulding industry and biomechanics. Amonton-Coulomb's classical friction law is used widely in engineering applications involving contact (Kragelsky et al.; 1982). In this law, it is assumed that two contacting bodies either stick $(|s|<f p)$ or slip $(|s|=f p)$ to each other, where $f$ is the constant coefficient of friction, $s$ and $p$ are the magnitudes of tangential and normal traction due to friction. If the equality $|s|=f p$ is valid for the whole contact region, then we have the case of sliding friction. Realistic frictional contact problems reduce to finding the correct size and location of the stick-slip boundary depending on given loading conditions.

In literature dealing with contact problems (Barber and Ciavarella; 2000) the overwhelming majority of works consider the contact of bodies with non-conforming boundaries (see classification by Johnson; 1985). The problem to be considered is referred to contact frictional problems involving interactions of bodies with conformable boundaries. Such a kind of the interaction taking into account the absence of local contact caused by the presence of local small geometric perturbations of initial boundaries is less investigated although it is quite typical for many contacting joints. In this field basic research regarding frictionless contact has been carried on and documented (see, for example, Shvets et al., 1996; Kaczyński and Monastyrskyy, 2002; Monastyrskyy and Kaczyński, 2010; and references therein). Similar problems involving friction were considered by Martynyak and Kryshtafovych (2000), Kryshtafovych and Matysiak (2001) and in a series of papers by Martynyak et al. $(2005,2006)$.

The present paper is devoted to analyze the behavior of a complete contact couple formed by two semi-infinite elastic planes with the presence of a small surface recess under the combination of remote normal and shear forces.

This is achieved in two steps: first, by solving the full stick contact problem and next, using it to pose and solve the stick-slip problem with an unknown slip zone defined by the Amonton-Coulomb law. Research is performed for some general shape of the recess. The final results are given and illustrated in particular case.

## 2. FORMULATION OF THE PROBLEM

The problem under study involves the investigation of frictional contact between two homogeneous elastic halfplanes $D_{2}$ (upper) and $D_{1}$ (lower) made of the same isotropic material. Referring to the Cartesian coordinate system $O x y$ the boundary of $D_{2}$ is rectilinear whereas the boundary of $D_{1}$ has a small deviation in the form of the sloping recess located in a segment $x \in[-b, b]$ as shown in Fig. 1a. Accordingly, the shape of the lower half-plane boundary is described by the smooth function $r(x)$ given by the formula:
$r(x)= \begin{cases}-r_{0}\left(1-x^{2} / b^{2}\right)^{n+1 / 2}, & |x| \leq b, \\ 0, & |x|>b,\end{cases}$
where $r_{0}$ and $2 b$ are maximal depth and length of the recess, $n=1,2, \ldots$ is a natural parameter, and the assumption $0<r_{0} / b \ll 1$ is made.


Fig. 1. Sketch of interaction of half-planes:
$a$ ) before contact; $b$ ) in full contact

The following phases of constant loading at infinity are considered: first, normal compressive forces $P$ leading to full contact and subsequently, monotonically increasing shear forces $S$ giving rise to partial sliding.

Similar to the well-known Cattaneo procedure used in partial slip contact under combined normal and tangential loading (Ciavarella; 1998), the full stick contact problem is solved and analyzed first in order to establish correctly the conditions in formulation of the main stickslip contact problem of interest.

## 3. FULL-STICK CONTACT PROBLEM

Consider the problem of full-stick contact of the halfplanes without slip (Fig. 1b) characterized by the boundary conditions at the interface $y=0,|x|<\infty$ :
$\sigma_{y}^{-}(x, 0)=\sigma_{y}^{+}(x, 0), \quad \tau_{x y}^{-}(x, 0)=\tau_{x y}^{+}(x, 0)$,
$u^{-}(x, 0)-u^{+}(x, 0)=0, v^{-}(x, 0)-v^{+}(x, 0)=-r(x)$,
and at infinity:

$$
\begin{array}{ll}
\sigma_{y}(x, \pm \infty)=-P, & \tau_{x y}(x, \pm \infty)=S,  \tag{3}\\
\sigma_{x}( \pm \infty, y)=0, & \tau_{x y}( \pm \infty, y)=S .
\end{array}
$$

Here and subsequently, $\sigma_{y}, \sigma_{x}, \tau_{x y}$ - the components of stresses; $u, v$ - the components of the displacement vector; superscripts " - " and " + " denote the limit values of functions at the interface of the half planes $D_{1}$ and $D_{2}$.

Additionally, the requirement of the non-negativity constraint of the contact pressure:

$$
\begin{equation*}
p(x)=-\sigma_{y}^{-}(x, 0) \geq 0,|x|<\infty \tag{4}
\end{equation*}
$$

has to be used to determine a condition for the complete contact.

Following the solution of the above problem employing the well-known technique of analytical continuation (Muskhelishvili; 1953) and given in Martynyak et al. (2005 a, b), the stresses and displacements in the bodies are expressed by means of the derivative of the function $r(x)$ as follows:
$\sigma_{x}(x, y)+\sigma_{y}(x, y)=4 \operatorname{Re}\left[\Phi_{l}(z)\right]-P$,

$$
\begin{align*}
\sigma_{y}(x, y)-i \tau_{x y}(x, y)= & \Phi_{l}(z)-\Phi_{l}(\bar{z})+ \\
& -(z-\bar{z}) \overline{\Phi_{l}^{\prime}(z)}-P-i S, \\
2 G \frac{\partial}{\partial x}[u(x, y)+i v(x, y)]= & \kappa \Phi_{l}(z)+\Phi_{l}(\bar{z})+  \tag{5}\\
& -(z-\bar{z}) \overline{\Phi_{l}^{\prime}(z)}+\frac{3-\kappa}{4} P,
\end{align*}
$$

in which:
$\Phi_{1}(z)=-\Phi_{2}(z)=\frac{(-1)^{l+1} G}{\pi(1+\kappa)} \int_{-b}^{b} \frac{r^{\prime}(t) d t}{t-z}$,
$z=x+i y \in D_{l}, \quad l=1,2$,
and $G$ is the shear modulus, $v$ is Poisson's ratio, $\kappa=3-4 v$ is Kolosov's constant.

Inserting (1) into (6) and using (5) gives the normal stresses on the contact surface for $|x| \leq b$ :
$\sigma_{y}^{ \pm}(x, 0)=\frac{2 G r_{0}(2 n+1)}{(1+\kappa) b}\left(\frac{(2 n-1)!!}{2^{n} n!}+\mathrm{P}^{(a)}(x)\right)-P$
and for $|x|>b$ :
$\sigma_{y}^{ \pm}(x, 0)=\frac{2 G r_{0}(2 n+1)}{(1+\kappa) b} \times$
$\times\left(\frac{(2 n-1)!!}{2^{n} n!}+(-1)^{n+1}\left|\frac{x}{b}\right|\left(\frac{x^{2}}{b^{2}}-1\right)^{n-\frac{1}{2}}+\mathrm{P}^{(a)}(x)\right)-P$,
where:
$\mathrm{P}^{(a)}(x)=a_{2}\left(\frac{x}{b}\right)^{2}+a_{4}\left(\frac{x}{b}\right)^{4}+\ldots+a_{2 n}\left(\frac{x}{b}\right)^{2 n}$,
$a_{2(j+1)}=\sum_{k=j+1}^{n} \frac{(-1)^{k} n!}{k!(n-k)!} \cdot \frac{(2 k-2 j-3)!!}{(2 k-2 j-2)!!}$,
$j=0,1,2, \ldots, n-1,(-1)!!=1,0!!=1$.
Accordingly, the shear stresses are:

$$
\begin{equation*}
\tau_{x y}^{ \pm}(x, 0)=S, \quad x \in(-\infty,+\infty) \tag{9}
\end{equation*}
$$

By observing that the global maximum of RHS in relation (7) is achieved at $x=0$, we obtain from (4) the inequality for the value of the normal pressure $P$ that satisfies full contact of the bodies

$$
\begin{equation*}
P \geq \frac{G r_{0}(2 n+1)(2 n-1)!!}{2^{n-1} n!(1+\kappa) b} . \tag{10}
\end{equation*}
$$

According to the Amonton-Coulomb law, the increase in the shear forces $S$ does not affect in sliding if the contact stresses satisfy the condition $\left|\tau_{x y}\right|<f\left|\sigma_{y}\right|$, i. e.
$S<f\left(P-\frac{G r_{0}(2 n+1)(2 n-1)!!}{2^{n-1} n!(1+\kappa) b}\right)$.
Thus, the slip occurs when this condition is violated.

## 4. STICK-SLIP CONTACT PROBLEM

Let us consider now the case opposite to (11):
$S \geq f\left(P-\frac{G r_{0}(2 n+1)(2 n-1)!!}{2^{n-1} n!(1+\kappa) b}\right)$
that is the condition of sliding in the vicinity of the point $x=0$. So we are faced with the stick-slip problem in which we assume from the loading and geometry symmetry that there exists a region of local sliding $|x|<c$ (see Fig. 2). Note that the half-length of the slip zone $c$ is unknown.


Fig. 2. Interaction of half-planes in stick-slip contact

For the present non-trivial problem we have the same boundary conditions at infinity given by (3) and the following contact condition on $y=0$ :
$\sigma_{y}^{-}(x, 0)=\sigma_{y}^{+}(x, 0),|x|<\infty$,
$\tau_{x y}^{-}(x, 0)=\tau_{x y}^{+}(x, 0), \quad|x|<\infty$,
$\left|\tau_{x y}^{-}(x, 0)\right|=f\left|\sigma_{y}^{-}(x, 0)\right|,|x|<c$,
$u^{-}(x, 0)-u^{+}(x, 0)=0,|x| \geq c$,
$v^{-}(x, 0)-v^{+}(x, 0)=-r(x),|x|<\infty$.
Moreover, $\operatorname{sign}\left(\tau_{x y}^{-}\right)=\operatorname{signS}$ is chosen from the slip behavior.

To determine an unknown coordinate $c$ of the stick-slip boundary, we will use the condition ensuring finiteness of the contact shear stresses at the edges of the slip zone:
$\lim _{x \rightarrow \pm c}\left|\tau_{x y}(x, 0)\right|<+\infty$.
In dealing with solution to the above posed problem we use the commonly employed method of intercontact gap functions, devised by Martynyak (1985).

First we solve an auxiliary problem with the same boundary conditions of the original problem but instead of $(13)_{3}$ we set:
$u^{-}(x, 0)-u^{+}(x, 0)=U(x), \quad|x| \leq c$.
Results for the normal and tangential stresses at the nominal interface are expressed as (Martynyak et al.; 2005b):
$\sigma_{y}^{-}(x, 0)=\frac{2 G}{\pi(1+\kappa)} \int_{-b}^{b} \frac{r^{\prime}(t) d t}{t-x}-P$,
$\tau_{x y}^{-}(x, 0)=-\frac{2 G}{\pi(1+\kappa)} \int_{-c}^{c} \frac{U^{\prime}(t) d t}{t-x}+S$
and comparing with the solution of stick problem we see that the formula for normal stresses doesn't change. Now substitution (16) into relationships (13) $)_{3}$ yields a singular integral equation for the unknown derivative of function $U^{\prime}(x)$ :

$$
\begin{align*}
& \frac{1}{\pi} \int_{-c}^{c} \frac{U^{\prime}(t) d t}{t-x}=\frac{1+\kappa}{2 G}(S-f P)+ \\
& \quad+\frac{(2 n+1) r_{0} f}{b}\left(\frac{(2 n-1)!!}{2^{n} n!}+\mathrm{P}^{(a)}(x)\right),|x|<c \tag{17}
\end{align*}
$$

By utilizing the theory of singular equations with Cauchy kernels (Muskhelishvili; 1953), it is possible to obtain the solution of this equation in the class of functions with the natural conditions of continuity of the relative tangential shift $U(\mp c)=0$. Omitting details, we focus only on the expressions for the tangential stresses at the interface boundary:
$\tau_{x y}^{-}(x, 0)=f P-\frac{2 G(2 n+1) r_{0} f}{(1+\kappa) b}\left(\frac{(2 n-1)!!}{2^{n} n!}-\mathrm{P}^{(w)}(x)\right),|x| \leq c$,
$\tau_{x y}^{-}(x, 0)=f P-\frac{2 G(2 n+1) r_{0} f}{(1+\kappa) b}\left(\frac{(2 n-1)!!}{2^{n} n!}-\mathrm{P}^{(w)}(x)\right)+$
$+\left[S-f P+\frac{2 G(2 n+1) r_{0} f}{(1+\kappa) b}\left(\frac{(2 n-1)!!}{2^{n} n!}-\mathrm{P}^{(d)}(x)\right)\right] \times$
$\times \frac{|x|}{\sqrt{x^{2}-c^{2}}}, \quad|x|>c$,
where:
$\mathrm{P}^{(d)}(x)=d_{0}+d_{2}(x / c)^{2}+d_{4}(x / c)^{4}+\ldots+d_{2 n}(x / c)^{2 n}$,
$d_{0}=\sum_{k=1}^{n} \frac{(2 k-3)!!}{(2 k)!!} a_{2 k}(c / b)^{2 k}$,
$d_{2 j}=-a_{2 j}\left(\frac{c}{b}\right)^{2 j}+\sum_{k=j+1}^{n} \frac{(2 k-2 j-3)!!}{(2 k-2 j)!!} a_{2 k}\left(\frac{c}{b}\right)^{2 k}, j=1,2, \ldots, n-1$,
$d_{2 n}=-a_{2 n}(c / b)^{2 n}$,
$\mathrm{P}^{(w)}(x)=w_{0}+w_{2}(x / c)^{2}+w_{4}(x / c)^{4}+\ldots+w_{2 n}(x / c)^{2 n}$,
$w_{2 j}=\sum_{m=j}^{n} \frac{d_{2 m}(2 m-2 j-1)!!}{(2 m-2 j)!!}, \quad j=0,1,2, \ldots, n$.
In order to close the problem in hand, we have to modify the above expressions to guarantee their finiteness in the vicinity of the point $\mp c$ according to the condition (14). By analyzing relation (18), it is sufficient to fulfil the equation:

$$
\begin{align*}
& S-f P+\frac{(2 n+1) G r_{0} f(2 n-1)!!}{2^{n-1} n!b(1+\kappa)}+ \\
& -\frac{2 G(2 n+1) r_{0} f}{(1+\kappa) b} \mathrm{P}^{(d)}(c)=0 . \tag{19}
\end{align*}
$$

In point of fact, this equation determines the unknown location $c$ of the stick-slip boundary.

## 5. RESULTS

To analyze and illustrate the behavior of the contact couple on the basis of the obtained analytic solution to the considered problem, calculations are performed for the special form of the recess given by the formula (1) for $n=3$.

Considering first the stick contact problem, we find the normal contact stresses from relations (7) and (8):

$$
\begin{align*}
& \sigma_{y}^{ \pm}(x, 0)=\frac{14 G r_{0}}{(1+\kappa) b}\left(\frac{5}{16}-\frac{15}{8} \frac{x^{2}}{b^{2}}+\frac{5}{2} \frac{x^{4}}{b^{4}}-\frac{x^{6}}{b^{6}}\right)-P, \quad|x| \leq b, \\
& \sigma_{y}^{ \pm}(x, 0)=\frac{14 G r_{0}}{(1+\kappa) b} \times \\
& \times\left(\frac{5}{16}+\left|\frac{x}{b}\right|\left(\frac{x^{2}}{b^{2}}-1\right)^{\frac{5}{2}}-\frac{15}{8} \frac{x^{2}}{b^{2}}+\frac{5}{2} \frac{x^{4}}{b^{4}}-\frac{x^{6}}{b^{6}}\right)-P,|x|>b . \tag{20}
\end{align*}
$$

Graphs of contact stresses are given in Fig. 3. The solid line corresponds to $f\left|\bar{\sigma}_{y}\right|\left(\bar{\sigma}_{y}=\sigma_{y} / G\right)$ and the dashed lines $1,2,3$ - to tangential stresses $\bar{\tau}_{x y}\left(\bar{\tau}_{x y}=\tau_{x y} / G\right)$ over the contact line $\bar{x}=x / b$ under pressure $\bar{P}=2 \cdot 10^{-4}(\bar{P}=$ $P / G)$, friction coefficient $f=0,1$, maximal depth of the recess $\bar{r}_{0}=r_{0} / b=10^{-4}$ and Poisson's ratio $v=0,2$ for some values of shear stresses $\bar{S} \quad(\bar{S}=S / G)$ : $1-\bar{S}=2 \cdot 10^{-6} ; 2-\bar{S}=6,328 \cdot 10^{-6} ; 3-\bar{S}=15 \cdot 10^{-6}$.


Fig. 3. Distributions of the contact stresses

In view of (11), if $P \geq \frac{35 G r_{0}}{8 b(1+\kappa)}$, then the half planes are in full contact. By analyzing the relations (7) and (8) we see that the increase of the shear forces $S$ does not in sliding if $S<\frac{35 G r_{0}}{8 b(1+\kappa)}$ that follows from the condition $\left|\bar{\tau}_{x y}<\mathrm{f}\right| \sigma_{y} \mid$. This shows the dashed line 1 . However, according to the Amonton-Coulomb law, for $S \geq f\left(P-\frac{35 G r_{0}}{8 b(1+\kappa)}\right)$ sliding starts in the vicinity of the point $\bar{x}=0$ (see the dashed lines $2,3)$.

Now we pass to the main contact problem involving sliding in the unknown region $|x| \leq c$ for loads:
$S \geq f\left(P-\frac{35 G r_{0}}{8(1+\kappa) b}\right)$.
The governing singular integral equation (17) for the unknown derivative of function $U^{\prime}(x)$ has the form:

$$
\begin{align*}
& \frac{1}{\pi} \int_{-c}^{c} \frac{U^{\prime}(t) d t}{t-x}=\frac{1+\kappa}{2 G}(S-f P)+ \\
& \quad+\frac{7 r_{0} f}{b}\left(\frac{5}{16}-\frac{15}{8} \frac{x^{2}}{b^{2}}+\frac{5}{2} \frac{x^{4}}{b^{4}}-\frac{x^{6}}{b^{6}}\right),|x|<c \tag{21}
\end{align*}
$$

The desired solution is:

$$
\begin{align*}
U(x) & =\sqrt{c^{2}-x^{2}}\left[-\frac{1+\kappa}{2 G}(S-f P)+\frac{f r_{0}}{b}\left(\frac{5}{16} \frac{c^{6}}{b^{6}}-\frac{21}{16} \frac{c^{4}}{b^{4}}+\right.\right. \\
& +\frac{35}{16} \frac{c^{2}}{b^{2}}-\frac{35}{16}++\frac{3}{8} \frac{c^{4}}{b^{4}} \frac{x^{2}}{b^{2}}+\frac{1}{2} \frac{c^{2}}{b^{2}} \frac{x^{4}}{b^{4}}+\frac{x^{6}}{b^{6}}-\frac{7}{4} \frac{c^{2}}{b^{2}} \frac{x^{2}}{b^{2}}+ \\
& \left.\left.+\frac{35}{8} \frac{x^{2}}{b^{2}}-\frac{7}{2} \frac{x^{4}}{b^{4}}\right)\right],|x|<c . \tag{22}
\end{align*}
$$

From the equation (19), having now the form:

$$
S-f P+\frac{35 G r_{0} f}{8 b(1+\kappa)}-\frac{14 G r_{0} f}{(1+\kappa) b}\left(\frac{15}{16} \frac{c^{2}}{b^{2}}-\frac{15}{16} \frac{c^{4}}{b^{4}}+\frac{5}{16} \frac{c^{6}}{b^{6}}\right)=0
$$

we find the half-length of the slip zone - parameter $c$ :

$$
\begin{equation*}
c=b \sqrt{1-\sqrt[3]{\frac{8(1+\kappa) b}{35 G f r_{0}}(f P-S)}} \tag{23}
\end{equation*}
$$

and then the tangential contact stresses are:

$$
\begin{align*}
& \tau_{x y}^{-}(x, 0)=f P+\frac{14 G r_{0} f}{(1+\kappa) b}\left(-\frac{5}{16}+\frac{15}{8} \frac{x^{2}}{b^{2}}-\frac{5}{2} \frac{x^{4}}{b^{4}}+\frac{x^{6}}{b^{6}}\right),|x| \leq c \\
& \tau_{x y}^{-}(x, 0)=f P+\frac{14 G r_{0} f}{(1+\kappa) b}\left(-\frac{5}{16}+\frac{15}{8} \frac{x^{2}}{b^{2}}-\frac{5}{2} \frac{x^{4}}{b^{4}}+\frac{x^{6}}{b^{6}}\right)+ \\
& \quad-\frac{7 G r_{0} f}{(1+\kappa) b}\left(\frac{15}{4}-\frac{5}{2} \frac{c^{2}}{b^{2}}-5 \frac{x^{2}}{b^{2}}+\frac{3}{4} \frac{c^{4}}{b^{4}}+\frac{c^{2}}{b^{2}} \frac{x^{2}}{b^{2}}+2 \frac{x^{4}}{c^{4}}\right) \times \\
& \quad \times\left|\frac{x}{b}\right| \sqrt{\frac{x^{2}}{b^{2}}-\frac{c^{2}}{b^{2}}}, \quad|x|>c . \tag{24}
\end{align*}
$$

By assuming the threshold value $S=f P$ we have $c=b$ and the shear contact stresses become:

$$
\begin{align*}
& \tau_{x y}^{ \pm}(x, 0)=f P+\frac{14 G f r_{0}}{(1+\kappa) b}\left(\frac{x^{6}}{b^{6}}-\frac{5}{2} \frac{x^{4}}{b^{4}}+\frac{15}{8} \frac{x^{2}}{b^{2}}-\frac{5}{16}\right),|x| \leq b \\
& \tau_{x y}^{ \pm}(x, 0)=f P+\frac{14 G f r_{0}}{(1+\kappa) b}\left(\frac{x^{6}}{b^{6}}-\frac{5}{2} \frac{x^{4}}{b^{4}}+\frac{15}{8} \frac{x^{2}}{b^{2}}-\frac{5}{16}+\right. \\
& \left.\quad-\left|\frac{x}{b}\right|\left(\frac{x^{2}}{b^{2}}-1\right)^{5 / 2}\right),|x|>b . \tag{25}
\end{align*}
$$

Since the condition $\tau_{x y}=f\left|\sigma_{y}\right|$ is satisfied at any point of the contact region, we have the case of sliding friction.

The results of numerical calculations are performed for the following dimensionless parameters:
$\bar{x}=x / b, \quad \bar{r}_{0}=r_{0} / b, \quad \bar{c}=c / b, \quad \bar{U}=U / b, \quad \bar{\sigma}_{y}=\sigma_{y} / G$, $\bar{\tau}_{x y}=\tau_{x y} / G, \bar{P}=P / G, \bar{S}=S / G$ and $f=0.1, \bar{r}_{0}=10^{-4}$, $\nu=0.2$.

Fig. 4 shows the distributions of the relative tangential shift of bodies boundaries $\bar{U}$ in the slip zone under the pressure $\bar{P}=2 \cdot 10^{-4}$ for the following values of the shear tractions $\bar{S}: 1-\bar{S}=10^{-5} ; 2-\bar{S}=1,4 \cdot 10^{-5} ; 3-\bar{S}=1,8$. $10^{-5} ; 4-\bar{S}=2 \cdot 10^{-5}$. The maximum value of the modulus of the relative tangential shift of boundaries increases with the shear tractions and reaches in the centre of the recess.


Fig. 4. Distributions of the relative tangential shift of bodies boundaries


Fig. 5. Half-length of the slip zone versus the external shear forces

The nonlinear dependence of the half length of the slip size $\bar{c}$ on the shear forces $\overline{\mathrm{S}}$ for some values of the pressure $\overline{\mathrm{P}}: \quad 1-\overline{\mathrm{P}}=1,5 \cdot 10^{-4} ; 2-\overline{\mathrm{P}}=2 \cdot 10^{-4} ; 3-\overline{\mathrm{P}}=2,5$. $10^{-4}$ is shown in Fig. 5. The horizontal straight lines of the plots correspond to the case of the stick contact of the bodies. We can see that the zone of sliding becomes greater with increasing shear forces.


Fig. 6. Contact stresses in the stick-slip problem

Symmetric distributions of stresses for illustrating the behavior of the slip-stick contact are demonstrated in Fig. 6. A graph of $\mathrm{f}\left|\bar{\sigma}_{\mathrm{y}}\right|$ (curve 4) and graphs of tangential stresses $\bar{\tau}_{\mathrm{xy}}$ (curves $1,2,3$ ) versus $\overline{\mathrm{x}}=\mathrm{x} / \mathrm{b}$ are given under the pressure $\overline{\mathrm{P}}=2 \cdot 10^{-4}$ for the following values of the shear forces $\overline{\mathrm{S}}: 1-\overline{\mathrm{S}}=10^{-5} ; 2-\overline{\mathrm{S}}=1,4 \cdot 10^{-5} ; 3-\overline{\mathrm{S}}=1,8$. $10^{-5}$. It is seen that the normal stresses have a global maximum near the edges of the recess at the points $\bar{x}=\mp 0,76$. The maximum of tangential stresses is reached at the ends of the region of sliding. Moreover, the curves coincide in the slip zone $(-\bar{c}, \bar{c})$. Outside this interval, the tangential stresses $\bar{\tau}_{x y}$ are less than $f\left|\bar{\sigma}_{y}\right|$ and monotonically decrease to the limiting values at infinity.

## 6. CONCLUSIONS

In the paper we have investigated the complete frictional contact of two half-planes containing local geometric perturbation of boundaries accounting for frictional slip under sequential remote normal and shear forces. The formulated stick-slip contact problem is reduced to the singular integral equation for the function of the relative tangential shift of bodies boundaries which is next solved with the determination of the size of sliding. On the basis of the analytical solution to the above-mentioned problem the dependences of slip zone length and contact stresses on applied loadings are analyzed.
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#### Abstract

Grain size dependence of creep is a complex relation. It can be increasing, decreasing or constant function accordingly to current conditions and material. It is a consequence of complex nature of microscopic mechanisms affecting creep. Some of them are analyzed in current paper by means of multiscale model, using simulation of damage development done by cellular automata technique. It was shown that enlarged sizes of grains, which promote development of intergranular microcracks, are compensated by reduced density of voids forming vacancies. Obtained in simulations grain size dependency follows experimentally observed dependency for small grains in dislocation creep range.


## 1. INTRODUCTION

### 1.1. Grain size dependency of creep rate

The phenomenon of creep of polycrystalline materials depends on number of parameters describing their microstructure. One of the most important is grain size. The dependency of steady-state creep rate (or minimum creep rate) on grain size was already largely studied. However, no unambiguous formula for this relation was obtained. It appears that many factors like material structure, temperature, loading level and also environment influence this relation (Boettner and Robertson, 1961).

It is known that for dislocation creep of pure metals rate of secondary creep does not depend on grain size (Dobrzański, 1996), but the majority of alloys exhibits minimum for that relation (Wilshire and Palmer, 2002). If the minimum creep rate is described by equation:
$\dot{\varepsilon}_{\text {min }}=B \sigma^{n}\left(\frac{1}{d}\right)^{p} \exp \left(\frac{-Q_{C}}{R T}\right)$,
where $\sigma$ is applied stress, $T$ is temperature, $d$ is grain diameter, $Q_{c}$ is creep activation energy, $B, n, p$ are material constants, $R$ is gas constant, then the grain size dependency is characterized by parameter $p$. It is equal to about -2 for large grains, i.e. if the grain is larger then the creep rate is larger, too. The grain boundaries form obstacles for dislocation motion therefore large grains (less borders less obstacles) allow for faster creep rate. For small grains $p=1$, so the dependency is reverse. The grain boundaries are sources of dislocations and vacancies. If the grains are smaller then there are more borders and more dislocations. The dependency is stronger $(p=2)$ for diffusional creep at small loading level (Wilshire and Palmer, 2002).

The alloys exhibit also the dependency of creep index $n$ (Eq. (1)) on grain size: for larger grains the creep rate dependency upon stress is stronger, and the value of $n$ is larger (Wilshire and Palmer, 2002). Accurate tests showed that similar dependency comes out also for copper. E.g. for dislocation creep at temperature about $0,55 T_{m}$ (melting temperature) and for stresses larger than 20 MPa the value of index $n$ is larger for larger grain sizes (see Tab. $1)$.

Tab. 1. Dependency of creep index $n$ on grain size for copper

| grain size <br> $[\mu \mathrm{m}]$ | temperature <br> $[\mathrm{K}]$ | creep index <br> $n$ | reference |
| :---: | :---: | :---: | :---: |
| 30 | 723 | 4.17 | Feltham and Meakin, <br> 1959 |
| 40 | 723 | 4.48 | Wilshire and <br> Battenbough, 2007 |
| 100 | 728 | 5.24 | Evans and Wilshire, <br> 1993 |
| 450 | 723 | 5.84 | Pahutova and others, <br> 1971 |

These results cannot be used for setting the precise relation, as there are differences among laboratories and test conditions, but the tendency is obvious. Additionally, it can be noticed that the creep rate does not depend on grain size for the stress of about 50 MPa , whereas for smaller stress the smaller grain is the larger creep rate occurs.

### 1.2. Grain size dependency of time and strain to failure

There is much less experimental data for grain size relation of damage development in creep conditions. But, using the Monkman-Grant relation in form (Evans, 1984):

$$
\begin{equation*}
\dot{\varepsilon}_{\min }^{\beta} t_{f}=C \tag{2}
\end{equation*}
$$

where $t_{f}$ is time to failure, $\beta$ and $C$ are material constants, the time to failure can be approximately evaluated. The relation (2) is very well experimentally confirmed, e.g. for copper in large temperature range (Feltham and Meakin, 1959, Wilshire and Battenbough, 2007). The value of $\beta$ is changing from 0,8 to 1 , and $C$ from 0,003 to 0,6 . On this basis it can be assumed that the grain size dependency of time to failure is reverse to the grain size dependency of creep rate.

More experimental data are available for the analysis of the strain to failure value. It is influenced to a greater extent by mechanisms of tertiary creep. According to Fleck and others (1970) a critical crack length (Griffith-Orowan) in comparison to grain size is crucial in determination of strain to failure for large grains. A crack can easily develop along one grain facet, but it is more difficult for this crack to pass from one facet to another. Therefore, if grain size is larger than critical size of crack the failure starts at the beginning of third period of creep and strain to failure is small. The mechanism of voids development is more important in determination of strain to failure for small grains (e.g. lesser than $100 \mu \mathrm{~m}$ in 700 K for copper, Fleck and others, 1970). As the participation of grain boundaries in the whole volume is greater for smaller grains and as grain boundaries are main sources of vacancies the volume fraction of voids is greater for them and thus the strain to failure is smaller.

## 2. MULTISCALE MODEL OF DAMAGE IN CREEP CONDITIONS

Analysis of grain size dependency of time to failure should include a number of mechanisms occurring in microstructure of material and influencing creep rate and damage development. Taking into account even the most important of these like dislocation climbing, pile-ups, annihilations, grain boundary sliding, nucleation and growth of cavities, crack development leads to very complex model and the analysis of it can be very cumbersome. Every mechanism has its own scale relevant to its subject. The size of single dislocation is about $10^{-10} \mathrm{~m}$, void is about $10^{-6} \mathrm{~m}$, grain $-10^{-4} \mathrm{~m}$, and the size of crack can be comparable to size of construction. The proper analysis of grain size dependency requires multiscale modeling: connection of smaller models appropriate for particular scales (OstojaStarzewski, 2007). An example of such procedure is CAFE model of creep damage presented by Chrzanowski and Nowak (2009), Nowak (2011) and used in this analysis. This model consists of deformation model in macroscale, defined by Finite Element (FE) method, and damage model in microscale built using Cellular Automata (CA) technique.

Damage development process is the only one modeled here in microscale. As damage is discontinuous, discrete Cellular Automata are chosen as an appropriate tool for this process (Chrzanowski and Nowak, 2010). They allow for simulation in discrete manner of many processes progressing in material structure.

### 2.1. Microstructure of material

Microscopic processes are modeled within Representative Volume Element (RVE). It is very difficult to define RVE for damage process. According to Lemaitre and Dufailly (1987) it should be from 50 to $500 \mu \mathrm{~m}$ for metals and it is connected with sizes of defects. On the other side it is connected with material structure (e.g. RVE size is equal to 6-7 grains diameters after Hayhurst, 2005). The model analyzing different grain sizes should keep constant size of RVE with varying number of grains.

The polycrystalline structure of material is built in CA mesh using discrete Voronoi tessellation. First, the $n_{\text {seed }}$ number of seed points is randomly distributed over RVE. Every seed point has its own state value allowing for differentiate the grains. Next, the grains growing procedure is applied until whole RVE is covered by cells belonging to particular grains. If the linear size of planar RVE is $N_{0}$ then mean grain diameter is:
$d=N_{0} / \sqrt{n_{\text {seed }}}$.
Important state of cell to be distinguished by CA is damage. Damaged cells can move freely like vacancies or can aggregate into voids. Initial number of damaged cells is specified in relation to whole volume by parameter $f_{v 0}$. At the beginning the damaged cells are distributed randomly over all RVE.

### 2.2. Damage model

Two main mechanisms of voids growth are implemented: diffusion of vacancies and deformation of material surrounding voids. Diffusional motion of vacancies is modeled by free moves of damaged cells. It is implemented In block neighborhood. All cells are divided into $2 \times 2$ blocks and damaged cells can change its position inside block randomly. In consecutive CA iteration the position of blocks is shifted so the damaged cells can move in any direction. If a damaged cell reaches another damaged cell especially at grain border they may coalescence into void. The process is controlled by surface energy criterion. The diffusion movement is possible only when it does not contribute to the growth of the value of $J$, defined as:

$$
\begin{equation*}
J=w_{d-m} l_{d-m}+w_{g-g} l_{g-g}, \tag{4}
\end{equation*}
$$

where $l_{d-m}, l_{g-g}$ are lengths of borders between damaged and undamaged cells, and between two neighboring grains, respectively; $w_{d-m}, w_{g-g}$ are weight coefficients for these kinds of borders. To promote stability of the method the lengths are calculating in blocks enlarged by one cell in all directions (4x4). The diffusion rate is changed by $T_{\text {step }}$ parameter. It is time period (in seconds) equivalent for one diffusion iteration.

The size of RVE is changed according to applied deformation. At beginning of every CA iteration this external deformation is compared with current size of RVE. If deformation exceeds the current size then dimensions of RVE measured in cells are changed accordingly. The deforma-
tion is stretched over cells according to procedure proposed by Matic and Geltmacher (2001) adapted to grain structure (Chrzanowski and Nowak, 2007). The grain boundaries are considered as weaker than grain interior stimulating development of intergranular cracks. Another mechanism connected with deformation is introduced by control of voids volume fraction. Precise density measurements show that it is decreasing with increasing creep strains (Boettner and Robertson, 1961). It is due to development of oids and changes of void volume fraction can be calculated from relative density changes. The strain dependency of void volume fraction (Eq. 5) proposed by Belloni and others (1977) is used in current model to control the number of damaged cells during deformation of RVE:
$\rho=\rho_{0}\left(1-H \varepsilon^{\gamma}\right)$,
where $\rho, \rho_{0}$ are mass density and initial mass density, $\varepsilon$ is strain, $H$ and $\gamma$ are material parameters. The number of damaged cells related to deformation is very important for damage development process. When there are too little damaged cells then the effect of inhibited void growth is reached, but when there are lots of damaged cells the void growth is enhanced by deformation. In that way it simulates the real material behavior.

The aim of CA model is to determine the value of damage parameter $(\omega)$ as homogenized value for RVE. It is calculated as the maximum ratio of linear size of connected path of damaged cells to current size of RVE. The RVE is consider as fully damaged when damage parameter is equal to 1 and path of damaged cells joins two opposite sides of RVE.

### 2.3. Deformation model

Macroscopic strains are sum of instantaneous strains and creep strains. Creep strains are obtained numerically by FE method for constitutive equation (Nowak K., 2011):
$\dot{\varepsilon}_{c}=B_{l} \varepsilon_{c}^{-2}\left(\frac{\sigma\left(1-\omega_{0}\right)}{1-\omega}\right)^{n_{l}}$,
where $\varepsilon_{c}$ is creep strain, $\sigma$ is stress, $B_{1}, n_{l}, \omega_{0}$ are parameters of deformation model. Damage parameter $\omega$ is obtained from CA model running in every Gauss point of FE mesh. Strains calculated according to Eq. (6) are used to determine current size of RVE in CA model. Parameters $B_{1}$, $n_{l}$ are fitted to primary period of creep curve, where damage can be neglected for real material. Parameter $\omega_{0}$ in Eq. (6) compensates non-zero initial value of damage for CA model. It was necessary because non-zero initial value of $f_{v 0}$ parameter and large instantaneous (plastic) strain produce significant value of damage parameter already in early stages of simulation. The final failure is assumed when damage parameter reaches 1 in any Gauss point.

## 3. RESULTS

Analysis of grain size dependency has been performed using model described above. The model parameters have
been suited to the results of creep experiment for copper in 823 K for grain size of $30 \mu \mathrm{~m}$ (Feltham and Meakin, 1959). The deformation model parameters were as follows: $B_{l}=7.57 \mathrm{E}-24(\mathrm{MPa})^{n} \mathrm{~s}^{-1}, \quad n_{l}=9.76, \omega_{0}=0.15$. They were calculated from values of $\beta$ parameter of primary strain equation reported by Feltham and Meakin (1959):

$$
\begin{equation*}
\varepsilon_{c}=\beta t^{1 / 3} \tag{7}
\end{equation*}
$$

where $t$ is time.
The model uses structure described by $N_{0}=641, n_{\text {seed }}=10$. According to Eq. (3) it gives mean grain diameter $d=202.7$ cells. By comparison to experimental grain size ( $30 \mu \mathrm{~m}$ ) the size of single cell can be estimated as $0.15 \mu \mathrm{~m}$ and RVE size as nearly $100 \mu \mathrm{~m}$. The size of single cell can be regarded as size of smallest recognized void. The model of intergranular failure is implemented and voids can develop only along grain boundaries: $w_{d-m}=0, w_{g-g}=1$. Parameters of Eq. (5) were set to $H=1.17$ and $\gamma=2.3$. They were obtained by regression analysis of data for copper in temperatures $673 \mathrm{~K}-823 \mathrm{~K}$ and stress range 21 MPa 34 MPa (Boettner and Robertson, 1961). Remaining parameters of damage model were suited to secondary creep data: $f_{v 0}=0.006, T_{\text {step }}=0.25 \mathrm{~s}$ (see Fig. 1). The agreement of times to failure and strains to failure with experimental data was obtained.


Fig. 1. Dependency of stationary creep rate on parameter $n_{\text {seed }}-$ simulation results in comparison with experimental results ( Cu at $823 \mathrm{~K} 30 \mu \mathrm{~m}$ mean grain size, Feltham and Meakin, 1959)

Next, the influence of parameter $n_{\text {seed }}$ was examined. The simulations were performed for $n_{\text {seed }}=6,10$ and 12 , keeping other parameters constant (see Fig. 1). It corresponds to grain sizes: 39, 30, $27 \mu \mathrm{~m}$. The creep rates are decreasing for decreasing grain sizes and the creep indexes $n$ (Eq. 1) calculated as tangent of regression line at Fig. 1 are increasing (3.89, 5.49, 6.45, accordingly).

Results for time to failure are compatible with experimental relation (2). Times to failure are larger for smaller grains and the difference is greater for smaller stresses. This behavior is typical for large grain sizes as damage is growing faster for larger grains. The diffusion mechanism
of void growth is prevailing for small stresses and number of damaged cells in relation to lengths of all borders in RVE becomes deciding parameters in damage development simulation.


Fig. 2. Dependency of time to failure on parameter $n_{\text {seed }}-$ simulation results in comparison with experimental results ( Cu at $823 \mathrm{~K} 30 \mu \mathrm{~m}$ mean grain size,
Feltham and Meakin, 1959)


Fig. 3. Dependency of stationary creep rate on parameters $n_{\text {seed }}$ and $f_{v 0}$ - simulation results

In real materials number of vacancies is connected with surfaces of grain boundaries as grain boundaries are ideal sources of vacancies (Evans, 1984). Therefore, smaller grains have increased number of vacancies. To reflect this effect the initial density of damaged cells $f_{v 0}$ has to be corrected. For 3D model of constant RVE size, number of grains is changing like $\sim d^{-3}$, surface of single grain boundaries is like $\sim d^{2}$, so surface of all grains in RVE is $\sim d^{-1}$. Similarly for 2D model: number of grains is changing like $\sim d^{-2}$, length of single grain boundaries is like $\sim d$, so length of all grains borders in RVE is $\sim d^{-1}$. In all cases, to keep the value of $f_{v 0}$ proportional to the length (or surface) of grain boundaries it should be $\sim d^{-1}$.

The value of parameter $H$ (Eq. 5) is changed in the same proportion, too.

Results of simulations with corrected values of $f_{v 0}$ are presented on Figs 3 and 4. Obtained creep rates coincide very well, showing that there is no dependency of creep rate on grain size. The larger value of $f_{v 0}$ fully compensates the smaller size of grains. This is consistent with general relation for metals in dislocation creep range. The results for time to failure exhibit more scatter, but there is also no apparent dependency on grain size. The results of simulation comply with the Monkman-Grant rule (2).


Fig. 4. Dependency of time to failure on parameters $n_{\text {seed }}$ and $f_{v 0}$ - simulation results

## 4. CONCLUSIONS

The simulations of damage development in creep conditions by means of Cellular Automata show that the simple enlargement of grains is not sufficient to explain observed experimentally dependency on grain size. Besides grain size also initial density of damaged cells is important to properly simulate this dependency. But comparison with the experiments for copper (see Tab. 1) shows that not all mechanisms connected with grain size are taken into account and thus further investigation has to be performed.

## REFERENCES

1. Abedrabbo N., Pourboghrat F., Carsley J. (2006), Forming of AA5182-O and AA5754-O at elevated temperatures using coupled thermo-mechanical finite element models, International Journal of Plasticity, 23, 841-875.
2. Bolkowski S., Stabrowski M., Skoczylas J., Sroka J., Sikora J., Wincenciak S. (1993), Komputerowe metody analizy pola elektromagnetycznego, WNT, Warszawa.
3. Goshima T., Hanson M.T., Keer L.M. (1990), Threedimensional analysis of thermal effects on surface crack propagation in rolling contact, Journal of Thermal Stresses, Vol. 13, 237-261.
4. Grześ P. (2009), Finite element analysis of disc temperature during braking process, Acta Mechanica et Automatica, Vol. 3, No. 4, 36-42.
5. Kaczorek T. (2002), Positive $1 D$ and $2 D$ Systems, Springer Verlag, London.
6. Malinin N. N, Rżysko J. (1981), Mechanika materiałów, PWN, Warszawa.
7. Belloni G., Bernasconi G., Piatti G. (1977), Creep damage and rupture in AISI 310 austenitic steel, Meccanica, Vol. 12, 84-96.
8. Boettner R.C., Robertson W.D. (1961), A Study of the Growth of Voids in Copper During the Creep Process by Measurement of the Accompanying Change in Density, Trans. Metall. Soc. AIME, Vol. 221, 613-622.
9. Chrzanowski M., Nowak K. (2007), Cellular Automata in Damage Mechanics: Brittle Creep Rupture Case, Arch. Mech., Vol. 59, 329-339.
10. Chrzanowski M., Nowak K. (2009), On Multiscale Modelling of Creep Damage by Means of Cellular Automata, Journal of Multiscale Modelling, Vol. 1, 389-402.
11. Chrzanowski M., Nowak K. (2010), Opis zniszczenia mieszanego w warunkach pełzania przy pomocy automatów komórkowych, Acta Mechanica et Automatica, Vol. 4, 29-36.
12. Dobrzański L.A. (1996), Metaloznawstwo z podstawami nauki o materiatach, Wydawnictwa Naukowo-Techniczne, Warszawa.
13. Evans H.E. (1984), Mechanisms of Creep Fracture, Elsevier Applied Science Publishers, London, New York.
14. Evans R.W., Wilshire B. (1993), Introduction to Creep, The Institute of Materials, London.
15. Feltham P., Meakin J.D. (1959), Creep in Face-Centred Cubic Metals with Special Reference to Copper, Acta Metall., Vol. 7, 614-627.
16. Fleck R.G., Cocks A.C.F., Taplin D.M.R. (1970), The Influence of Polycrystal Grain Size upon the Creep Ductility of Copper, Metall. Mater. Trans., Vol. 1B, 34153420.
17. Hayhurst D.R. (2005), CDM mechanisms-based modelling of tertiary creep: ability to predict the life of engineering components, Arch. Mech., Vol. 57, 2-3.
18. Johnson W. R., Barrett C.R., Nix W.D. (1972), The effect of environment and grain size on the creep behavior of a Ni-6 pct W solid solution, Metall. Mater. Trans., Vol. 3B, 695-698.
19. Lemaitre J., Dufailly J. (1987), Damage measurements, Eng. Fract. Mech., Vol. 28, 643-661.
20. Matic P., Geltmacher A.B. (2001), A cellular automatonbased technique for modeling mesoscale damage evolution, Comp. Mat. Sci., Vol. 20, 120-141.
21. Nowak K. (2011), Uncertainty of lifetime for CAFE creep damage model, Computer Methods in Materials Science, Vol. 11, 315-323.
22. Ostoja-Starzewski M. (2007), Microstructural Randomness and Scaling in Mechanics of Materials, Chapman and Hall/CRC.
23. Pahutova M., Cadek J., Rys P. (1971), High temperature creep in copper, Phil. Mag., Vol. 22, 509-517.
24. Wilshire B., Battenbough A.J. (2007), Creep and creep fracture of polycrystalline copper, Mater. Sci. Eng., Vol. 443A, 156-166.
25. Wilshire B., Palmer C.J. (2002), Grain size effects during creep of copper, Scripta Mater., Vol. 46, 483-488.
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#### Abstract

This paper investigated the fracture behaviour of a piezo-electro-magneto-elastic material subjected to electro-magneto-mechanical loads. The PEMO-elastic medium contains a straight-line crack which is parallel to its poling direction and loaded surface of the half-space. Fourier transform technique is used to reduce the problem to the solution of one Fredholm integral equation. This equation is solved exactly. The semi-permeable crack-face magneto-electric boundary conditions are utilized. Field intensity factors of stress, electric displacement, magnetic induction, crack displacement, electric and magnetic potentials, and the energy release rate are determined. The electric displacement and magnetic induction of crack interior are discussed. Strong coupling between stress and electric and magnetic field near the crack tips has been found.


## 1. INTRODUCTION

Due to the growth in applications as smart devices, the mechanical and fracture properties of two-phase magnetostrictive/piezoelectric composites are becoming more and more important, see: Huang and Kuo (1997), Pan (2001), Buchanan (2004), Chen et al. (2005), Annigeri et al. (2006), Lee and Ma (2007), Calas et al. (2008) and Hou et al. (2009), among other, have been published the papers on this field. The fracture mechanics of PEMO-elastic materials also have attracted much attention and many research papers have been published; see e.g. Liu et al. (2001), Sih and Song (2003), Gao et al. (2003), Zhou et al. (2004), Hu and Li (2005), Wang and Mai (2006b), Li and Kardomateas (2007), Feng et al. (2007), Tian and Rajapakse (2008), Zhan and Fan (2008); among others.

For the fracture analysis of a magneto-electro-elastic solid of much interest are the effects of magneto-electric boundary conditions at the crack surfaces on the crack growth as well as the choosing of fracture criteria (Wang and Mai, 2006b, Wang et al., 2006a). As an approximation to a real crack, the magneto-electrically permeable and impermeable crack face boundary conditions are prevail in the above stated-works. However these two ideal crack models are only the limiting cases of real dielectric crack (Wang and Mai; 2006b; Rogowski, 2007). However, the above-mentioned works associated with semi-permeable crack problems are only limited to an infinite magneto-electro-elastic solid with cracks. Additionally, the numerical procedures are used to obtain the results. Motivated by this consideration this paper investigates a PEMO-elastic half-space with an electrically and magnetically conducting crack under anti-plane mechanical and in-plane electromagnetic loadings to shown exact solution in simple analytical form.

## 2. BASIC EQUATIONS

For a linearly magneto-electro-elastic medium under anti-plane shear coupled with in-plane electric and magnetic fields there are only the non-trivial anti-plane displacement $w$ :
$u_{x}=0, u_{y}=0, u_{z}=w(x, y)$
strain components $\gamma_{x z}$ and $\gamma_{y z}$ :
$\gamma_{x z}=\frac{\partial w}{\partial x}, \gamma_{y z}=\frac{\partial w}{\partial y}$
stress components $\tau_{x z}$ and $\tau_{y z}$, in-plane electrical and magnetic potentials $\phi$ and $\psi$, which define electrical and magnetic field components $E_{x}, E_{y}, H_{x}$ and $H_{y}$ :

$$
\begin{equation*}
E_{x}=-\frac{\partial \phi}{\partial x}, E_{y}=-\frac{\partial \phi}{\partial y}, H_{x}=-\frac{\partial \psi}{\partial x}, H_{y}=-\frac{\partial \psi}{\partial y} \tag{3}
\end{equation*}
$$

and electrical displacement components $D_{x}, D_{y}$ and magnetic induction components $B_{x}, B_{y}$ with all field quantities being the functions of coordinates $x$ and $y$.

The generalized strain-displacement relations (2) and (3) have the form:

$$
\begin{equation*}
\gamma_{\alpha z}=w_{, \alpha}, \quad E_{\alpha}=-\phi_{, \alpha}, H_{\alpha}=-\psi_{, \alpha} \tag{4}
\end{equation*}
$$

where $\alpha=x, y$ and $w_{, \alpha}=\partial w / \partial \alpha$.
For linearly magneto-electro-elastic medium the coupled constitutive relations can be written in the matrix form
$\left[\tau_{\alpha_{z}}, D_{\alpha}, B_{\alpha}\right]^{T}=\mathbf{C}\left[\gamma_{\alpha z},-E_{\alpha},-H_{\alpha}\right]^{T}$
where the superscript $T$ denotes the transpose of a matrix and:

$$
\mathbf{C}=\left[\begin{array}{ccc}
c_{44} & e_{15} & q_{15}  \tag{6}\\
e_{15} & -\varepsilon_{11} & -d_{11} \\
q_{15} & -d_{11} & -\mu_{11}
\end{array}\right]
$$

where $c_{44}$ is the shear modulus along the $z$-direction, which is direction of poling and is perpendicular to the isotropic plane $(x, y), \varepsilon_{11}$ and $\mu_{11}$ are dielectric permittivity and magnetic permeability coefficients, $\varepsilon_{15}, q_{15}$ and $d_{11}$ are piezoelectric, piezo-magnetic and magneto - electric coefficients, respectively.

The mechanical equilibrium equation (called as Euler equation), the charge and current conservation equations (called as Maxwell equations), in the absence of the body force electric and magnetic charge densities, can be written as:

$$
\begin{equation*}
\tau_{z \alpha, \alpha}=0 ; \quad D_{\alpha, \alpha}=0 ; \quad B_{\alpha, \alpha}=0 ; \quad \alpha=x, y \tag{7}
\end{equation*}
$$

Subsequently, the Euler and Maxwell equations take the form:
$\mathbf{C}\left[\nabla^{2} w, \nabla^{2} \boldsymbol{\phi}, \nabla^{2} \psi\right]^{T}=[0,0,0]^{T}$
where $\nabla^{2}=\frac{\partial^{2}}{\partial \mathrm{x}^{2}}+\partial^{2} / \partial y^{2}$ is the two-dimensional Laplace operator.

Since $|\mathbf{C}| \neq 0$ one can decouple the equations (8):
$\nabla^{2} w=0 ; \quad \nabla^{2} \phi=0 ; \quad \nabla^{2} \psi=0$
If we introduce, for convenience of mathematics in some boundary value problems, two unknown functions:
$\left[\chi-e_{15} w, \eta-q_{15} w\right]^{T}=\mathbf{C}_{0}[\phi, \psi]^{T}$
where:
$\mathbf{C}_{0}=\left[\begin{array}{ll}-\varepsilon_{11} & -d_{11} \\ -d_{11} & -\mu_{11}\end{array}\right]$
Then:
$[\phi, \psi]^{T}=\mathbf{C}_{0}{ }^{-1}\left[\chi-e_{15} w, \eta-q_{15} w\right]^{T}$
where:
$\mathbf{C}_{0}^{-1}=\frac{1}{\varepsilon_{11} \mu_{11}-d_{11}^{2}}\left[\begin{array}{cc}-\mu_{11} & d_{11} \\ d_{11} & -\varepsilon_{11}\end{array}\right]=\left[\begin{array}{ll}e_{1} & e_{2} \\ e_{2} & e_{3}\end{array}\right]$
The governing field variables are:
$\tau_{z k}=\tilde{c}_{44} w_{, k}-\alpha D_{k}-\beta B_{k}$
$\phi=\alpha w+e_{1} \chi+e_{2} \eta$
$\psi=\beta w+e_{2} \chi+e_{3} \eta$
$D_{k}=\chi_{, k}$
$B_{k}=\eta_{, k} ; \quad k=x, y$
$\nabla^{2} w=0 ; \quad \nabla^{2} \chi=0 ; \quad \nabla^{2} \eta=0$
where:
$\tilde{c}_{44}=c_{44}+\alpha e_{15}+\beta q_{15}$
$\alpha=\frac{\mu_{11} e_{15}-d_{11} q_{15}}{\varepsilon_{11} \mu_{11}-d_{11}^{2}}=-\left(e_{1} e_{15}+e_{2} q_{15}\right)$
$\beta=\frac{\varepsilon_{11} q_{15}-d_{11} e_{15}}{\varepsilon_{11} \mu_{11}-d_{11}^{2}}=-\left(e_{3} q_{15}+e_{2} e_{15}\right)$
Note that $\tilde{c}_{44}$ is the piezo-electro-magnetically stiffened elastic constant.

Note also that:
$\mathbf{C}^{-1}=\frac{1}{\tilde{c}_{44}}\left[\begin{array}{ccc}1 & \alpha & \beta \\ \alpha & \alpha^{2}+\tilde{c}_{44} e_{1} & \alpha \beta+\tilde{c}_{44} e_{2} \\ \beta & \alpha \beta+\tilde{c}_{44} e_{2} & \beta^{2}+\tilde{c}_{44} e_{3}\end{array}\right]$
These material parameters will appear in our solutions.

## 3. FORMULATION OF THE CRACK PROBLEM

Consider a PEMO-elastic half-space containing straightline crack of length $2 a$, parallel to the surface of a halfspace which is subjected to electric, magnetic and mechanical loads. The crack is located along the $x$-axis from $-a$ to $a$ at a depth $h$ from the loaded surface with a rectangular coordinate system, as shown in Fig. 1. The PEMO-elastic half-space is poled in the $z$-direction.

To solve the crack problem in linear elastic solids, the superposition technique is usually used. Thus we first solve the magneto-electro-elastic field problem without the cracks in the medium under electric, magnetic and mechanical loads. This elementary solution is:
$\tau_{y z}=\tau_{0}$
$D_{y}=D=\left\{\begin{array}{l}D_{0}, \text { case I } \\ \frac{e_{15}}{c_{44}} \tau_{0}+\left(\varepsilon_{11}+\frac{e_{15}^{2}}{c_{44}}\right) E_{0}+\left(d_{11}+\frac{e_{15} q_{15}}{c_{44}}\right) H_{0}, \\ \text { case II }\end{array}\right.$
$B_{y}=B=\left\{\begin{array}{l}B_{0}, \text { case I } \\ \frac{q_{15}}{c_{44}} \tau_{0}+\left(d_{11}+\frac{e_{15} q_{15}}{c_{44}}\right) E_{0}+\left(\mu_{11}+\frac{q_{15}^{2}}{c_{44}}\right) H_{0}, \\ \text { case II }\end{array}\right.$
Then, we use equal and opposite values as the crack surface traction and utilize the unknowns $d_{0}$ and $b_{0}$ in the crack region. Thus, in this study, $-\tau_{0} ;-\left(D-d_{0}\right),-(B-$ $b_{0}$ ) are, respectively, mechanical, electrical and magnetic loadings applied on the crack surfaces (the so called perturbation problem).

The boundary conditions can be written as:
$\tau_{z y}(x, h \pm)=-\tau_{0}, D_{y}(x, h \pm)=-D+d_{0}$,
$B_{y}(x, h \pm)=-B+b_{0} ;|x|<a$
$\left\lfloor\tau_{z y}\|=0,\| D_{y}\|| |=0,\| B_{y} \|=0,|x|<\infty, y=h\right.$
$[|w|]=0,[|\phi|]=0,[|\psi|]=0,|x| \geq \mathrm{a}, y=h$
$\tau_{z y}(x, 0)=0, D_{y}(x, 0)=0, B_{y}(x, 0)=0 ;|x|<\infty$
where the notation $[|f|]=f^{+}-f^{-}$and $f^{+}$denotes the values for $h+$ while $f^{-}$for $h-$.


Fig. 1. The PEMO-elastic half-space with a crack parallel to its surface under an anti-plane mechanical and in-plane electric and magnetic loads. Inside the crack the unknown electromagnetic field appears ( $d_{0}$ and $b_{0}$ are unknown to be determined)

Of course, in perturbation problem the surface of the half-space is free. The electric displacement $d_{0}$ and magnetic induction $b_{0}$ inside the crack are obtained from semipermeable crack face boundary conditions (Rogowski (2007)). For two different magneto-electric media: PEMOmaterial and notch space we have continuity condition of electric and magnetic potential in both materials at interface. The semi-permeable crack-face magneto-electric boundary conditions are expressed as follows:
$d_{0}=-\varepsilon_{c} \frac{[[\phi \mid]}{2 \delta(x)}, \quad b_{0}=-\mu_{c} \frac{[|\psi|]}{2 \delta(x)}$
where $\delta(x)$ describes the shape of the notch and $\varepsilon_{c}, \mu_{c}$ are the dielectric permittivity and magnetic permeability of crack interior. If we assume the elliptic notch profile such that:

$$
\begin{equation*}
\delta(x)=\left(\delta_{0} / a\right) \sqrt{a^{2}-x^{2}} \tag{24}
\end{equation*}
$$

where $\delta_{0}$ is the half-thickness of the notch at $x=0$, we obtain:

$$
\begin{align*}
& 2 d_{0}\left(\delta_{0} / \varepsilon_{c}\right) \sqrt{a^{2}-x^{2}}=-[\mid \phi] \\
& 2 b_{0}\left(\delta_{0} / \mu_{c}\right) \sqrt{a^{2}-x^{2}}=-[\psi \psi \mid] \tag{25}
\end{align*}
$$

Eqs (25) form two coupling linear equations with respect to $d_{0}$ and $b_{0}$ since $[|\phi|]$ and $[|\psi|]$ depends linearly on these quantities as show boundary conditions (19) and (21).

## 4. THE SOLUTION FOR HALF-SPACE WITH DISCONTINUITY AT $\mathrm{y}=\mathrm{h}$

Define the Fourier transform pair by equations:
$\hat{f}(s)=\int_{0}^{\infty} f(x) \cos (s x) d x, f(x)=\frac{2}{\pi} \int_{0}^{\infty} \hat{f}(s) \cos (s x) d s$
Considering the symmetry about $y$-axis the Fourier cosine transform is only applied in Eqs (15) resulting in ordinary differential equations and their solutions:

$$
\begin{equation*}
\hat{w}(s, y)=A_{1}(s) e^{-s y} \tag{26a}
\end{equation*}
$$

$\hat{\chi}(s, y)=B_{1}(s) e^{-s y} \quad y>h$
$\hat{\eta}(s, y)=C_{1}(s) e^{-s y}$
$\hat{w}(s, y)=A_{2}(s) e^{-s y}+A_{3}(s) e^{s y}$
$\hat{\chi}(s, y)=B_{2}(s) e^{-s y}+B_{3}(s) e^{s y} \quad 0 \leq y<h$
$\hat{\eta}(s, y)=C_{2}(s) e^{-s y}+C_{3}(s) e^{s y}$
In the domain $y>h$ the solution has the form (26a) to ensure the regularity conditions at infinity.

The transforms of Eqs (14) yield:

$$
\begin{align*}
& \hat{\varphi}(s, y)=e_{1} \hat{\chi}(s, y)+e_{2} \hat{\eta}(s, y)+\alpha \hat{w}(s, y) \\
& \hat{\psi}(s, y)=e_{2} \hat{\chi}(s, y)+e_{3} \hat{\eta}(s, y)+\beta \hat{w}(s, y) \\
& \hat{\tau}_{z y}(s, y)=\tilde{c}_{44} \hat{w}_{, y}-\alpha \hat{D}_{y}-\beta \hat{B}_{y}  \tag{27}\\
& \hat{D}_{y}=\hat{\chi}_{, y}, \quad \hat{B}_{y}=\hat{\eta}_{, y}
\end{align*}
$$

The unknown functions $A_{i}(s), B_{i}(s)$ and $C_{i}(s)$, $i=1,2,3$, are obtained from the boundary conditions (20) and (22), which in transform domain are:
$\left\lfloor\hat{\tau}_{z y}\|=0 ; \quad\| \hat{D}_{y}\|=0 ; \quad\| \hat{B}_{y} \|=0\right.$
$\hat{\tau}_{z y}=0 ; \quad \hat{D}_{y}=0 ; \quad \hat{B}_{y}=0 ; \quad y=0$
where $[\mid \hat{f}]=\hat{f}(s, h+)-\hat{f}(s, h-)$.
The result is:
$A_{1}(s)=\hat{f}(s)\left(e^{-s h}-e^{s h}\right)$
$B_{1}(s)=\hat{g}(s)\left(e^{-s h}-e^{s h}\right)$
$C_{1}(s)=\hat{h}(s)\left(e^{-s h}-e^{s h}\right)$
$A_{2}(s)=A_{3}(s)=\hat{f}(s) e^{-s h}$
$B_{2}(s)=B_{3}(s)=\hat{g}(s) e^{-s h}$
$C_{2}(s)=C_{3}(s)=\hat{h}(s) e^{-s h}$
Finally, the solution for the half-space with dislocation density functions $f(s), g(s)$ and $h(s)$ in the domain $y \geq 0$ $|x|<\infty$ is given by:

$$
\begin{align*}
& \eta(x, y)=-\frac{2}{\pi} \int_{0}^{\infty} \hat{f}(s)\left[\operatorname{sgn}(y-h) e^{-s(y-h) \mid}-e^{-s(y+h)}\right] \cos (s x) d s \\
& \chi(x, y)=-\frac{2}{\pi} \int_{0}^{\infty} \hat{g}(s)\left[\operatorname{sgn}(y-h) e^{-s(y-h)}-e^{-s(y+h)}\right] \cos (s x) d s  \tag{30}\\
& \eta(x, y)=-\frac{2}{\pi} \int_{0}^{\infty} \hat{h}(s)\left[\operatorname{sgn}(y-h) e^{-s(y-h)}-e^{-s(y+h)}\right] \cos (s x) d s
\end{align*}
$$

$$
\begin{aligned}
\tau_{z y}(x, y) & =\frac{2}{\pi} \tilde{c}_{44} \int_{0}^{\infty} s \hat{f}(s)\left[e^{-s(y-h)}-e^{-s(y+h)}\right] \cos (s x) d s+ \\
& -\frac{2}{\pi} \int_{0}^{\infty} s[\alpha \hat{g}(s)+\beta \hat{h}(s)]\left[e^{-s(y-h)}-e^{-s(y+h)}\right] \cos (s x) d s
\end{aligned}
$$

$D_{y}(x, y)=\frac{2}{\pi} \int_{0}^{\infty} s \hat{g}(s)\left[e^{-s|(y-h)|}-e^{-s(y+h)}\right] \cos (s x) d s$
$B_{y}(x, y)=\frac{2}{\pi} \int_{0}^{\infty} s \hat{h}(s)\left[e^{-s|(y-h)|}-e^{-s(y+h)}\right] \cos (s x) d s$
where $\operatorname{sgn}(y-h)=+1$ or $y>h$ or $y<h$, respectively.
The potentials $\varphi(x, y)$ and $\psi(x, y)$ are obtained from Eqs (14).

## 5. FREDHOLM INTEGRAL EQUATION OF THE SECOND KIND

The unknown functions $f(s), g(s)$ and $h(s)$ can be obtained from the mixed boundary conditions (19) and (21)which yield:
$\frac{2}{\pi} \int_{0}^{\infty} s \hat{f}(s)\left[1-e^{-2 s h}\right] \cos (s x) d s=-\frac{\tau_{0}+\left(D-d_{0}\right) \alpha+\left(B-b_{0}\right) \beta}{\tilde{c}_{44}}$
$\frac{2}{\pi} \int_{0}^{\infty} s \hat{g}(s)\left[1-e^{-2 s h}\right] \cos (s x) d s=-\left(D-d_{0}\right)$
$\frac{2}{\pi} \int_{0}^{\infty} s \hat{h}(s)\left[1-e^{-2 s h}\right] \cos (s x) d s=-\left(B-b_{0}\right) ; \quad|x|<a$
$\int_{0}^{\infty} \hat{f}(s) \cos (s x) d s=0$
$\int_{0}^{\infty} \hat{g}(s) \cos (s x) d s=0$
$\int_{0}^{\infty} \hat{h}(s) \cos (s x) d s=0 \quad ; \quad|x| \geq a$
The integral equations (31a) may be rewritten as:
$\frac{2}{\pi} \int_{0}^{\infty}\left\{\begin{array}{l}\hat{f}(s) \\ \hat{g}(s) \\ \hat{h}(s)\end{array}\right)\left(\begin{array}{l}1-e^{-2 s h} \\ 1-e^{-2 s h} \\ 1-e^{-2 s h}\end{array}\right\} \sin (s x) d s=\left\{\begin{array}{c}\frac{\tau_{0}+\left(D-d_{0}\right) \alpha+\left(B-b_{0}\right) \beta}{\tilde{c}_{44}} x \\ \left(D-d_{0}\right) x \\ \left(B-b_{0}\right) x\end{array}\right\}$
We introduce the integral representation of the unknown functions:

where $J_{0}(s u)$ is the Bessel function of the first kind and zero order and $f(u), g(u), h(u)$ are new auxiliary functions. This representation satisfies equations (31b) automatically and converts equations (32) to the Abel one integral equation, which can be solved explicitly. The result is the Fredholm integral equation of the second kind:
$f(u)-\int_{0}^{a} f(v) K(u, v) d v=1$
with the kernel:

$$
\begin{equation*}
K(u, v)=v \int_{0}^{\infty} s e^{-2 s h} J_{0}(s u) J_{0}(s v) d s \tag{35}
\end{equation*}
$$

and:

$$
\begin{equation*}
f(u)=g(u)=h(u) \tag{36}
\end{equation*}
$$

of course $\hat{f}(s), \quad \hat{g}(s)$ and $\hat{h}(s)$ are dissimilar since are proportional to $\tau_{0}+\left(D-d_{0}\right) \alpha+\left(B-b_{0}\right) \beta ; D-d_{0}$ and $B-b_{0}$, respectively, and $d_{0}, b_{0}$ are dissimilar functions, defined by Eqs. (23).

## 6. THE SOLUTION OF FREDHOLM INTEGRAL EQUATION OF THE SECOND KIND

The kernel function $K(u, v)$ may be presented in more useful form. Using the Neumann's theorem (Watson, 1966):
$J_{0}(s u) J_{0}(s r)=\frac{1}{\pi} \int_{0}^{\pi} J_{0}(s R) d \alpha ;$
$R^{2}=u^{2}+r^{2}-2 u r \cos \alpha$
and the integral:
$\int_{0}^{\infty} s J_{0}(R s) e^{-2 s h} d s=\frac{2 h}{\left[R^{2}+(2 h)^{2}\right]^{3 / 2}}$
the kernel function becomes:
$K(u, v)=\frac{4 h v}{\pi t^{3 / 2}} \int_{0}^{\pi / 2} \frac{d \alpha}{\left(1-k^{2} \cos ^{2} \alpha\right)^{3 / 2}}$
$l^{2}=(u+v)^{2}+4 h^{2}, \quad k^{2}=\frac{4 u v}{l^{2}}$
The kernel function is presented by means of elliptic integral. The integral equation (34) can be solved by iterative method.

The recurrence formula is:

$$
\begin{equation*}
f_{i}(u)=1+\int_{0}^{a} f_{i-1}(v) K(u, v) d v, f_{0}(v)=1, \quad i=1,2, \ldots n \tag{40}
\end{equation*}
$$

The $n$-th approximation gives:
$f(u)=1+\frac{a}{a+u}\left[1-\frac{4 h}{\pi} \frac{K\left(k_{0}\right)}{l_{0}}\right]+$
$+\left(\frac{a}{a+u}\right)^{2}\left[1-\frac{4 h}{\pi} \frac{K\left(k_{0}\right)}{l_{0}}\right]^{2}+\ldots .+$
$+\left(\frac{a}{a+u}\right)^{n}\left[1-\frac{4 h}{\pi} \frac{K\left(k_{0}\right)}{l_{0}}\right]^{n}$
where $K\left(k_{0}\right)$ is the elliptic integral of the first kind defined by:
$K\left(k_{0}\right)=\int_{0}^{\pi / 2} \frac{d \alpha}{\left(1-k_{0}^{2} \cos ^{2} \alpha\right)^{1 / 2}}$
$l_{0}^{2}=(a+u)^{2}+4 h^{2}, \quad k_{0}^{2}=\frac{4 a u}{l_{0}^{2}}$
The sum of infinite geometric series converges to the solution as $n \rightarrow \infty$, giving:
$f(u)=\left[1-\frac{a}{a+u}\left(1-\frac{2}{\pi} \frac{K\left(k_{0}\right)}{l_{0} / 2 h}\right)\right]^{-1} \quad|u| \leq a$
The range of convergence is given by inequality:
$\frac{2}{\pi} K\left(k_{0}\right)<\left(2+\frac{u}{a}\right) \frac{l_{0}}{2 h} \quad|u| \leq a$
and is satisfied for all of $u$ and $a / h$.
For $h \rightarrow \infty,(2 / \pi) K\left(k_{0}\right) \rightarrow 1$ and $l_{0} / 2 h \rightarrow 1$, while for $h \rightarrow 0$, we have the logarithmic singularity of $K\left(k_{0}\right)$ for $u=a$ :
$K\left(k_{0}\right) \sim \ln \frac{1}{1-\frac{2 \sqrt{a u}}{a+u}}$
But $h K\left(k_{0}\right) / l_{0}$ tends to zero as $a / h \rightarrow \infty$.
Thus we have the values:
$f\left(\frac{a}{h}\right)=2\left[1+\frac{2}{\pi} \frac{1}{\sqrt{1+\delta^{2}}} K\left(\frac{\delta}{\sqrt{1+\delta^{2}}}\right)\right]^{-1}$
$f(0)=\sqrt{1+\frac{\delta^{2}}{4}}, \quad \delta=\frac{a}{h}$
The values of $f(a / h)$ changes from 1 to 2 for all of $a / h$ and $f(u)$ is given explicitly by Eq. (43).

## 7. FIELD INTENSITY FACTORS

The electric displacement, magnetic induction and shear stress outside of the crack surface can be expressed by:

$$
\left\{\begin{array}{l}
D_{y}(x, h \pm)  \tag{47}\\
B_{y}(x, h \pm)
\end{array}\right\}=-\frac{2}{\pi}\left\{\begin{array}{l}
D-d_{0} \\
B-b_{0}
\end{array} \int_{0}^{a} f(u) u d u \int_{0}^{\infty} s J_{0}(s u)\left(1-e^{-2 s h}\right) \cos s x\right) d s
$$

$\tau_{z y}(x, h \pm)=-\frac{2}{\pi} \tau_{0} \int_{0}^{a} f(u) u d u \int_{0}^{\infty} s J_{0}(s u)\left(1-e^{-2 s h}\right) \cos (s x) d s$
Using the integral:
$\int_{0}^{\infty} e^{-2 s h} \sin (s x) J_{0}(s u) d s=\frac{\eta}{x\left(\xi^{2}+\eta^{2}\right)}$
$u^{2}=x^{2}\left(1+\xi^{2}\right)\left(1-\eta^{2}\right) \quad 2 h=x \xi \eta, \quad x \xi>0, \quad \eta>0$
equations (47) may be written as:
$\left.\left\{\begin{array}{l}D_{y}(x, h \pm) \\ B_{y}(x, h \pm)\end{array}\right\}=-\frac{2}{\pi}\left\{\begin{array}{l}D-d_{0} \\ B-b_{0}\end{array}\right\} \frac{d}{d x} \int_{0}^{a} f(u) u d u \frac{|x|}{x \sqrt{x^{2}-u^{2}}}-\frac{\eta}{x\left(\xi^{2}+\eta^{2}\right)}\right]$
$\tau_{z y}(x, h \pm)=-\frac{2}{\pi} \tau_{0} \frac{d}{d x} \int_{0}^{a} f(u) u d u\left[\frac{|x|}{x \sqrt{x^{2}-u^{2}}}-\frac{\eta}{x\left(\xi^{2}+\eta^{2}\right)}\right]$
The singular terms of these quantities $\left(|x| \rightarrow a^{+}\right)$are included in the first term in Eq. (49). Since the singular field near the crack tip exhibits the inverse square-root singularity we define the stress, electric displacement and magnetic induction intensity factors as follows:
$\left\{\begin{array}{l}K_{\tau} \\ K_{D} \\ K_{B}\end{array}\right\}=\lim _{|x| \rightarrow a^{+}} \sqrt{2(|x|-a)}\left\{\begin{array}{l}\tau_{z y} \\ D_{y} \\ B_{y}\end{array}\right\}$
The intensity factors are obtained as:
$K_{w}=\frac{1}{\tilde{c}_{44}}\left(K_{\tau}+\alpha K_{D}+\beta K_{B}\right)$
$K_{\phi}=\alpha K_{w}+e_{1} K_{D}+e_{2} K_{B}$
$K_{\psi}=\beta K_{w}+e_{2} K_{D}+e_{3} K_{B}$
$K_{\tau}=\frac{2}{\pi} \tau_{0} f(a) \sqrt{a}$
$K_{D}=\frac{2}{\pi}\left(D-d_{0}\right) f(a) \sqrt{a}$
$K_{B}=\frac{2}{\pi}\left(B-b_{0}\right) f(a) \sqrt{a}$
The jumps of displacement, electric potential and magnetic potential of the crack surfaces can be expressed as:
$[|w|]=\frac{4}{\pi} \frac{\tau_{0}+\left(D-d_{0}\right) \alpha+\left(B-b_{0}\right) \beta}{\tilde{c}_{44}} \int_{x}^{a} \frac{f(u) u d u}{\sqrt{u^{2}-x^{2}}}$
$[\phi]=\frac{4}{\pi}\left[\frac{\left.\alpha_{0}+\left(D-d_{0}\right) \alpha+\left(B-b_{0}\right) \beta\right]}{\tilde{c}_{44}}+e_{1}\left(D-d_{0}\right)+e_{2}\left(B-b_{0}\right)\right]_{v}^{a} \int_{v} \frac{f(u) u d u}{\sqrt{u^{2}-x^{2}}}$
$[\psi \psi]=\frac{4}{\pi}\left[\frac{\left.\beta \tau_{0}+\left(D-d_{0}\right) \alpha+\left(B-b_{0}\right) \beta\right]}{\tilde{c}_{44}}+e_{2}\left(D-d_{0}\right)+e_{3}\left(B-b_{0}\right)\right]_{\sqrt{ }}^{a} \frac{f(u) u d u}{\sqrt{u^{2}-x^{2}}}$
Substituting Eqs (52) into Eqs (25) and differentiating both obtained equations with respect to $x$ and using the following rule of differentiation under integral sign:
$\frac{d}{d x} \int_{x}^{a} \frac{f(u) d u}{\sqrt{u^{2}-x^{2}}}=-\frac{x f(a)}{a \sqrt{a^{2}-x^{2}}}+x \int_{x}^{a} \frac{d}{d u}\left(\frac{f(u)}{u}\right) \frac{d u}{\sqrt{u^{2}-x^{2}}}$
equations (25) may be converted to two equations in which singular terms at $x \rightarrow a-0$, appear. For the singularity to vanish at $x \rightarrow a-0$, it must be true that:
$d_{0}=-\varepsilon_{0} f(a)\left[\frac{\alpha}{\tilde{c}_{44}}\left[\tau_{0}+\left(D-d_{0}\right) \alpha+\left(B-b_{0}\right) \beta\right]+e_{1}\left(D-d_{0}\right)+e_{2}\left(B-b_{0}\right)\right.$
$b_{0}=-\mu_{0} f(a)\left[\frac{\beta}{\tilde{c}_{44}}\left[\tau_{0}+\left(D-d_{0}\right) \alpha+\left(B-b_{0}\right) \beta\right]+e_{2}\left(D-d_{0}\right)+e_{3}\left(B-b_{0}\right)\right]$
where:
$\varepsilon_{0}=\frac{2}{\pi} \frac{a}{\delta_{0}} \varepsilon_{c}, \quad \mu_{0}=\frac{2}{\pi} \frac{a}{\delta_{0}} \mu_{c}$
Thus:

$$
\begin{align*}
& D-d_{0}=\left\{D\left[1-\mu_{0} f\left(\frac{\beta^{2}}{\tilde{c}_{44}}+e_{3}\right)\right]+B \varepsilon_{0} f\left(\frac{\alpha \beta}{\tilde{c}_{44}}+e_{2}\right)+\right. \\
&\left.+\frac{\tau_{0} \varepsilon_{0}}{\tilde{c}_{44}} f\left[\alpha+\mu_{0} e_{15}\left(e_{1} e_{3}-e_{2}^{2}\right) f\right]\right\} \times \\
& \times\left\{1-f\left[\varepsilon_{0}\left(\frac{\alpha^{2}}{\tilde{c}_{44}}+e_{1}\right)+\mu_{0}\left(\frac{\beta^{2}}{\tilde{c}_{44}}+e_{3}\right)-\varepsilon_{0} \mu_{0} \frac{c_{44}}{\tilde{c}_{44}}\left(e_{1} e_{3}-e_{2}^{2}\right)\right]\right\}^{-1} \\
& B-b_{0}=\left\{D \mu_{0} f\left(\frac{\alpha \beta}{\tilde{c}_{44}}+e_{2}\right)+B\left[1-\varepsilon_{0} f\left(\frac{\alpha^{2}}{\tilde{c}_{44}}+e_{1}\right)\right]+\right.  \tag{56}\\
&\left.+\frac{\tau_{0} \mu_{0}}{\tilde{c}_{44}} f\left[\beta+\varepsilon_{0} q_{15}\left(e_{1} e_{3}-e_{2}^{2}\right) f\right]\right\} \times \times \\
& \times\left\{1-f\left[\varepsilon_{0}\left(\frac{\alpha^{2}}{\tilde{c}_{44}}+e_{1}\right)+\mu_{0}\left(\frac{\beta^{2}}{\tilde{c}_{44}}+e_{3}\right)-\varepsilon_{0} \mu_{0} \frac{c_{44}}{\tilde{c}_{44}}\left(e_{1} e_{3}-e_{2}^{2}\right)\right]\right\}
\end{align*}
$$

where $f=f(a / h)$.
The electric and magnetic intensity factors are obtained by substitution of Eqs (56) into Eqs (51).

Furthermore we consider the behaviour of the jumps of the displacement, electric and magnetic potentials and define the following intensity factors:
$\left\{\begin{array}{l}K_{w} \\ K_{\phi} \\ K_{\psi}\end{array}\right\}=\lim _{|x| \rightarrow a^{-}} \frac{1}{2 \sqrt{2(a-|x|)}}\left\{\begin{array}{l}{[|w|} \\ {[|\phi|]} \\ {[|\psi|]}\end{array}\right\}$
In view of the results in Eq. (52), we have:
$K_{w}=\frac{1}{\tilde{c}_{44}}\left(K_{\tau}+\alpha K_{D}+\beta K_{B}\right)$
$K_{\phi}=\alpha K_{w}+e_{1} K_{D}+e_{2} K_{B}$
$K_{\psi}=\beta K_{w}+e_{2} K_{D}+e_{3} K_{B}$
These field intensity factors satisfy the constitutive equations:
$\left[K_{w}, K_{\phi}, K_{\psi}\right]^{T}=\mathbf{C}^{-1}\left[K_{\tau}, K_{D}, K_{B}\right]^{T}$
The energy release rate is derived in the following in similar manner to proposed by Pak (1990).

The energy release rate of the crack-tip is obtained from the following integral:

$$
\begin{array}{r}
G=\frac{1}{2} \lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{0}^{\delta}\left\{\tau_{y z}(r+a, 0)[|w|](r+a-\delta)+\right. \\
D_{y}(r+a, 0)[|\phi|](r+a-\delta)+  \tag{60}\\
\left.B_{y}(r+a, 0)[|\psi|](r+a-\delta)\right\} d r
\end{array}
$$

where $[|w|],[|\phi|]$ and $[|\psi|]$ are the jumps of displacement, electric potential and magnetic potential field intensity factors given by Eqs. (52).

The energy release rate is defined as:

$$
\begin{equation*}
G=\frac{1}{2}\left(K_{\tau} K_{w}+K_{D} K_{\phi}+K_{B} K_{\psi}\right) \tag{61}
\end{equation*}
$$

or :

$$
\begin{align*}
G & =\frac{2}{\pi^{2}} f^{2}(a) a \frac{1}{\tilde{c}_{44}}\left[\varepsilon_{11} \mu_{11}-d_{11}^{2}\right. \\
& \left.-\left(c_{44} \mu_{11}+q_{15}^{2}\right)\left(D-d_{0}\right)^{2}-\left(c_{44} \varepsilon_{11}+e_{15}^{2}\right)\left(B-d_{11}^{2}\right)\right)_{0}^{2}+ \\
& +2\left(e_{15} \mu_{11}-q_{15} d_{11}\right) \tau_{0}\left(D-d_{0}\right)+  \tag{62}\\
& +2\left(q_{15} \varepsilon_{11}-e_{15} d_{11}\right) \tau_{0}\left(B-b_{0}\right)+ \\
& \left.+2\left(c_{44} d_{11}+e_{15} q_{15}\right)\left(D-d_{0}\right)\left(B-b_{0}\right)\right]
\end{align*}
$$

## 8. SOLUTIONS BASED ON IDEAL CRACK-FACE BOUNDARY CONDITIONS

When the crack is one of four ideal crack models: mag-neto-electrically permeable, magneto-electrically impermeable, magnetically permeable and electrically impermeable, magnetically impermeable and electrically permeable are the limiting cases of the magneto-electrically dielectric crack model.

- fully impermeable case: $\varepsilon_{0} \rightarrow 0$ and $\mu_{0} \rightarrow 0, D-d_{0} \rightarrow$ $D, B-b_{0} \rightarrow B$ and the intensity factors are given by:
$K_{w}^{\text {imp.inp. }}=\frac{2}{\pi} \frac{f(a) \sqrt{a}}{\widetilde{c}_{44}}\left(\tau_{0}+D \alpha+B \beta\right)$
$K_{\tau}^{\text {inp.imp. }}=\frac{2}{\pi} f(a) \sqrt{a} \tau_{0}$
$K_{D}^{\text {inp.inp. }}=\frac{2}{\pi} f(a) \sqrt{a} D$
$K_{B}^{\text {imp.inp. }}=\frac{2}{\pi} f(a) \sqrt{a} B$
$K_{\phi}^{i m p . i n p .}=\alpha K_{w}^{\text {inp.imp. }}+e_{1} K_{D}^{\text {imp.inp. }}+e_{2} K_{B}^{\text {imp.inp. }}$
$K_{\psi}^{i m p . i m p .}=\beta K_{w}^{\text {imp.imp. }}+e_{2} K_{D}^{\text {imp.imp. }}+e_{3} K_{B}^{\text {imp.imp. }}$
Equations (63) indicate that $K_{\tau}, K_{D}$ and $K_{B}$ are independent on the material constants, while $K_{w}, K_{\phi}$ and $K_{\psi}$, depend. Since $f(a)$ depend on the parameter of location
of the crack(the thickness $h$ ), strictly speaking on $h / a$, these quantities depend on this location.
- full permeable case: $\varepsilon_{0} \rightarrow 0$ and $\mu_{0} \rightarrow 0$

Then:
$D-d_{0}=\frac{e_{15} \tau_{0}}{c_{44}}, \quad B-b_{0}=\frac{q_{15} \tau_{0}}{c_{44}}$
And:
$K_{w}^{\text {per.per. }}=\frac{2}{\pi} \frac{f(a) \sqrt{a}}{c_{44}} \tau_{0}$
$K_{\tau}^{\text {per.per. }}=\frac{2}{\pi} f(a) \sqrt{a} \tau_{0}$
$K_{D}^{\text {per.per. }}=e_{15} K_{w}^{\text {per.per. }}$
$K_{B}^{\text {per. } . \text { per. } .}=q_{15} K_{w}^{\text {per. } \mathrm{per} .}$
$K_{\phi}^{\text {per. per. }}=0$
$K_{\psi}^{\text {per. } p e r .}=0$
The energy release rate is:
$G=\frac{2}{\pi^{2}} \frac{\tau_{0}^{2} a f^{2}(a)}{c_{44}}$

- electrically impermeable and magnetically permeable:
$\varepsilon_{0} \rightarrow 0$ and $\mu_{0} \rightarrow 0, D-d_{0} \rightarrow D, d_{0} \rightarrow 0$
$K_{D}^{i m p . p e r}=K_{D}^{\text {imp.imp. }}$
$B-b_{0}=\left[D\left(\frac{\alpha \beta}{\tilde{c}_{44}}+e_{2}\right) f(a)+\frac{\tau_{0} \beta}{\tilde{c}_{44}}\right]\left[1+\left(\frac{\beta^{2}}{\tilde{c}_{44}}+e_{3}\right) f\right]^{-1}$
$K_{B}^{\text {imp.per. }}=\frac{2}{\pi} f(a) \sqrt{a}\left(B-b_{0}\right)$
$K_{w}^{\text {imp.per. }}=\frac{2}{\pi} f(a) \sqrt{a} \frac{\tau_{0}+D \alpha}{\tilde{c}_{44}}+\beta K_{B}^{\text {imp.per. }}$
The solutions for the electrically impermeable and magnetically permeable crack are independent of the applied magnetic field.
- electrically permeable and magnetically impermeable:
$\varepsilon_{0} \rightarrow 0$ and $\mu_{0} \rightarrow 0, B-b_{0} \rightarrow B, b_{0} \rightarrow 0$
$K_{B}^{\text {per.imp. }}=K_{B}^{\text {imp.imp. }}$
$D-d_{0}=\left[\frac{\tau_{0} \alpha}{\tilde{c}_{44}}+B\left(e_{2}+\frac{\alpha \beta}{\tilde{c}_{44}}\right) f(a)\right]\left[1+\left(e_{1}+\frac{\alpha^{2}}{\tilde{c}_{44}}\right) f(a)\right]^{-1}$
$K_{D}^{\text {per.imp. }}=\frac{2}{\pi} f(a) \sqrt{a}\left(D-d_{0}\right)$
$K_{w}^{\text {per.imp }}=\frac{2}{\pi} f(a) \sqrt{a} \frac{\tau_{0}+B \beta}{\tilde{c}_{44}}+\alpha K_{D}^{\text {per.imp. }}$
The solution for the electrically permeable and magnetically impermeable crack are independent of the applied
electric displacement.
In practical applications the following cases appear:
- Let $\varepsilon_{0}$ tends to infinity and $\mu_{0}$ is finite Then:

$$
\begin{align*}
& K_{D}^{\text {perm. } \mu_{c}}=K_{D}^{\text {per.imp. }}\left(1-f_{1}(\bar{\mu})\right)+K_{D}^{\text {per.per. }} f_{1}(\bar{\mu})  \tag{69}\\
& K_{B}^{\text {perm. } \mu_{c}}=K_{B}^{\text {imp.imp. }}\left(1-f_{1}(\bar{\mu})\right)+K_{B}^{\text {per.per. }} f_{1}(\bar{\mu})
\end{align*}
$$

where:

$$
\begin{equation*}
f_{1}(\bar{\mu})=\frac{1}{1+\bar{\mu}}, \quad \bar{\mu}=\frac{\pi}{2} \frac{\mu_{11}}{\mu_{c}} \frac{\delta_{0}}{a} \frac{1}{f(a)}\left(1+\frac{q_{15}^{2}}{\mu_{11} c_{44}}\right) \tag{70}
\end{equation*}
$$

- Let $\mu_{0}$ tends to infinity and $\varepsilon_{0}$ is finite Then:
$K_{D}^{\varepsilon_{c} \text { perr. }}=K_{D}^{\text {imp.imp. }}\left(1-f_{2}(\bar{\varepsilon})\right)+K_{D}^{\text {per.per. }} f_{2}(\bar{\varepsilon})$
$K_{B}^{\varepsilon_{c} \text { perm. }}=K_{B}^{\text {imp.per. }}\left(1-f_{2}(\bar{\varepsilon})\right)+K_{B}^{\text {per.per. }} f_{2}(\bar{\varepsilon})$
where:
$f_{2}(\bar{\varepsilon})=\frac{1}{1+\bar{\varepsilon}}, \quad \bar{\varepsilon}=\frac{\pi}{2} \frac{\varepsilon_{11}}{\varepsilon_{c}} \frac{\delta_{0}}{a} \frac{1}{f(a)}\left(1+\frac{e_{15}^{2}}{\varepsilon_{11} c_{44}}\right)$
In above equations the notation $K^{\text {perimp }}$ denotes the intensity factors (51) and (58) for electrically permeable and magnetically impermeable crack boundary conditions i.e. for the values (68). Similarly $K^{\text {imp.per. }}$ are defined by Eqs (51) or (58) and (67).

The functions of permittivity $\varepsilon_{c}$ and permeability $\mu_{c}$ approaches zero as $\varepsilon_{c}$ and $\mu_{c}$ tends to zero and are unity as $\varepsilon_{c}$ and $\mu_{c}$ tends to infinity.

The solution perfectly matches the exact solution in both limiting cases, namely permeable and/or impermeable electric and/or magnetic boundary conditions.

## 9. RESULT AND DISCUSSION



Fig. 2 Variation of $f(a / h)$ versus ratio of $a / h$; stress, electric displacement and magnetic induction intensity factors are proportional to $f(a / h)$ since: $f(a / h)=K_{\tau} / \tau_{0} \sqrt{a}(2 /$ $\pi)=K_{B} / B \sqrt{a}(2 / \pi)$ in fully impermeable case

The electric and magnetic response, in fully impermeable case, is proportional to the applied electric and magnetic load, respectively, and is independent on the mechanical loads, as Eq. (63) implies. Similarly is for stress inten-
sity factor. The intensity factors of stress, electric displacement and magnetic induction, therefore, are just a function of the geometry of the cracked PEMO-elastic half-space as shown in Fig. 2.

From the Fig. 2 we can see that the SIF, EDIF and MIIF increase with $a / h$. For small values of $a / h$ these quantities grow at an approximately constant rate with increasing $a / h$. For very large $a / h$ (the crack near the boundary of a half-space) $f(a / h)$ increases slowly tending to 2 .

## 10. CONCLUSIONS

From analytical and numerical results, several conclusions can be formulated:

- The electric displacement intensity factor is independent of the applied magnetic field in the special case of electrically impermeable and magnetically permeable crack;
- The magnetic induction intensity factor is independent of the applied electric displacement in the special case of electrically permeable and magnetically impermeable crack;
- Applications of electric and magnetic fields do not alter the stress intensity factors;
- The analytical solution (43) is new to the author' best knowledge. Accordingly, the behaviour of a crack which lies near of the boundary of the medium may be investigated exactly;
- Note that the plane $x=0$ is a plane of symmetry ( $\tau_{x z}=0, D_{x}=0$ and $B_{x}=0$ on this plane). In consequence the solutions are valid for quarter-plane with edge crack of length $a$.
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#### Abstract

This paper considers cylindrical bending of the plate containing a crack parallel to plate's faces. The analytical model of the problem is obtained using the improved theory of plates bending, which considers transverse deformation of the plate. Received analytical results are compared with the numerical data of the boundary element approach, which is modified to suit the considered contact problem. The results of analytical and numerical techniques are in a good agreement both for the isotropic and anisotropic plates.


## 1. INTRODUCTION

The problem of analysis of thin plates weakened by cracks is especially important in the case of composite materials, due to the possibility of interlayer delaminating. However, crack growth parallel to the median surface of plate is less dangerous than the perpendicular crack growth, the problem of analysis of such element is still actual. This problem is studied in the monographs by Panasyuk et al., (1975), Marchuk and Homyak (2003), Serensen and Zaytsev (1982), Cherepanov (1983), etc. Some of the problems for edge cracks are solved by numerical methods. One can see them in the well-known handbook edited by Murakami (1987). In the study of Gnuni and Yegnazarian (2002) stability and bending problems of thin plates containing internal cracks are examined under the classical bending theory conditions. In the present work, the problem of cylindrical bending of plate with internal crack is solved basing on the equations of the improved theory of the middle thickness plate bending (Shvabyuk, 1974). The influence of transversal anisotropy and length of the crack on stress and displacement of the plate is studied.

## 2. STATEMENT OF THE PROBLEM. BOUNDARY CONDITIONS

Cylindrical bending of the plate of a thickness $2 h$ is considered. The plate is hinge-supported on the edges $x=\mp a$. The plate is weakened by a symmetric tunnel internal crack (at $-l \leq x \leq l$ ), which is placed at the depth of $z=h-h_{0}$ parallel to the median surface (Fig. 1).

The plate is bended with the uniform load $q$, which is applied at the outer surface $z=-h$. To solve the stated problem one can utilize the technique (Gnuni and Yegnazarian, 2002), according to which the plate is formally
decomposed into two domains with different bending rigidities: the domain containing a crack, which cylindrical rigidity equals the algebraic sum of rigidities of the upper and lower plate elements:
$D_{1}=D_{1}^{-}+D_{1}^{+}=\delta D$
$\left(\delta=1-3 \beta+3 \beta^{2}, \beta=h_{0} / 2 h\right)$;
and a domain without a crack, which cylindrical rigidity (1) equals $D_{2}=D=2 E h^{3} / 3\left(1-v^{2}\right)$. Thus, $D_{1}^{+}=\tilde{E}(2 h-$ $\left.h_{0}\right)^{3} / 12=(1-\beta)^{3} D$ is a rigidity of the upper plate part over the crack; and $D_{1}^{-}=\beta^{3} D$ is a rigidity of the lower plate part under the crack; $\widetilde{E}=E /(1-v)^{2} ; E$ is an elasticity modulus; $v$ is a Poisson ratio.


Fig. 1. Scheme of plate loading

It should be noted that the used technique can be applied in cases, when the plate model does not take into account the transverse compression, i.e. when vertical displacements do not depend on the transverse coordinate $z$. Within
this technique it is impossible to determine the real normal stress $\sigma_{x}$, which act in the upper and lower parts of the plate over and under the crack, respectively. Therefore, henceforward (with the use of equations (1), (2)) a model of plates of medium thickness (Shvabyuk, 1974), which utilize the improved equations of bending, is used. Corresponding equations for the vertical displacement $W(x, z)$ and normal stress $\sigma_{x}$ allow studying the stress-strain state more precisely and satisfy the boundary conditions for each part of the plate both on the domains' interface and on the faces of the plate.

Assume that the contact pressure $p$, which acts on the crack faces is constant along the whole crack and such that it can be obtained using the displacement of the middle surface $w_{l}$ of the lower part of the plate under the crack by classic formula for deflection under cylindrical bending: $p=D_{1}^{-} w_{l}^{\mathrm{IV}}$. For the upper part of the plate and for the whole cracked domain this equation can be written through corresponding displacements $w_{u}$ and $w$ in the following form: $q-p=D_{1}^{+} w_{u}^{\mathrm{IV}}$ and $q=\left(D_{1}^{+}+D_{1}^{-}\right) w^{\mathrm{IV}}=\delta D w^{\mathrm{IV}}$. Neglecting on this stage of the transversal compression ( $w_{l}=w_{u}=w$ ) one can obtain an approximate equation for contact pressure $p$ on the crack faces:

$$
\begin{equation*}
p=\frac{D_{1}^{-} q}{D_{1}^{+}+D_{1}^{-}}=\frac{\beta^{3} q}{1-3 \beta+3 \beta^{2}} . \tag{2}
\end{equation*}
$$

Taking into account that $\sigma_{z}=-p$ and substituting $\beta=1 / 2(1-z / h)$ in the equation (2) one can obtain expression for contact stress $\sigma_{Z}$ as a function of transversal coordinate $z$ :
$\sigma_{z}=\frac{q}{2} \frac{(z / h-1)^{3}}{\left(1+3 z^{2} / h^{2}\right)}$.
For estimation of stress-strain state of the plate, equations of improved model of transtropic (transversallyisotropic) plates (Shvabyuk, 1974), which take into account both the transverse shear and transverse compression, are used:
$D_{i} w_{i}{ }^{\mathrm{IV}}=q_{i 2}-\varepsilon_{1} h_{i}^{2} q_{i 2}^{\mathrm{II}}-\varepsilon_{2} h_{i}^{4} q_{i 2}^{\mathrm{IV}}$,
$K_{i}^{\prime} w_{i \tau}^{\mathrm{II}}=-q_{i 2}, \quad E u_{i}^{\mathrm{II}}=-v^{\prime \prime}(1+v) q_{i 1}^{\mathrm{I}}$,
where: $D_{i}=D=I \tilde{E}, I=2 h^{3} / 3, K^{\prime}=4 G^{\prime} h / 3, q_{i 2}=q^{-}$, $q_{i 1}=-0,5 q^{-}, u_{i}, w_{i}, w_{i \tau}, h_{i}=u, w, w_{\tau}, h$ for the domain $|x|>l ; \quad u_{i}, \quad w_{i}, w_{i \tau}=u_{u}, \quad w_{u}, w_{u \tau} ; \quad q_{i 1}=q_{u 1}=$ $\left(\sigma_{Z}\left(h-h_{0}\right)-q^{-}\right) / 2=-\left(p+q^{-}\right) / 2 ; \quad q_{i 2}=q_{u 2}=q^{-}+$ $\sigma_{Z}\left(h-h_{0}\right) \equiv q^{-}-p=q\left(1-\left(\beta^{3} /\left(1-3 \beta+3 \beta^{2}\right)\right)\right)$; $\beta=h_{0} / 2 h ; \quad D_{i}=D_{1}^{+}=I_{1}^{+} \tilde{E} ; \quad I_{1}^{+}=2 h(1-\beta)^{3} / 3 ;$ $h_{1}=h_{1}^{+}=(1-\beta) \quad$ or $\quad D_{i}=D_{1}^{-}=I_{1}^{-} \tilde{E}, \quad I_{1}^{+}=h_{0}^{3} / 12$; $K_{l}^{\prime}=2 G^{\prime} h_{0} / 3 ; \quad q_{i 1}=q_{l 1}=-0,5 p ; \quad q_{i 2}=q_{l 2}=$ $q \beta^{3} /\left(1-3 \beta+3 \beta^{2}\right) ; u_{i}, w_{i}, w_{i \tau}, h_{i}=u_{l}, w_{l}, w_{l \tau}, h_{0} / 2$ for the domain $|x| \leq l ; \quad \varepsilon_{2}=1 / 20(1-\alpha) \tilde{E} / E^{\prime}, \quad \tilde{E}=$ $E /\left(1-v^{2}\right) ; \alpha=0,5 v^{\prime \prime} G^{\prime} / G ; E, E^{\prime}, G^{\prime}, v^{\prime \prime}$ are elastic moduli and Poisson ratio of plate material in the longitudinal and transverse (with primes) directions; $q^{-}=q$ is a distributed load applied to the upper surface of the plate $(z=-h) ; u$ is a horizontal displacement of the median surface of the plate; $w, w_{\tau}$ are total and shear components of vertical displacement of plat median surface; Roman
numeral superscripts of $w, w_{\tau}, u$ and $q_{1}, q_{2}$ denote the order of derivative by the variable $x$; subscripts " $u$ " and " 1 " denote respectively upper and lower parts of the plate at the cracked domain; $2 h$ is a height of cross-section of the plate; $h_{0}$ is a thickness of the plate part which is under the crack. Further, the case of $q^{+}=0$ is considered.

Expressions for stresses $\sigma_{x}, \sigma_{z}$ and displacements $U(x, z), W(x, z)$ of the plate outside the cracked domain, according to this model are as follows (Shvabyuk, 1974):

$$
\begin{align*}
& \sigma_{x}=\frac{N_{x}}{2 h}+\frac{M_{x}}{I} z \\
& +\frac{z\left(z^{2}-0.6 h^{2}\right)}{3 I(1-v)}\left(\frac{G}{G^{\prime}}-v^{\prime \prime}\right)\left(q_{2}-0.5 q_{2}^{\prime \prime} h^{2} \frac{G^{\prime}}{E^{\prime}}\right) \\
& \sigma_{z}=q_{1}+\frac{1}{4}\left(3 \frac{z}{h}-\frac{z^{3}}{h^{3}}\right) \cdot q_{2} \\
& q_{1}=\frac{1}{2}\left(q^{+}-q^{-}\right), \quad q_{2}=\left(q^{+}+q^{-}\right)  \tag{5}\\
& U(x, z)=u(x) \\
& -z\left(\frac{d w}{d x}-\frac{d w_{\tau}}{d x}\left(1-(1-\alpha) \frac{z^{2}}{3 h^{2}}\right)\right)+\frac{(1-\alpha)}{8 E^{\prime} h} \frac{d q_{2}}{d x} z^{3}
\end{align*}
$$

$$
W(x, z)=w(x)
$$

$$
+2 \alpha_{0} z \cdot \frac{q_{1}}{E^{\prime}}+A^{\prime} \cdot \frac{d^{2} w}{d x^{2}} \cdot \frac{z^{2}}{2}+\frac{\alpha_{0} \cdot q_{2}}{8 E^{\prime} h} \cdot B(z),
$$

where: $B(z)=6 A_{2} z^{2}-A_{3} \frac{z^{4}}{h^{2}} ; \quad A^{\prime}=\frac{v^{\prime \prime}}{(1-v)}$;
$\alpha_{0}=0.5-v^{\prime} \cdot A^{\prime}, \quad \tilde{w}=w+1.5 \varepsilon_{2} q_{2} h / \tilde{E}, \quad A_{2}=1+\frac{A^{\prime} E^{\prime}}{2 \alpha_{0} G^{\prime}} ;$
$A_{3}=A_{2}-\frac{v^{\prime \prime} A^{\prime} E^{\prime}}{4 \alpha_{0} G} ; M_{x}=\int_{-h}^{h} z \sigma_{x} d z=-D \frac{d^{2} \tilde{w}}{d x^{2}}-\varepsilon_{1} h^{2} q_{2}$,
$Q_{x}=K^{\prime} \frac{d w_{\tau}}{d x}, N_{x}=\int_{-h}^{h} \sigma_{x} d z=2 \tilde{E} h \frac{d u}{d x}+2 A^{\prime} h q_{1}$
are a bending moment, transverse and longitudinal forces in the plate; $u$ is a tangential displacement of median surface of the plate.

The system of equations (4) is solved separately for each domain of the plate. Herewith, the corresponding boundary conditions are satisfied joining the solutions for each section, and the conditions of problem symmetry are taken into account.

In particular, for the domain $|x|>l$ the following relations hold:
$w=C_{0}+C_{2} x^{2}+q x^{4} /(24 D) ;$
$w_{\tau}=C_{\tau}-q x^{2} /\left(2 K^{\prime}\right) ; u=v^{\prime \prime}(1+v) q x /(2 E)+R_{0}$
For the domain $|x| \leq l$, if it concerns the lower part of the plate under the crack, which face is loaded with
the normal stress $\sigma_{Z}\left(h-h_{0}\right)=-q \beta^{3} /\left(1-3 \beta+3 \beta^{2}\right)$, the displacement (3) are as follows:
$w_{l}=C_{l 0}+C_{l 2} x^{2}+q_{l 2} x^{4} /\left(24 D_{1}^{-}\right) ;$
$w_{l \tau}=C_{l \tau}-q_{l 2} x^{2} /\left(2 K_{l}^{\prime}\right) ; u_{l}=R_{1} x+R_{l 0}$
Here constants $C_{0}, C_{2}, C_{\tau}, R_{0}, C_{l 0}, C_{l 2}, C_{l \tau}, R_{1}, R_{l 0}$ are obtained using the boundary conditions on the edge $x=a$ of the plate:
$w(a)=M_{x}(a)=N_{x}(a)=0 ; Q_{x}(a)=-q a$
and joining the solutions on the cracked domain boundary $x=l$ for upper and lower parts of the plate, which are studied as separate objects, loaded (except external loading) with additional surface contact pressure $p$ in the cracked domain. For example, for the lower part of the plate:

$$
\begin{align*}
& w_{l}(l)=W\left(l, h-h_{0} / 2\right) ; u_{l}(l)=U\left(l, h-h_{0} / 2\right) ; \\
& \sigma_{x}^{-}\left(l, h_{0} / 2\right)=\sigma_{x}(l, h) ; N_{x}^{-}(l)=\int_{h-h_{0}}^{h} \sigma_{x} d z, \tag{9}
\end{align*}
$$

where:
$\sigma_{x}^{-}\left(x, z^{-}\right)=\frac{N_{x}^{-}}{h_{0}}+\frac{M_{x}^{-}}{I^{-}} z^{-}$
$+\frac{z^{-}\left(\left(z^{-}\right)^{2}-0.15 h_{0}^{2}\right)}{3 I^{-}(1-v)}\left(\frac{G}{G^{\prime}}-v^{\prime \prime}\right)\left(q_{l 2}-0.125 q_{l 2}^{\prime \prime} h_{0}^{2} \frac{G^{\prime}}{E^{\prime}}\right) ;$
$N_{x}^{-}=h_{0} \tilde{E} u_{l}^{\prime}+h_{0} A^{\prime} q_{l 1} ; M_{x}^{-}=-D_{1}^{-} \tilde{w}_{l}^{\prime \prime}-0.25 \varepsilon_{1} h_{0}^{2} q_{l 2} ;$
$Q_{x}^{-}(l)=Q_{x}(l)+q_{u 2} l, Q_{x}(l)=-q l ; z^{-}=z-h+h_{0} / 2$
is a thickness coordinate of the lower plate part under the crack.

Satisfying the boundary conditions (5), one can obtain the factors $C_{0}, C_{2}, C_{\tau}$ along with the equations for the bending moment $M_{x}$ and displacements $w$ and $w_{\tau}$ in the uncracked domain:
$C_{0}=5 q a^{4} /(24 D)+q \varepsilon_{1} a^{2} h^{2} /(2 D)$,
$C_{2}=-q a^{2} /(4 D)-q \varepsilon_{1} h^{2} /(2 D)$,
$C_{\tau}=q a^{2}\left(1+2 \varepsilon_{1} h^{2} / a^{2}\right) /\left(2 K^{\prime}\right) ;$
$M_{x}=q\left(a^{2}-x^{2}\right) / 2 ; \quad Q_{x}(x)=-q x ;$
$w=q\left(x^{4}-a^{4}\right) /(24 D)$
$+q a^{2}\left(a^{2}-x^{2}\right)\left(1+2 \varepsilon_{1} h^{2} / a^{2}\right) /(4 D) ;$
$w_{\tau}=q a^{2}\left(1+2 \varepsilon_{1} h^{2} / a^{2}\right) /\left(2 K^{\prime}\right)-q x^{2} /\left(2 K^{\prime}\right)$
Utilizing conditions (6) one receives the rest of unknown factors:

$$
C_{l 0}=W\left(l, h-h_{0} / 2\right)-C_{l 2} l^{2}-q_{l 2} l^{4} /\left(24 D_{1}^{-}\right)
$$

$C_{l 2}=-\left(2 M_{l x}(l)+q_{l 2} l^{2}+0.5 \varepsilon_{1} q_{l 2} h_{0}^{2}\right) /\left(4 D_{1}^{-}\right) ;$
$R_{0}=\left(R_{1}-\frac{A^{\prime} q}{2 \tilde{E}}\right) l+\frac{3}{4} \frac{q l a^{2}}{\tilde{E} h^{2}}\left(\frac{l^{2}}{3 a^{2}}-2 \varepsilon_{1} \frac{h^{2}}{a^{2}}-1\right)+\frac{q l}{4 G^{\prime}} f(\beta)$
$R_{1}=N_{l x}(l) /\left(\tilde{E} h_{0}\right)-A^{\prime} q_{l 1} / \tilde{E} ; \quad C_{l \tau}=-\frac{2 D^{-}}{K_{l}^{\prime}} C_{l 2} ;$
$R_{l 0}=0 ; \quad f(\beta)=(1-\beta)\left[3-(1-\beta)^{2}(1-\alpha)\right] ;$
$W\left(l, h-h_{0} / 2\right)=w(l)$
$+3 v^{\prime \prime}(1+v)(1-\beta)^{2}\left(\frac{l^{2}}{h^{2}}-\frac{a^{2}}{h^{2}}-2 \varepsilon_{1}\right) \frac{q h}{8 E}$
$-\alpha_{0}(1-\beta)\left[8-f_{1}(\beta) A_{2}-\tilde{A}_{2}\right] \frac{q h}{8 E^{\prime}} ;$
$\tilde{A}_{2}=\frac{\left(v^{\prime \prime}\right)^{2}(1-\beta)^{3} E^{\prime}}{2\left(1-v-2 v^{\prime} v^{\prime \prime}\right) G} ;$
$N_{x}^{-}(l)=3 \beta(1-\beta) M_{x}(l) / h-\frac{\left(G / G^{\prime}-v^{\prime \prime}\right) q h}{4(1-v)} f_{2}(\beta) ;$
$M_{x}^{-}(l)=-N_{x}^{-}(l) h_{0} / 6+0.25 M_{x}(l) h_{0}^{2} / h^{2}$
$+0.2 h_{0}^{2}\left(q-q_{l 2}\right)\left(G / G^{\prime}-v^{\prime \prime}\right) / 6(1-v)$;
$\left.f_{1}(\beta)=(1-\beta)\left(5+2 \beta-\beta^{2}\right)\right] ;$
$f_{2}(\beta)=(1-2 \beta)^{2}\left(2 \beta^{2}-2 \beta-0.1\right)+0.1$.

## 3. BASIC EQUATIONS

Thus, proceeding from equations (6) - (8) the resultant forces and bending moment for the part of plate under the crack are as follows:
$N_{x}^{-}(x)=N_{x}^{-}(l) ; \quad Q_{x}^{-}(x)=-q_{l 2} x ;$
$M_{x}^{-}(x)=M_{x}^{-}(l)+\frac{q_{l 2}}{2}\left(l^{2}-x^{2}\right)$
Taking into consideration that the longitudinal forces in the plate parts above the crack and under the crack ( $x \leq l$ ) are equal in magnitude and are opposite in sign $N_{x}^{-}(x)=-N_{x}^{+}(x)$, the value of the boundary bending moment $M_{x}^{+}(l)$ for the upper plate part $x \leq l$ is obtained from the boundary condition of equality of normal stresses on the outer $(z=-h)$ surface of the plate:

$$
\begin{equation*}
\sigma_{x}^{+}(l,-h(1-\beta))=\sigma_{x}(l,-h) \tag{13}
\end{equation*}
$$

Thus,

$$
\begin{align*}
& M_{x}^{+}(l)=-(1-\beta) N_{x}^{-}(l) h / 3+(1-\beta)^{2} M_{x}(l) \\
& +0.4 h^{2}(1-\beta)^{2}\left(q-q_{u 2}\right)\left(\frac{G}{G^{\prime}}-v^{\prime \prime}\right) / 3(1-v) . \tag{14}
\end{align*}
$$

Together these quantities have to satisfy the equation of the moments' balance in the plate at the cracked domain (Fig. 1b):
$M_{x}^{+}(l)+M_{x}^{-}(l)+d N_{x}^{-}(l)=M_{x}(l)$.
Here $d$ is a distance between the points of application of longitudinal forces to the transverse crosscuts of the plate parts; $d=h$ for the linear distribution of the normal stresses $\sigma_{x}$.

It should be noted that the equation of the moments balance (12) includes a term, which takes into account the influence of longitudinal forces and which was not taken into consideration by G.P. Cherepanov in his "general theory of delaminating of the multilayer shells" (Cherepanov, 1983, p. 267). It was explained by the fact that the distance $d$ was considered to be less then the linear size of the crack ( $d \ll l$ ).

At the same time an account of the longitudinal forces $N_{x}^{-}(l)$, acting in the transverse cross-section of the upper and lower plate parts, allow, under the condition of static equilibrium of plate part, which is "cut" along crack plane, and on its extension, to determine the shear (tangent) force, acting at the extension of the crack:
$T(l)=\int_{l}^{a} \tau_{x z}^{0} d x=N_{x}^{-}(l)$.
where $\tau_{x z}^{0}=-3 \beta(1-\beta) Q_{x} / h$ is a "background" stress acting on the horizontal cross-section of the plate without a crack but on its depth.

Approximate value of stress intensity factor (SIF) $K_{\text {II }}$ can be determined by the formula:
$K_{\mathrm{II}}=\tau_{x z}^{0}(l) \sqrt{2 \pi l}=-3 \sqrt{2} \beta(1-\beta) \frac{Q_{x}(l)}{h} \sqrt{\pi l}$.
Maximal $(x=0)$ normal displacements $w_{l}$ (without account of compression), as well as a stress $\sigma_{x}$, that appear on the external and internal surfaces of the lower plate part can be written as follows:

$$
\begin{align*}
& w_{l}=\frac{5 q a^{4}}{24 D}\left[\frac{\left(\theta^{2}+2,4 \varepsilon_{1} \beta^{2} h^{2} / a^{2}\right) \theta^{2}}{1-3 \beta+3 \beta^{2}}\right. \\
& \left.+2.4 \varepsilon_{1}\left(1-\theta^{2}\right) h^{2} / a^{2}+1-\theta^{4}\right] \\
& \sigma_{x}^{-}\left(0, h_{0} / 2\right)=\frac{3}{4} \frac{a^{2}}{h^{2}}\left(1-\frac{1-4 \beta+3 \beta^{2}}{1-3 \beta+3 \beta^{2}} \theta^{2}\right) q  \tag{18}\\
& +\frac{1}{5} \frac{\left(G / G^{\prime}-v^{\prime \prime}\right)}{(1-v)} q \\
& \sigma_{x}^{-}\left(0,-h_{0} / 2\right)=\frac{3}{4} \frac{q a^{2}}{h^{2}}\left[(1-2 \beta)\left(1-\theta^{2}\right)\right. \\
& \left.-\frac{\beta \theta^{2}}{1-3 \beta+3 \beta^{2}}\right]-\frac{1}{4} \frac{\left(G / G^{\prime}-v^{\prime \prime}\right)}{(1-v)} q\left(\frac{1}{\beta} f_{2}(\beta)+\frac{4}{5}\right)
\end{align*}
$$

In the case, when the crack is placed along the median surface of the plate $\left(\beta=0,5 ; h_{0}=h\right)$, edge bending moments $M_{u x}(l), M_{l x}(l)$ and longitudinal force $N_{l x}(l)$, acting at the edges of plate parts in the cracked domain, are expressed through the bending moment $M_{x}(l)$ of the whole plate by the following formulas:
$M_{x}^{-}(l)=M_{x}^{+}(l)=\frac{1}{8} M_{x}(l)+\frac{q h^{2}}{48} \frac{\left(G / G^{\prime}-v^{\prime \prime}\right)}{(1-v)} ;$
$N_{x}^{-}(l)=\frac{3}{4} M_{x}(l) / h-\frac{q h}{40} \frac{\left(G / G^{\prime}-v^{\prime \prime}\right)}{(1-v)}$
Consider an extreme case, when the crack is located on the median surface of a plate. Formulas for maximal normal stresses (in the cross-section $x=0$ ) on the internal and outer surfaces of the plate parts, divided by the crack, take the following form:
$\sigma_{x}(0, \pm h)= \pm \frac{3}{4} \frac{a^{2}}{h^{2}}\left(1+\theta^{2}\right) q \pm \frac{1}{5} \frac{\left(G / G^{\prime}-v^{\prime \prime}\right)}{(1-v)} q$
$\sigma_{x}(0, \mp 0)=\mp \frac{3}{2} \frac{a^{2}}{h^{2}} \theta^{2} q \mp \frac{1}{4} \frac{\left(G / G^{\prime}-v^{\prime \prime}\right)}{(1-v)} q$
where $\theta=l / a$ is relative length of the crack; upper and lower signs of notations " $\pm$ " and " $\overline{\text { " in formulas (17) }}$ correspond to the outer surfaces of the lower and upper parts of the plate, respectively. Stress $\sigma_{x}(0, \mp 0)$ acts on the internal surfaces of the plate parts located under (sign "-") and above (sign " + ") the crack.

Maximal displacement of the median surface of the lower part of the plate can be written in the following form:
$w_{l}=\frac{5 q a^{4}}{24 D}\left[1+3 \theta^{4}-0.3 A^{\prime}\left(1-\theta^{2}\right) \frac{h^{2}}{a^{2}}\right.$
$\left.+2.4 \varepsilon_{1}\left(1-0.25 A^{\prime} h^{2} / a^{2}\right) \frac{h^{2}}{a^{2}}\right]-\frac{\alpha_{0} q h \tilde{B}}{16 E^{\prime}}$,
where $\alpha_{0}=\frac{1}{2}-\frac{v^{\prime} v^{\prime \prime}}{1-v}, \tilde{A}=5.125-\frac{v^{\prime \prime}\left(46 E^{\prime} / G^{\prime}+v^{\prime \prime} E^{\prime} / G\right)}{16\left(1-v-2 v^{\prime} v^{\prime \prime}\right)}$.
In expression (18) terms with multipliers $h^{2} / a^{2}$ and $\alpha_{0}$ are corrections to the classical thin plate theory, that take into account transverse shear and compression. Assuming that they are zero ones, one can obtain the simplest approximate expression for calculation of the vertical displacement of a thin plate containing a crack at its median surface:
$w_{l}=\frac{5 q a^{4}}{24 D}\left(1+3 \theta^{4}\right)$.
If the cylindrical stiffness $D$ in the latter equation is replaced with the value $E I$, one obtains the formula for a vertical displacement of the beam of a constant section containing a crack along the middle line. However, this expression is not precise enough for thick plates and short beams, especially those made of composite materials. In this case it is necessary to use the complete formula (18) along with the correspondent expression (2) for displacement $W$, utilizing certain corrections for parameters $q_{1}, q_{2}$ and $h$.

This problem can be also solved using a hypothesis based on one of the Timoshenko-type theories (taking into account the expression for $\sigma_{z}$ ). However, in this case for-
mulas (15) - (17) don't contain second term, which accounts the influence of transverse shear and compression on the nonlinearity of distribution of the normal stress $\sigma_{x}$. Correction, which accounts the transverse shear and compression, in formulas (15) - (17) is a constant value, though it is not constant for stresses on the external and internal surfaces of the parts of the plate and it also depends on the plate material.

## 4. NUMERICAL MODELING OF THE PROBLEM. DUAL BOUNDARY ELEMENT METHOD

Numerical modeling of the considered problem is used for verification of the obtained results. Dual boundary element method (Portela et al., 1992) for the plane elastostatics is utilized for this purpose. It is well-known that classical boundary element method degenerate when considering crack problems due to the lack of equations considering load of crack faces (Portela et al., 1992). Therefore, the dual boundary element method (Portela et al., 1992) was developed, which proceed with a system of $2 n$-equations basing on Somigliana identity: $n$ displacement equations (as in classical BEM) and additionally $n$ stress equations obtained from the Somigliana identity by differentiation. Thus, for the problems of cracks theory, dual BEM integral equations take the following form (Portela et al., 1992):

- for collocation point " $\mathbf{y}$ " placed on a smooth surface $\Gamma$ of a solid -
$\frac{1}{2} u_{i}(\mathbf{y})=\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{x}) d \Gamma(\mathbf{x})$
$-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{x}) d \Gamma(\mathbf{x})$
$+\int_{\Gamma_{C}^{+}} U_{i j}(\mathbf{x}, \mathbf{y}) \Sigma t_{j}(\mathbf{x}) d \Gamma(\mathbf{x})$
$-\int_{\Gamma_{C}^{+}} T_{i j}(\mathbf{x}, \mathbf{y}) \Delta u_{j}(\mathbf{x}) d \Gamma(\mathbf{x}) ;$
- for collocation point " $\mathbf{y}$ " placed on a smooth surface $\Gamma_{\mathrm{C}}^{+}$ of a crack:
$\frac{1}{2} \Sigma u_{i}(\mathbf{y})=\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{x}) d \Gamma(\mathbf{x})$
$-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{x}) d \Gamma(\mathbf{x})$
$+\int_{\Gamma_{C}^{+}} U_{i j}(\mathbf{x}, \mathbf{y}) \Sigma t_{j}(\mathbf{x}) d \Gamma(\mathbf{x})$
$-\int_{\Gamma_{C}^{+}} T_{i j}(\mathbf{x}, \mathbf{y}) \Delta u_{k}(\mathbf{x}) d \Gamma(\mathbf{x}) ;$
$\frac{1}{2} \Delta t_{i}(\mathbf{y})=\int_{\Gamma} D_{i j k}(\mathbf{x}, \mathbf{y}) n_{j}^{+}(\mathbf{y}) t_{k}(\mathbf{x}) d \Gamma(\mathbf{x})$
$-\int_{\Gamma} S_{i j k}(\mathbf{x}, \mathbf{y}) n_{j}^{+}(\mathbf{y}) u_{k}(\mathbf{x}) d \Gamma(\mathbf{x})$
$+\int_{\Gamma_{C}^{+}} D_{i j k}(\mathbf{x}, \mathbf{y}) n_{j}^{+}(\mathbf{y}) \Sigma t_{k}(\mathbf{x}) d \Gamma(\mathbf{x})$
$-\int_{\Gamma_{C}^{+}} S_{i j k}(\mathbf{x}, \mathbf{y}) n_{j}^{+}(\mathbf{y}) \Delta u_{k}(\mathbf{x}) d \Gamma(\mathbf{x})$.
Here $\mathbf{x}$ is an arbitrary point of the surface; $U_{i j}, T_{i j}, D_{i j k}$, $S_{i j k}$ are the singular and hypersingular kernels of integral equations for plane problem of elasticity, which are explicitly written in Portela et al. (1992), $u_{i}, t_{i}$ are the compo-
nents of displacement and traction vectors; $\Delta u_{i}=u_{i}^{+}-u_{i}^{-}$, $\Delta t_{i}=t_{i}^{+}-t_{i}^{-}, \sum u_{i}=u_{i}^{+}+u_{i}^{-}, \sum t_{i}=t_{i}^{+}+t_{i}^{-} ; n_{j}^{+}$are the components of a unit normal vector to a surface $\Gamma_{\mathrm{C}}^{+}$; signs " + " and "-" denote the values concerned with the surfaces $\Gamma_{\mathrm{C}}^{+}$and $\Gamma_{\mathrm{C}}^{-}$, formed by a cut $\Gamma_{\mathrm{C}}$. Subscripts in notations correspond to the projections of vectors on the axis of global coordinate system $O x_{1} x_{2}$. Einstein summation convention is assumed. Kernels of integral equations for the plane problem elasticity at $\mathbf{x} \rightarrow \mathbf{y}$ possess the following singularities:
$U_{i j}(\mathrm{x}, \mathrm{y}) \sim \ln |\mathbf{x}-\mathbf{y}|, \quad T_{i j}(\mathrm{x}, \mathrm{y}) \sim 1 / \ln |\mathbf{x}-\mathbf{y}|$
$D_{i j k}(\mathbf{x}, \mathbf{y}) \sim 1 / \ln |\mathbf{x}-\mathbf{y}|, \quad S_{i j k}(\mathbf{x}, \mathbf{y}) \sim(1 / \ln |\mathbf{x}-\mathbf{y}|)^{2}$
For modeling of closed cracks, the equation (20) should be modified with account of additional conditions of zero value of normal displacement discontinuities and shear contact stresses on the mathematical cut $\Gamma_{\mathrm{C}}$ as follows:
$\Delta u_{n}(\mathbf{y})=\left.\Omega_{1 j}(\mathbf{y}) \Delta u_{j}(\mathbf{y})\right|_{\mathbf{y} \in \Gamma_{C}} \equiv 0$
$\tau=\left.\left.\Omega_{2 j}(\mathbf{y}) \Delta t_{j}(\mathbf{y})\right|_{\mathbf{y} \in \Gamma_{C}} \equiv 0 \quad \Sigma t_{j}(\mathbf{y})\right|_{\mathbf{y} \in \Gamma_{C}} \equiv 0$
Here components of rotation tensor $\Omega$ of the vectors equal:
$\Omega_{11}(\mathbf{y})=n_{1}(\mathbf{y}), \quad \Omega_{12}(\mathbf{y})=n_{2}(\mathbf{y})$,
$\Omega_{21}(\mathbf{y})=-n_{2}(\mathbf{y}), \Omega_{22}(\mathbf{y})=n_{1}(\mathbf{y})$
Thus, equation (21) on a mathematical cut $\Gamma_{C}$ should be solved for the unknown discontinuities $\Delta u_{\tau}=$ $\Omega_{2 j}(\mathbf{y}) \Delta u_{j}(\mathbf{y})$ of tangent displacement and normal contact stress $p_{n}=-1 / 2 \Omega_{1 j}(\mathbf{y}) \Delta t_{j}(\mathbf{y})$. Proceeding from this, the following system of integral equations can be obtained:

$$
\begin{align*}
& \frac{1}{2} \sum_{\tau}(\mathbf{y})=\Omega_{2 i}(\mathbf{y})\left[\int_{\Gamma} U_{i j} t_{j} d \Gamma-\int_{\Gamma} T_{i j} u_{j} d \Gamma\right. \\
& \left.-\int_{\Gamma_{C}^{+}} T_{i j}(\mathbf{x}, \mathbf{y}) \Omega_{2 j}(\mathbf{x}) \Delta u_{\tau}(\mathbf{x}) d \Gamma(\mathbf{x})\right] \\
& p_{n}(\mathbf{y})=-n_{i}^{+}(\mathbf{y}) n_{j}^{+}(\mathbf{y})\left[\int_{\Gamma} D_{i j k} t_{k} d \Gamma(\mathbf{x})+\int_{\Gamma} S_{i j k} u_{k} d \Gamma\right. \\
& \left.+\int_{\Gamma_{C}^{+}} S_{i j k}(\mathbf{x}, \mathbf{y}) \Omega_{2 j}(\mathbf{x}) \Delta u_{\tau}(\mathbf{x}) d \Gamma(\mathbf{x})\right]  \tag{28}\\
& 0=\Omega_{2 i}(\mathbf{y}) n_{j}^{+}(\mathbf{y})\left[\int_{\Gamma} D_{i j k} t_{k} d \Gamma(\mathbf{x})+\int_{\Gamma} S_{i j k} u_{k} d \Gamma\right. \\
& \left.+\int_{\Gamma_{C}^{+}} S_{i j k}(\mathbf{x}, \mathbf{y}) \Omega_{2 j}(\mathbf{x}) \Delta u_{\tau}(\mathbf{x}) d \Gamma(\mathbf{x})\right] .
\end{align*}
$$

The following numerical solution procedure for integral equations (20), (25) using the dual BEM is proposed. For evaluation of curvilinear integrals, curves $\Gamma, \Gamma_{\mathrm{C}}$ are divided into parts, which are approximated with the rectilinear sections $\Gamma_{\mathrm{q}}$ (boundary elements). Thus, equations (20), (25) are written as sums of integrals along boundary elements $\Gamma_{\mathrm{q}}$. $n$ nodal points $\mathbf{x}^{q, p}(p=\overline{1, n})$ are set on each element $\Gamma_{\mathrm{q}}$. As a rule, discontinuous boundary elements (Portela et al., 1992), i.e. elements with no node placed at the end point of a boundary element, are used to solve crack theory problems.

Particularly, often used are rectilinear quadratic boundary elements with three nodes placed as follows: one in the center and the other two at the distance of $1 / 3$ of element length from the central point. This allows modeling of the non-smooth surfaces, because collocation point never coincide the corner or a brunching point of a cut $\Gamma_{\mathrm{C}}$. Boundary functions $t_{i}, u_{i}, p_{n}, \Delta u_{\tau}$ are interpolated on element $\Gamma_{\mathrm{q}}$ using their node values as follows:
$\left[\tilde{t}_{i}, \tilde{u}_{i}, \tilde{p}_{n}, \Delta \tilde{u}_{\tau}\right](\xi)=\sum_{p=1}^{n}\left[t_{i}^{q, p}, u_{i}^{q, p}, p_{n}^{q, p}, \Delta u_{\tau}^{q, p}\right] \phi^{p}(\xi)$
$\tilde{u}_{i}(\xi)=\sum_{p=1}^{n} u_{i}^{q, p} \phi^{p}(\xi)$
where $\xi$ is a parameter of a point position at the boundary element, defined on the interval $-1 \leq \xi \leq 1$ : $d \Gamma_{\mathrm{q}}=$ $\left(L_{q} / 2\right) d \xi=J_{q} d \xi, J_{q}$ is a Jacobian of a variable change on $\Gamma_{\mathrm{q}}$. For a rectilinear quadratic discontinuous boundary element ( $n=3$ the values of the parameter $\xi=\{-2 / 3 ; 0$; $2 / 3\}$ correspond to its nodes $\mathbf{x}^{q, p}$. Thus, interpolation polynomials $\phi^{p}(\xi)$ are expressed as follows:

$$
\begin{align*}
\phi^{1} & =\xi\left(\frac{9}{8} \xi-\frac{3}{4}\right) \phi^{2}=\left(1-\frac{3}{2} \xi\right)\left(1+\frac{3}{2} \xi\right) \\
\phi^{3} & =\xi\left(\frac{9}{8} \xi+\frac{3}{4}\right) \tag{31}
\end{align*}
$$

Thus, the system of singular integral equations is reduced to a system of linear algebraic equations, which is sought for the nodal values of boundary functions. Obtained solutions of the integral equation system are used for calculation of stress $\sigma_{x} / q$, displacement $\widetilde{w}=w_{l} E /$ (2qh) and stress intensity factor (SIF) $K_{\mathrm{II}}^{*}=K_{\mathrm{II}} / \sqrt{\pi l}$.

## 5. NUMERICAL RESULTS

Analysis of numerical results of plane problem of elasticity and formula (17) for stresses $\sigma_{x}$ allows to state that the growth of crack in a plate causes the increase of stresses in parts of the plate according to formulas (17) in compliance with quadratic parabola law, while plane elasticity behaves according to the rule close to hyperbola law. One can see that in the second case the growth is much slower. Therefore, formulas (17) should be modified by replacing parameter $\theta^{2}$ with parameter $\theta^{4}$ and written in the following form:
$\sigma_{x}(0, \pm h)= \pm \frac{3}{4} \frac{a^{2}}{h^{2}}\left(1+\theta^{4}\right) q \pm \frac{1}{5} \frac{\left(G / G^{\prime}-v^{\prime \prime}\right)}{(1-v)} q$
$\sigma_{x}(0, \mp 0)=\mp \frac{3}{2} \frac{a^{2}}{h^{2}} \theta^{4} q \mp \frac{1}{4} \frac{\left(G / G^{\prime}-v^{\prime \prime}\right)}{(1-v)} q$
To prove that such modification is reasonable, the values of stress $\sigma_{x}^{-} / q$ on the outer surface of the lower part of the plate is evaluated utilizing formula (17) and formula (28), placed in a separate column in bold font (for $\theta=0$ and $\theta=1$ they are the same), and using dual BEM
for plane problem of elasticity (in brackets). These results are presented in Tables 1 and 2.

Tab. 1. Stress values in isotropic plate

| $\frac{a}{h}$ | $\sigma_{x}^{-} / q$ (isotropy) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\theta=0$ | $\theta=0.5$ |  | $\theta=1$ |
| 5 | 18.95 <br> $(18.85)$ | 23.64 <br> $(20.58)$ | $\mathbf{2 0 . 1 2}$ | 37.7 <br> $(38.6)$ |
| 10 | 75.20 <br> $(75.00)$ | 93.95 <br> $(81.69)$ | $\mathbf{7 9 . 8 9}$ | 150.2 <br> $(152.6)$ |
| 20 | 300.2 <br> $(299.7)$ | 375.2 <br> $(325.7)$ | $\mathbf{3 0 8 . 9}$ | 600.2 <br> $(610.4)$ |

Tab. 2. Stress values in transtropic plate

| $\frac{a}{h}$ | $\sigma_{x}^{-} / q$ (wood) |  |  |
| :---: | :---: | :---: | :---: |
|  | $\theta=0$ | $\theta=0.5$ | $\theta=1$ |
| 5 | 21.52 <br> $(21.03)$ | $\mathbf{2 2 . 6 9}$ <br> $(22.69)$ | 40.27 <br> $(38.30)$ |
|  | 77.77 <br> $(76.51)$ | $\mathbf{8 2 . 4 6}$ <br> $(83.35)$ | 152.8 <br> $(148.6)$ |
| 20 | 302.8 <br> $(301.7)$ | $\mathbf{3 2 1 . 5 2}$ <br> $(328.7)$ | 602.8 <br> $(596.3)$ |

The value of contact pressure on crack faces, which is determined by stress $\sigma_{z}$ completely coincides with corresponding numerical results of the plane problem of elasticity along the whole length of the cracks except a small area near the crack tips.

Fig. 2 shows plots of stress $\sigma_{x} / q$ versus the transverse coordinate $z / 2 h$ for parameters $\theta=0,5$ and $\theta=0,9$, at $a / h=10$, obtained using the improved formulas (28) (solid line), and the dual boundary element method of plane problem of elasticity (dashed line). Dash-dot line presents the corresponding plot for plate without a crack. Data, obtained by dual BEM of plane problem of elasticity, are presented in Fig. 2 in brackets.

Data analysis for stresses, presented in Tab. 1 and in Fig. 2 for isotropic and transtropic (wood) materials, prove that formulae of applied theory of medium thickness plates are quite precise (in comparison with numerical data of plane elasticity, the error is less than $2.5 \%$ ) and convenient for calculations.

Analysis of formulas (15) - (19) shows that growth of crack length increases stresses and displacements in the plate up to the values which can appear in two separate plates put one onto another without friction. Then the stresses in them will increase twice and displacements in four times. Corrections, which account transverse shear and compression, are insignificant for stresses in case of isotropic material. At the same time these corrections may be important for transtropic materials (fiberglass plastics, wood, etc.). For example, for wood ( $G / G^{\prime}=10 ; v^{\prime \prime}=$ $v=0,3$ ), when $a / h=0,5 ; \theta=0,5$, errors of classical theory for the first and second formulas are as big as $12 \%$ and $37 \%$, respectively. These errors are even bigger, when determining the maximal vertical displacement $w \cong w_{l}$. See comparative table for relative displacements $\widetilde{w}=w_{l} E /(2 g h)$ below (Table 2$)$.


Fig. 2. Plots of stress $\sigma_{x} / q$ against the transverse coordinate $z / 2 h$


Tab. 3. Values of vertical displacements for isotropic plate

| $a$ <br> $h$ | $\tilde{w}=w_{l} E /(2 q h)$ (isotropy) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\theta=0(p . p)$. | $\theta=0$ | $\theta=0.5(p . p)$. | $\theta=0.5$ | $\theta=1(p . p)$. | $\theta=1$ |
| 5 | 100.8 | $96.85(88.87)$ | 105.4 | $114.3(105.5)$ | 384.9 | 365.5 |
| 10 | 1459 | $1454(1422)$ | 1522 | $1723(1688)$ | 5917 | 5728 |
| 20 | $22.86 \cdot 10^{3}$ | $22.88 \cdot 10^{3}$ | $23.79 \cdot 10^{3}$ | $27.15 \cdot 10^{3}$ | $94.13 \cdot 10^{3}$ | $91.16 \cdot 10^{3}$ |

Tab. 4. Values of vertical displacements for wooden board

| $a$ <br> $h$ | $\tilde{w}=w_{l} E /(2 q h)($ wood $)$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\theta=0(p . p)$. | $\theta=0$ | $\theta=0.5(p . p)$. | $\theta=0.5$ | $\theta=1(p . p)$. | $\theta=1$ | $\theta=1(c l)$. |
| 5 | 184.9 | 184.3 | 192.6 | 201.5 | 446.7 | 452.9 | 355.5 |
| 10 | 1755 | 1805 | 1840 | 2073 | 5910 | 6078 | 5688 |
| 20 | $24.01 \cdot 10^{3}$ | $24.28 \cdot 10^{3}$ | $25.10 \cdot 10^{3}$ | $28.56 \cdot 10^{3}$ | $90.92 \cdot 10^{3}$ | $92.56 \cdot 10^{3}$ | $91.0 \cdot 10^{3}$ |

Data in Tables 3 and 4 in brackets present the displacements calculated according to the simplified formula (16) for thicknesses $a / h=5$; 10 without account of transverse shear and compression. These data are shown in the last column of Table 3 and are the same both for transtropic (wood) and for isotropic materials. Values, calculated using the dual boundary element method of plane problem of elasticity, are put into columns (p.p.). The laws of maximum result deviation of displacements $\widetilde{w}$, calculated using the applied theories of plates, are similar to those detected while stress calculations. Thus, the real character of displacements growth in a plate caused by crack length increase are, in fact, much slower than it is determined by the formulas of applied theories of plates. This is of special importance for the following values of parameter $\theta$ : $0,5 \leq \theta \leq 0$.

## 6. CONCLUSION

This paper obtains the analytic dependences convenient for engineering applications and calculation of stresses and displacements in isotropic and transversally-isotropic plates, damaged by horizontal cracks. These results allow predicting with enough practical accuracy the strength and rigidity of plates using the geometrical parameters of a crack in a plate, as well as physical characteristics of material and its transversal anisotropy.
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#### Abstract

The research presented in this paper focuses on the investigation of helicopter composite blade. The object of tests is a blade from main rotor of the IS-2 helicopter. The author describes briefly basic elements of composite blade manufactured at the Institute of Aviation in Warsaw. The composite blade was investigated by the Experimental Modal Analysis (EMA) to evaluate dynamic properties of tested structure. Based on the experimental data collection, dynamic properties of a research object were estimated. The modal parameters have been estimated using PolyMAX - module of LMS Test.Lab software.


## 1. INTRODUCTION

The helicopter blade is a very important part of main rotor. It is a light weight construction but has to sustain heavy loads and harsh environment conditions. There is a need to improve the characteristics of helicopter blades, accompanied by dynamic loads. Application of new methods for testing the dynamic susceptibility can divide a complex system into simpler components, allowing to analyze the impact of changes in susceptibility of individual items on the general characteristics of complex vibration system and the selection parameters of the system during its formation.

Modal analysis is a widely used technique in practice, the study of dynamic properties of the structure. As a result of modal analysis the modal model is obtained as a set of frequencies own form of vibration and damping coefficients. Knowing these parameters allows the prediction of the behaviour of an object due to any imbalances (Ewins, 2000; Heylen et al., 1998).

Modes are used as a simple and efficient means of characterizing resonant vibration. Resonant vibration is caused by an interaction between the inertial and elastic properties of the materials within a structure (Ewins, 2000; Heylen et al., 1998).

The research presented in this paper focuses on composite structure tests. The basic methodology which is used is the Experimental Modal Analysis (EMA). The EMA technique is an established tool for the identification of dynamic properties of structures (Luczak et al., 2010).

As in most practical applications of modal analysis is required for multi-channel experiment and the complex calculations associated with the processing of measured signals and estimation of model parameters. The first application of the method of modal analysis has already been documented in the late 40 's, and their rapid development occurred in the 80's, due to the development of computer techniques (Ewins, 2000; Heylen et al., 1998; Kaczmarczyk et al., 2008).

In the present study performed a computer-aided measurement and subsequent analysis were used LMS Test.Lab software. LMS Test.Lab offers a complete portfolio for noise and vibration testing, including solutions for acoustic, rotating machinery, structural testing, environmental testing, vibration control, reporting and data management (LMS Company - marketing materials).

The software naturally follows the test campaign process, guiding for measurement and analysis parameters. Its includes a lot of different modulus, which are useful in a computer-aided design (CAD), like, LMS Test.Lab Geometry and LMS Test.Lab Modification Prediction. LMS Test.Lab Geometry provides fast wireframe generation and full 3D visualization of test and analysis results. Point coordinates are defined in Excel-like tables, while connections and surfaces are graphically defined in the display. The geometry can be copy/pasted. LMS Test.Lab Modification Prediction evaluates structural modifications (mass, stiffness and damping). Based on the modal model and on the modification element definition, a modal of the structure can be calculated. The effect of such a set of modifications on a modal model can be calculated and compared to the original situation (LMS Company marketing materials).

## 2. RESEARCH OBJECT

The object of the investigation is a blade from main rotor of the IS-2 helicopter presented in a work stand (Fig. 1). Dimensions of the investigated object are: length $3,25 \mathrm{~m}$, width $0,20 \mathrm{~m}$. Approximate weight of the structure is $12,60 \mathrm{~kg}$.

The tested blade was manufactured at the Institute of Aviation. The production process is very complicated. Blades are formed by combining two halves into one whole, which is followed is annealed in the oven (Fig. 5).

The basic instrumentation used in the manufacture of rotor blades are moulds (Fig. 2): a upper mould part and a lower mould part. Both moulds have a similar struc-
ture. A working surface of moulds is made of a rigid laminar coating of fiber-epoxy composite covered with gelcoat. The high rigidity of the surface of moulds ensures proper representation of the external geometry of blades in the cross-section (Fig. 6).

Composite blade base on carbon, fiber composites, roving, epoxy and lead (Fig. 3), (Fig. 4).


Fig. 1. Blade mounted in a test stand


Fig. 2. Moulds of blade


Fig. 3. Mould with fiber composite


Fig. 4. Mould with roving and carbon composite


Fig. 5. Upper and lower halves of a blade part in oven


Fig. 6. Cross-section of a composite blade

Performed helicopter blade is controlled by thermography system to detect defects such as a delamination, air bubbles (Kaczmarczyk et al., 2008; Meinlschmidt and Aderhold, 2006; Świderski, 2009). Proven blade structure is released for vibration testing, so as to exclude the effect of defects on the vibration tests. Thermography is one of the most common non-destructive testing method of composites. It is used to detect material defects and evaluate the structure of materials without having to change
their performance (Kaczmarczyk et al., 2008; Meinlschmidt and Aderhold, 2006; Świderski and Vavilov, 2010). A result sample of the experiment with a thermography camera is presented in Fig. 7.


Fig. 7. Thermal image taken from thermography measurement

In a vibration test campaign the following measurement and analysis tools were used (Fig. 8):

- 1 electromagnetic shaker, with impedance heads incorporating acceleration and force sensor in the same housing to measure reference point FRF's;
- 4 triaxial modal piezoelectric accelerometers PCB;
- 16 channels in fronted LMS SCADAS Mobile with computer a Test.Lab acquisition and analysis suite;
- bandwidth 128 Hz , resolution $0,05 \mathrm{~Hz}$.


Fig. 8. Vibration test setup of a blade from main rotor of the IS-2 helicopter


Fig. 9. Cartesian coordinate system for piezoelectric sensors in LMS Test.Lab Geometry

The shaker was attached to the structure using a stinger (long slender rod), so that the shaker will only impact force to the structure along the axis of the stringer, the axis of force measurement.

A dense grid of measurement points is defined all over the blade surface, in order to successfully identify the dynamic properties of this structure. Measurement points
are set with distance of $0,20 \mathrm{~m}$ one from each other in the spanwise $(\mathrm{X})$ direction and $0,20 \mathrm{~m}$ in the edgewise direction (Z). Geometry definition for blade is presented on Fig. 9. It consists of 39 points, 38 of which are acquisition locations and the remaining 1 is the reference point.

## 3. EXPERIMENTAL RESULTS AND ANALYSIS

The measurement was done in "sets" which means not all the points were measured at the same time. As a consequence a number of partial modal models were estimated for each of the set. Next the partial models were merged into a global model by means of multi-run modal synthesis (Luczak et al., 2010). Modal models have to be validated to provide confident information about the structural dynamics of a research object (Fig. 10).


Fig. 10. View of measured blade in LMS Test.Lab Geometry

Due to a high number of measurement points and limited number of piezoelectric sensors applied to the structure (in order to reduce the mass loading phenomena), a large number of test was carried out. Random signal were applied.

Based on the experimental data collection, modal models were estimated. The modal parameters have been estimated using PolyMAX (Polyreference Modal Analysis eXtended) algorithm provided by LMS software. Fig. 11 presents a window of PolyMAX in LMS Test.Lab (LMS Company - marketing materials).


Fig. 11. Stabilization diagram obtained by LMS PolyMAX method

PolyMAX is an advanced modal parameter estimation technique that offers superior identification of modal pa-
rameters. Its main advantage consists in damped structure identification, where more modes can be identified into a higher frequency range (LMS Company - marketing materials).

During results analysis, the experimental natural modes and damping were estimated: flapwise 2 nd - frequency $7,0 \mathrm{~Hz}$ and damping $1,54 \%$; flapwise 4th - frequency $19,0 \mathrm{~Hz}$ and damping $0,54 \%$; chordwise 1 st - frequency $34,4 \mathrm{~Hz}$ and damping $0,44 \%$; torsion 1st - frequency $43,0 \mathrm{~Hz}$ and damping $0,60 \%$.

Visual inspection of the mode shapes is presented on Fig. 12, Fig, 13, Fig. 14.


Fig. 12. Identified flapwise $4^{\text {th }}$


Fig. 13. Identified chordwise $1^{\text {st }}$


Fig. 14. Identified torsion $1^{\text {st }}$


Fig. 15. Mass modification of blade in LMS Test.Lab Modification Prediction

Using LMS Test.Lab Modification Prediction we can change i.e. a mass of the blade in this case. We change the mass and we change the modal modes. A comparison between blade with additional mass and regular blade mass is presented on Fig. 15.

## 4. CONCLUSIONS

This paper presents some aspects of the multidisciplinary and interdisciplinary research oriented for the test data variability. It was presented a test campaign lead on the composite material main rotor helicopter blade. Test setup include measurement technique of contact type. Experimental test data examples are shown and used for modal models estimation.

Experimental Modal Analysis (EMA) is currently one of the key technologies in structural dynamics analysis. Based on the academic fundaments of system identification, it has evolved to become a "standard" approach in mechanical product development. The PolyMAX method brings a revolutionary modal parameter estimation technique that is easy to use, quick to perform, substantially reduces operator-dependent judgment, and that delivers high quality modal parameter estimation, even on complex data.

Varying mass loading or constraint effects between partial measurements may determine several errors on the final conclusions. Mass loading effect from adding piezoelectric accelerometers and instrumentation should be analysed In next tests, thought a comparison between the mentioned contact and non-contact measurement techniques (i.e. laser vibrometer).
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#### Abstract

Nanocomposite samples of the copolymer of ethylene and vinyl acetate containing carbon nanofibers and nanotubes have been prepared by mixing in solution. In order to improve interfacial interactions in the polymer-nanofiller system they were subjected to a preliminary chemical functionalization. The efficiency of functionalization was estimated by the IR spectroscopy. The X-ray diffraction and strength characteristics of the obtained nanocomposites filled by the untreated and functionalized carbon nanofibers and nanotubes with different filling degree were compared.


## 1. INTRODUCTION

Carbon nanomaterials (CNM) are considered to be promising fillers for nanocomposites thanks to their high mechanical, adhesive and other properties. These properties may improve essentially technical characteristics of nanocomposites (Cipiriano, 2007; Yang, 2004). It is, nevertheless a difficult task to create such a nanocomposite. The difficulties in application of nanostructured nanofillers consist in attaining their optimal dispersion in the matrix polymer, and the efficient bonding with the polymer macromolecules. The most applicable method of reaching the optimal dispersion of nanofillers is the exposure to the ultrasonic field (Kodgire, 2006; Lin, 2005). The method of efficient fixing of the single-wall (Bahr, 2002; Dyke, 2004; Haggenmueller et al, 2006) and multiwalled (Mago et al, 2008; Lin, 2002; Grimes, 2001) nanotubes in the polymer matrix consists in their preliminary covalent functionalization by the polar groups. There is, however lack of information on the expediency and possibility of functionalizing carbon nanomaterials in the form of a mixture of nanofibers and nanotubes.

In the present work the nanofiller was introduced into the polymer matrix by the method of mixing in solution. This method is considered in literature as a most efficient one for obtaining CNM-filled nanocomposites. And as reported in some scientific papers (Mark, 2005) this method most enables to solve the problem of nanoparticles agglomeration at introduction into the polymer matrix and to ensure a better interfacial interaction between the polymer matrix and nanofiller particles.

## 2. EXPERIMENTAL DETAILS

### 2.1. CNM and its functionalization

The CNM used in the present investigations was derived by methane decomposition under a high-voltage discharge
plasma in the Institute of Heat and Mass Transfer of NASB. It is a soot-like matter consisting of carbon nanofibers, nanotubes as well as the particles of amorphous and graphitized carbon. The dimensions of CNM nano-structures were determined from the SEM micrographs.

The functionalized CNM (f-CNM) was obtained by treating with a mixture of concentrated mineral acids. The CNM were treated with the acids during 3-4 hours under $80 \pm 5^{\circ} \mathrm{C}$ with constant agitation, followed by cooling and settling of the mixture. Thus produced precipitant was washed repeatedly by distilled water and dried till the full removal of the water.

### 2.2. Preparation of the nanocomposites

The polymer matrix under study was the copolymer of ethylene and vinyl acetate (EVA) produced by OAO SEVILEN (Kazan, Russia), grade 11808-340 with vinyl acetate content $26-30 \mathrm{wt} \%$. The nanocomposite was prepared by mixing CNM in the EVA solution in oxygen AT exposure to the ultrasonic field. With this aim, the EVA granulate was placed into a flask with a slice, and a necessary amount of CNM ( $0 \div 0,5 \mathrm{wt} \%$ ) with a solvent. The flask was placed into an ultrasonic bath Bandelin Sonorex Super (of 80 Wt power and 35 kHz frequency) fit with a heater. The polymer was dissolved under $50 \div 55{ }^{\circ} \mathrm{C}$ within 1 h . To avoid gaseous losses of the solvent a backflow condenser was installed in the slice inside the flask. The CNM nanofiller was subjected to the ultrasonic dispersion for 30 min after complete dissolving of the polymer. The prepared solutions of EVA with suspended in them CNM were poured into the Petri dishes and placed into an exhaust hood for 12 hours. Then, the dishes were placed into a thermostat under $60{ }^{\circ} \mathrm{C}$ temperature for a day. The resultant dry precipitant was milled. Seven samples of nanomodified EVA with CNM and f-CNM content $0 \div 0,5 \mathrm{wt} \%$ were prepared following above procedure. To produce experimental samples of glued EVA splices
and to continue the investigations, thus obtained nanocomposites were ground into a powder using a cryogenic mill "Pulverisette-14" and a vibration feeder "Laborette-24" for continuous feeding of the ground material. Liquid nitrogen was used as a cooling agent. The composite material ground into the powder was then dried at $10^{\circ} \mathrm{C}$ temperature during 8 hours to remove condensation water.

To study the effect of CNM nanofiller on structural parameters of the EVA matrix, the prepared powder nanocomposites underwent hot pressing to obtain 200-250 $\mu \mathrm{m}$ thick films.

To define variations in adhesive properties of EVA towards metal surfaces induced by introduction of CNM, we have prepared model samples of glued joints from the powder nanocomposites. The metal surfaces for gluing were strips of aluminum sheets having width $\mathrm{b}=200 \mathrm{~mm}$, and thickness $h \approx 0,2 \mathrm{~mm}$. The strips were glued with overlap to the EVA nanocomposite by hot pressing under above $130^{\circ} \mathrm{C}$. The overlapping length was $\mathrm{a}=150 \mathrm{~mm}$, thickness of the glue joint $\mathrm{t} \approx 200 \mu \mathrm{~m}$ (Fig. 1). The samples were prepared and the adhesive bond was tested for the ultimate strength at shear following the State Standard GOST 14759-69 "Glue joints of metals. A method for determining shear strength". (Airapetyan, 1980). The maximal load on the adhesive bond till failure by shear was estimated on a testing machine Instron 5567 at velocity of the grips $10 \mathrm{~mm} / \mathrm{min}$.


Fig. 1. Scheme of a sample from aluminum sheets with a glue joint on EVA nanocomposite

### 2.3. Investigation methods

The efficiency of CNM functionalization was estimated by the IR spectra recorded by a spectrophotometer Nicolet 5700 FTIR. The spectra were recorded on a NaCl glass.

The radiograms of the composite films were recorded using diffractometer Dron-2,0 with radiation of $\mathrm{CuK}_{\alpha}$, filtered $\lambda=0,1542 \mathrm{~nm}$. The X-ray diffraction parameters were obtained by processing the radiograms keeping to the traditional procedures.

It is common knowledge (Tale, 1968; Martynov, 1972) that the presence of a clearly isolated diffusion halo and narrow reflexes on the radiogram assists in defining radiologic crystallinity degree $\omega_{c}$ by the relation:
$\omega_{c}=\frac{\int_{\theta_{1}}^{\Theta_{2}} S^{2} J_{c}(S) d S}{\int_{\Theta_{1}}^{\theta_{2}} S^{2} J(S) d S}$,
where $S=2 \sin \Theta / \lambda$ - vector of reciprocal space; $J$ - total scattering intensity of X-ray beams in the interval of angles $\Theta_{1}$ and $\Theta_{2} ; J_{\mathrm{c}}$ - total scattering intensity in the region of narrow reflexes.

The interplanar distances corresponding to the reflexes were determined by Bregg-Wolf's formula (Wanderlich, 1976):
$\frac{d}{n}=\frac{\lambda}{2 \sin \Theta_{b}}$,
where $d$ - distance between planes of reflection; $n$ - whole number; $\Theta_{\mathrm{b}}$ - the angle formed by the incident beam and the plane; in our case $n=1 ; \lambda=1,514 \AA$ ).

The dimensions of crystallites were calculated by Sherrer's formula (Martynov M.A., 1972):

$$
\begin{equation*}
L=\frac{0,9 \lambda}{\beta \cdot \cos \Theta_{b}}, \tag{3}
\end{equation*}
$$

where $L$ - crystallite size, $\AA ; \beta$ - line width, radian; $\lambda$ - wavelength, $\AA$.

The radiograms were recorded on a chart strip with recalculation so as to consider the scale. In our case, one angular degree corresponded on the strip to a 6 mm distance, one radian corresponded to the angle $57,3^{\circ}$. So, Eq. (3) for value $L$ expressed in $\AA$, will take the form:
$L=\frac{0,9 \cdot 1,542 \mathrm{~A} \cdot 6 m m \cdot 57,3^{\circ}}{\beta_{m m} \cdot \cos \Theta_{b}}$.
To describe the changes in the supermolecular structure of the matrix in response to nanofiller effects, one should study the following parameters: relative share of the coarse crystals in the crystalline region $\delta_{b}$ :
$\delta_{b}=\frac{S_{3}}{S_{2}+S_{3}}$
where $S_{2} ; S_{3}$ are the integral intensities of reflexes 2 and 3, respectively; the relative share of the fine crystals $\delta_{\mathrm{s}}$ in the amorphous region determined by:

$$
\begin{equation*}
\delta_{s}=\frac{S_{2}}{S_{2}+S_{a m}} \tag{6}
\end{equation*}
$$

where $S_{2}, S_{a m}$ are the integral intensities of reflex 2 and the amorphous region, correspondingly.

## 3. RESULTS AND DISCUSSION

### 3.1. CNM and results of its functionalization

SEM investigations (Fig. 2) have shown that the CNM consists of $100 \div 200 \mathrm{~nm}$ in diameter and $1 \div 1.5 \mu \mathrm{~m}$ long carbon nanofibers; multiwall carbon nanotube $20 \div 40 \mathrm{~nm}$ in diameter and $1 \div 10 \mu \mathrm{~m}$ long in the form of a branched interweaving. Notice that the particles of the amorphous and nanotube carbon are seen on all SEM microphotographs. Proceeding from the above, we can say that CNM
is a polydispersed product containing different in shape and size nanoparticles with the admixture of microparticles and amorphous carbon nanoparticles.

The CNM and f-CNM were characterized using the method of IR spectroscopy. There were no any essential differences after CNM treating with a mixture of mineral acids (Fig. 3). Both curves display the bands in the region $1725 \mathrm{~cm}^{-1}$ that correspond to oscillations of the $\mathrm{C}=\mathrm{O}$ link in carboxyl and a wide peak between 3000 and $3600 \mathrm{~cm}^{-1}$ correlated with hydroxide ( -OH ) oscillations in carboxyl. The appearance or intensification of named bands in the same regions was also observed in the works (Hung, 2009 and Anoshkin, 2008) after the acid treatment of nanotubes and nanofibers. Proceeding from these results, we may assume that there is insignificant content of polar groups on the surface of nanostructures of the initial CNM, while the acids treatment augments their amount.


Fig. 2. SEM image of CNM


Fig. 3. IR spectra of CNM (1) and f-CNM (2)

### 3.2. X-ray diffraction parameters of the nanocomposite

Fig. 4 presents most typical radiograms of the non-filled EVA film, nanocomposite EVA + CNM films and those of EVA $+\mathrm{f}-\mathrm{CNM}$. The radiogram of the EVA film displays a single clear-cut reflex 2 and a considerable area of a symmetric amorphous halo. In the case with the nanocomposite films, their radiograms show reflexes $1,3,4$ and reduced a little area of the amorphous halo, which is a proof to variations in the supermolecular structure of the nanocomposite. The essential differences in radiograms of the films EVA and f-CNM consist in the absolute and relative intensities of some reflexes, as well as the shape and size of the amorphous halo. It should be noted that the number of reflexes and their angular position on the radiograms is similar for all samples under study (within the limits of test sensitivity and measurement errors).


Fig. 4. Characteristic radiograms of the films:

$$
\mathrm{a}-\mathrm{EVA}, \mathrm{~b}-\mathrm{EVA}+\mathrm{CNM}) ; \mathrm{c}-\mathrm{EVA}+\mathrm{f}-\mathrm{CNM}
$$

Tab. 1. X-ray diffraction parameters of films EVA

| Samples | Struct. parameter | Reflex No. |  |  |  | $\omega_{\text {c }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 |  |
| EVA <br> (granulate) | $2 \Theta$ | weak | $21^{\circ} 33{ }^{\prime}$ | $24^{\circ} 66{ }^{\prime}$ | weak | 0,11 |
|  | d, $\AA$ | - | 2,12 | 1,85 | - |  |
|  | $L, \AA$ | - | 47 | 210 | - |  |
| EVA <br> (from solution) | $2 \Theta$ | weak | 21³3' | $24^{\circ} 66^{\prime}$ | weak | 0,11 |
|  | d, A | - | 2,12 | 1,85 | - |  |
|  | $L, \AA$ | - | 73 | 276 | - |  |
| EVA + <br> CNM <br> $0,1 \mathrm{wt} \%$ | $2 \Theta$ | $12^{\circ} 20^{\prime}$ | $21^{\circ} 20^{\prime}$ | $24^{\circ} 66^{\prime}$ | $26^{\circ} 50{ }^{\prime}$ | 0,16 |
|  | d, ${ }^{\text {A }}$ | 3,65 | 2,13 | 1,85 | 1,73 |  |
|  | $L, \AA$ | 163 | 73 | 210 | 247 |  |
| $\begin{gathered} \text { EVA+ } \\ \text { f-CNM } \\ 0,1 \mathrm{wt} \% \end{gathered}$ | $2 \Theta$ | $12^{\circ} 20^{\prime}$ | $21^{\circ} 20^{\prime}$ | $24^{\circ} 66^{\prime}$ | $26^{\circ} 50{ }^{\prime}$ | 0,22 |
|  | d, ${ }^{\text {A }}$ | 3,65 | 2,13 | 1,85 | 1,73 |  |
|  | $L, \AA$ | 122 | 63 | 210 | 267 |  |

The calculated X-ray structural parameters of the samples are shown in Tab. 1.

The calculations using formula (4) have shown that the crystalline phase in the studied samples consists of rather
fine crystals $47 \div 73 \AA$ (reflex 2), average ones $122 \div 163 \AA$ (reflex 1) and coarse crystals $210 \div 276 \AA$ (reflexes 3 and 4). A negligible effect is imposed on the crystal size by preliminary dissolving of the polymer matrix in the organic solvent. The crystals are a little larger in these films. Introduction of CNM into the EVA matrix forces the coarse crystals to return from 276 down to $210 \AA$ size, i.e. to the size similar to the initial EVA not subjected to preliminary dissolving.

The calculation of crystallinity degree $\left(\omega_{c}\right)$ using formula (1) has shown that the non-filled EVA films have $\omega_{c}=0,11$. Introduction of CNM into the EVA matrix increases the degree of crystallinity, while the maximal value of $\omega_{c}=0,24$ was reached in the EVA samples with $0,5 \mathrm{wt} \%$ concentration of f-CNM.

Depending on the content (wt\%) and the type of CNM in these films EVA differently changes the ratio of large and small crystals. Figure 5 presents the dependence of the fraction of small crystals in the amorphous region.


Fig. 5. Variations in relative share of fine crystals in the amorphous phase depending on the $\mathrm{w} t \%$ content of nanofiller in EVA + CNM (1) and EVA + f- CNM films (2)

The introduction of all types of CNM leads to an increase in the relative share of small crystals in the amorphous region. The maximum value of the relative share of small crystals is achieved for films of EVA f-CNM at a concentration of $0,1 \mathrm{wt} . \%$. Similar variations in the polymer crystal dimensions upon introduction of functionalized carbon nanoparticles were observed by other researchers on the example of polybutylene terephthalate (Mago et al., 2008). The relative share of the coarse crystals in the nanocomposite EVA films increased too, and there were not any noticeable differences between the films EVA + CNM or EVA and $\mathrm{f}-\mathrm{CNM}$ in what concerns this parameter.

Based on the results obtained, we have made the following conclusions. The major effect induced by the CNM introduction is the formation of a fine-crystalline phase. It is to be noted that the layer-to-layer distance in the fine crystals (reflex $2, d=2,12 \AA$ ) coincides with the mean interlayer distance in the amorphous phase. Such a situation may occur if the crystalline region created by the unrolled molecular balls, in which the straightened macromolecular chains are forming the crystals (Wanderlich, 1976). Named structures are characterized by the presence of a large num-
ber of transit chains, which improves in a number of cases physico-mechanical characteristics. The nanostructures f-CNM assist most efficiently the formation of crystals from the straightened macromolecular chains when their concentration is $0,1 \mathrm{wt} \%$.

### 3.3. Adhesive properties of the nanocomposite

The results of testing mechanical properties of the glue joints in which EVA was used for lap splicing of aluminum sheets are shown in Table 2.

The data proves that introduction of CNM into the EVA matrix enhances strength of the glue joint. Most strong glue joints with EVA are obtained when the f-CNM is used as a filler, which is evidently related to optimization of the interfacial interactions in the nanofiller-matrix contact.

Tab. 2. Mechanical test results of glue joints with EVA at shear

| Glue joint compo- <br> sition | Ultimate load <br> to failure | Ultimate <br> strength, <br> MPa | Strength <br> variation <br> related to <br> check <br> sample, $\%$ |
| :---: | :---: | :---: | :---: |
| EVA (check) | 42.5 | 14.2 | - |
| EVA + CNM <br> $0,05 \mathrm{wt} \%$ | 52.4 | 17.5 | 23.2 |
| EVA + CNM <br> $0,1 \mathrm{wt} \%$ | 51.4 | 17.1 | 20.9 |
| EVA + f-CNM <br> $0,05 \mathrm{wt} \%$ | 55.1 | 18.4 | 29.7 |
| EVA + f-CNM <br> $0,1 \mathrm{wt} \%$ | 57.3 | 19.1 | 34.9 |



Fig. 6. Failure mode of glue joints: $1-\mathrm{CNM} ; 2-\mathrm{EVA}+\mathrm{CNM}$; 3 - EVA + f-CNM

It should be noted that the majority of the test samples has shown the adhesive failure mode in the glue joints. As for the samples containing EVA and f-CNM, they show simultaneously the signs of adhesive and cohesive failure in the splice (Fig. 6). This fact speaks in favor of the increasing adhesive strength.

## 4. CONCLUSIONS

The test results have proved that the acid treatment augments the content of polar groups in the CNM on the surface of nanostructures. All nanomodified samples display the enhanced crystallinity degree, its maximum being observed in the case of using the f-CNM. The crystal-
linity degree growth takes place mainly due to the increasing amount of fine crystals in the amorphous region. The maximal strength increase by $\approx 35 \%$ in the glue joint with the EVA nanocomposite was recorded when f-CNM was introduced.
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#### Abstract

The paper presents the mathematical analysis for the design of a new tennis ball launcher in order to assess the possibilities for its technical implementation. First, traditional launchers are described. Next, several new requirements improving training possibilities of such machines are suggested. The motion equation of the flying tennis ball is formulated and numerically solved. This makes it possible to analyze the trajectories of the ball for different initial conditions: elevation and heading angles, as well as the rollers angle. Then, the mathematical analysis of the launcher with two counter rotating rollers is presented. Stiffness (Young's) modulus and friction coefficients for the typical tennis ball have been determined experimentally. Based on these, initial conditions for the throw have been found: rotating speeds of the rollers and powers of the driving motors.


## 1. INTRODUCTION

Ball launchers are quite popular among tennis enthusiasts and there are many different types of such training machines available in the market. The main difference between them lies in the number of controlled parameters and possible ranges of their adjusting.

Generally, regarding the way the ball is thrown, tennis ball launchers can be divided into two groups: 1) the machines using compressed air - further called as pneumatic launchers, and 2) the machines using rotating rollers (or wheels) - further called as mechanical launchers.

In pneumatic launchers the ball is thrown using the air jet. The air is compressed with the attached compressor and stored inside the chamber. The initial velocity of the ball depends on the output pressure of the compressor. Elevation and heading angles can be adjusted by setting the direction of the outlet tube. The tube can be set manually or using electric motors. The spin can be added by using the special tube ending (adaptor) slowing down one side of the ball, what makes it rotate about the required axis. The adaptor needs to be rotated about the tube's axis in order to change between the slice and the top spin. However, the spin velocity cannot be set separately, as it depends on the initial velocity of the throw.

Due to the compressor, pneumatic launchers are powered from the mains voltage of $230 / 110 \mathrm{~V}$. They offer long durability, reliability, and resistance to various weather conditions. However, pneumatic launchers allow one to practice only basic strokes and cannot be used for more complex training programs. That is why they are mainly chosen by beginners.

Mechanical launchers shoot the ball by pulling it between two counter rotating rollers. The initial velocity of the ball depends on the rotating velocity of the rollers. The heading angle can be changed by turning the whole machine, or only its launching mechanism, left/right (yawing the rollers). Similarly the elevation angle can be
changed by turning the launching mechanism up/down (pitching the rollers). The spin can be added by changing the rotating velocity of one (or two) rollers. The given model of the launcher can only have the rollers positioned horizontally (or vertically) what restricts the possible planes of ball rotation.

Usually, mechanical launchers are powered from accumulators and that is why they can be used at the courts with no mains supply or in case of its malfunction. However, accumulators could also be the disadvantage, as they restrict the time of the uninterruptible operation. When compared with pneumatic mechanisms the rollers provide better accuracy and a wider range of the possible strokes. They allow one to intensify his/her efforts and to practice more advanced training programs.

Analyzing both types of tennis launchers it can be stated that better parameters and a greater control potential have mechanical launchers. The launching mechanism in the form of two rollers provides a great repeatability, increases the initial velocity and makes it possible to smoothly and accurately control the flying velocity of the ball. It can also spin the ball in a required manner. Mechanical launchers can control the throw better; in case of pneumatic machines the ball hit by the air jet rolls inside the outlet tube in an unpredictable manner. This introduces many problems making it difficult to control the throw and the flight of the ball and resulting in worse accuracy and repeatability of pneumatic machines.

To the authors' knowledge there are hardly no research articles concerning the problem of designing tennis ball launchers. Existing reports focus mainly on the aerodynamics of different flying sport balls (Alam, 2007, Goodwill, 2004, Mehta, 1985, Naumov, 1993, Sayers, 1999), especially on the problem of calculating the Magnus force (Alam, 2007, Goodwill, 2004), determining drag and lift coefficients (Alam, 2007) or on the problems of hitting or bouncing the ball in a required manner (Sayers, 1999). That is why we decided to create a simple mathematical model
of the mechanical tennis launcher, to simulate its behavior, and establish the main principles of their designing.

The aim of the present work is to analyze the possibilities of improving the performance and training possibilities of mechanical launchers. By studying the mathematical basis of the throw and the flight of the ball the initial parameters for the required trajectory are determined. The parameters include: initial elevation and heading angles, rollers angle, rotational speeds and powers of the motors driving the rollers. These can be very helpful for the design of the new mechanical tennis ball launcher.

## 2. BRIEF FORDESIGN

For the purposes of the mathematical analysis, the following brief fordesign for the new launcher were formulated:

- the ball can be thrown from different altitudes in order to practice the return of serve; the maximum altitude of the throw can be set to 3 meters above the court level (average player's height + arm's reach + length of the racket $\approx 3$ meters) with the step value of 0.1 meter;
- initial velocity of the balls can be set from 30 to 200 $\mathrm{km} / \mathrm{h}$ with the step value of $1 \mathrm{~km} / \mathrm{h}$; the minimum velocity is for the youngest players; the maximum - is the average serve velocity of the advanced players with the several years' playing experience;
- throw angles:
- elevation angle can be set from -20 to 80 degrees (from -0.38 to 1.4 radians) with the step value of 1 degree; the negative angles are needed to practice the return of serve; the maximum angle is to practice the lob strokes;
- heading angle can be set from -40 to 40 degrees (from -0.7 to 0.7 radians) with the step value of 1 degree; the minimum/maximum angles are chosen in such a way that the ball can be passed from one sideline to the other near the net;
- time period between subsequent ball shots (launch rate) can be set from 1 to 15 seconds with the step value of 1 second; the minimum is the average value during the normal play; the maximum allows the coach to comment the last return of the player;
- the ball can be rotated around its axis in any plane by rotating the throwing mechanism around its symmetry axis from $-180^{\circ}$ to $+180^{\circ}$ (from -3.14 to 3.14 radians) with the step value of 1 degree;
- rotating speed of the ball can be set from 0 to 2000 rpm (from 0 to $209,4 \mathrm{rad} / \mathrm{s}$ ) with the step value of 1 rpm ; the maximum is the average value of the advanced players;
- the points at the court surface at which the ball should bounce can be freely chosen - the same points can be hit by different launch parameters depending on the practiced stroke.


## 3. MODEL OF THE FLYING BALL

The flying ball is impacted by three main forces: gravity, drag and lift (Fig. 1).

Only the drag force resulting from the translational motion of the ball is considered. The influence of the drag resulting from the rotation is neglected. The video recordings confirm that during the hit at the court the rotational speed of the ball is almost the same as just after the serve, i.e. the rotational speed drop during the flight is quite negligible. This means that the moment of the air drag force during the rotation does not influence the flight of the ball in a noticeable manner. However, the lift force resulting from the rotation of the ball around its axis; i.e. from the so called Magnus effect is taken into consideration.


Fig. 1. Forces: gravity $F_{g}$, lift (Magnus) $F_{l}$, drag $F_{d}$, and drag moment $M_{p}$, and velocities: translational $V$ and rotational $\omega$ of the flying ball

Drag force $\bar{F}_{d}$ is the component of the aerodynamic force appearing during the motion of the solid. It acts opposite to the direction of motion (Prosnak, 1970):
$\bar{F}_{d}=-\frac{1}{2} c_{d} \rho \pi r^{2} V \bar{V}$
where: $c_{d}$ is the drag force coefficient depending on the shape of the solid, $\rho$ is air density, $r$ is ball radius, and $V$ - ball translational velocity.

Magnus effect lies in the generation of the lift force perpendicular to the translational velocity of the cylinder (or other solid of revolution, e.g. the ball) spinning in the surrounding fluid (Fig. 2). Rotating ball influences the surrounding air and makes it rotate too. On the other hand, the air pushing the ball in the translational motion flows AT one side of the ball at the same direction as the rotation of the ball. At this side the air is accelerated and its pressure drops. At the other side the flow direction of the air is opposite to the rotation. This decelerates the air and increases its pressure. Consequently, the pressure difference between the two sides of the ball evolves and changes the motion trajectory of the ball.


Fig. 2. Magnus effect: Magnus force $F_{M}$, translational $V$, and rotational $\omega$ velocities

Lift force $\left|\bar{F}_{l}\right|$ can be calculated, as (Prosnak, 1970):
$\left|\bar{F}_{l}\right|=\frac{1}{2} c_{l} \pi r^{2} \rho \bar{V} V$
where $c_{l}$ is the lift force coefficient.
Introducing rotational speed $\bar{\omega}$ instead of the scalar linear velocity $V$ in Eq. (2), the Magnus force for the ball can be presented, as:
$\bar{F}_{l}=\frac{1}{2} c_{l} \pi r^{3} \rho \bar{V} \times \bar{\omega}$
The values of the lift force and similarly of the drag force coefficients can be determined experimentally in a wind tunnel. Alam et al., 2007) investigated different tennis balls for various translational and rotational speeds. They found out that the drag coefficient changes from 0,55 to 0,85 , while the lift coefficient - from 0,30 to 0,70 if translational speeds ranging from 20 to $140 \mathrm{~km} / \mathrm{h}$ and rotational speeds from 0 to 3000 rpm are considered. By comparing the computational and experimental results they stated, that lift and drag forces depend not only on the speed of the ball, but also on the state (roughness) of its surface. Similar results obtained Goodwill et al. (Goodwill, 2004) who in a wind tunnel investigated aerodynamic properties of a range of new and used tennis balls for a velocity range from 20 to $60 \mathrm{~m} / \mathrm{s}$. Mehta (Mehta, 1985, 2004) presented many visualizations and obtained sets of drag and lift coefficient values for different sports balls spinning in a wind tunnel. Sayers and Hill (Sayers, 1999) presented experimental results of drag and lift coefficients for stationary and rotating cricket balls. Naumov et. al. (Naumov,
1993) compared numerical and experimental results of the research of the falling ball and determined the influence of the initial angular velocity on the deviation from the vertical.


Fig. 3. Ball trajectories for different heading angles $\beta$ : 3D view

Although aerodynamics problems of the flying sport balls, especially the Magnus effect, have been studied by many researches, there is no acceptable solution and explanation to this problem up till now. Thus, in the present study the simplified model will be applied, in which no additional effects such as 3D air flow around the ball or the flow turbulence will be included.


Fig. 4. Block diagram of the flying ball simulation model

The general motion equation of the flying ball can be presented, as:
$m \frac{d^{2} \bar{x}}{d t^{2}}=\bar{F}_{g}+\bar{F}_{d}+\bar{F}_{l}$
Applying Eqs. (1), (3), after projecting the above equation on the three axes of the Cartesian coordinate system, the following formulas for $x, y$, and $z$ directions are obtained
$m \frac{d^{2} x}{d t^{2}}=-\frac{1}{2} r^{2} c_{d} \pi \rho V_{x} \frac{d x}{d t}-\frac{1}{2} c_{l} r^{3} \pi \rho\left(\frac{d y}{d t} \omega_{z}-\frac{d z}{d t} \omega_{y}\right)$
$m \frac{d^{2} y}{d t^{2}}=-\frac{1}{2} r^{2} c_{d} \pi \rho V_{y} \frac{d y}{d t}-\frac{1}{2} c_{l} r^{3} \pi \rho\left(\frac{d z}{d t} \omega_{x}-\frac{d x}{d t} \omega_{z}\right)$
$m \frac{d^{2} z}{d t^{2}}=-m g-\frac{1}{2} r^{2} c_{d} \pi \rho V_{z} \frac{d z}{d t}-\frac{1}{2} c_{l} r^{3} \pi \rho\left(\frac{d x}{d t} \omega_{y}-\frac{d y}{d t} \omega_{x}\right)$
where $V_{x}, V_{y}, V_{z}$ and $\omega_{x}, \omega_{y}, \omega_{z}$ are the components of the translational $V$ and rotational $\omega$ speeds, $m$ is the mass of the ball, $g$ is gravity acceleration.

Based on Eqs. (5)-(7), the simulation model of the flying ball was created in Matlab/Simulink. The model allows one to simulate various trajectories of the flying ball in dependency of initial throw parameters: elevation $\alpha$, heading $\beta$, rotation $\gamma$ angles, as well as, linear $V$, and rotational $\omega$ speeds of the ball.

The block diagram of the simulation model is presented in Fig. 4. The drag and lift coefficients can be introduced directly by the user or calculated from a specially designed function approximating the values given by Alam et al., (2007). The user decides which values are chosen for further calculations. This way, he/she can easily analyze what is the influence of the drag or lift force on the ball trajectory. However, he/she must be aware, that the reliable results can be obtained only, if the values suggested by Alam et al., (2007) or other researches are chosen, and that the allowable translational ( 20 to $140 \mathrm{~km} / \mathrm{h}$ ) and rotational ( 0 to 3000 rpm ) initial speeds are not exceeded.

Several shots, e.g. serves differing only in the heading angle $\beta$ can be presented at the same diagram, as it is shown in Fig. 3. The trajectory can be plotted in one of three planes, $x y, x z$, or $y z$. The simulations in Fig. 3 were conducted for the typical tennis ball of mass $m=0,058 \mathrm{~kg}$, and radius $r=0,333 \mathrm{~m}$.

## 4. ANALYSIS OF THE BALL THROW

In order to throw the ball using two counter-rotating rollers two conditions should be met. The first is the condition for pulling the ball in between the rollers. The second is the condition for throwing the ball away from between the rollers.

### 4.1. Pulling the ball

When the ball is being pulled by the rollers, two main forces appear at the contact points between the ball and the rollers. These are: the pressure force $N$, which is normal to the contact surface, and the tangent friction force $T$ (Fig.
5). The ball can be pulled in between the balls only if the horizontal component $T_{h}$, of the friction force $T$ is equal or greater than the horizontal component $N_{h}$ of the pressure force $N$ (Wusatowski, 1960).
$T \cos \lambda \geq N \sin \lambda$
where $\lambda$ is the so called "grab angle" between the plane containing the axes of the rollers and the plane containing the axis of one of the rollers and the contact point between the ball and the roller.

As $T=\mu N$, where $\mu$ is the friction coefficient, then:
$\mu \geq \operatorname{tg} \lambda$
Having in mind that:
$\mu=\operatorname{tg} \eta$
where $\eta$ is friction angle, the condition for dragging the ball in between the rollers can be presented, as:
$\lambda \leq \eta$
Friction coefficient $\mu$ will be determined experimentally, what is presented further.


Fig. 5. Forces and geometry at the contact between the ball and the rollers during pulling the ball in between the rollers: horizontal component $N_{h}$ of the pressure force $N$, horizontal component $T_{h}$ of the friction force $T$, grab angle $\lambda$

### 4.2. Throwing the ball

The condition for throwing the ball away from between the rollers states that the friction force between the ball and the rollers should be equal or greater than the inertia force of the ball (Fig. 6).

This condition ensures that there is no slip between the rollers and the ball:

$$
\begin{equation*}
F_{w} \geq 2 T \tag{12}
\end{equation*}
$$

The inertia force depends on the required linear velocity of the flying ball, or more exactly on its acceleration that should be transmitted from the rollers in order to obtain the required initial velocity of the throw.

The friction force between the rollers and the ball depends on the friction coefficient and on the pressure force between the rollers and the ball. The pressure force can be obtained from the definition of Young's modulus for the ball:
$N=\frac{E s \Delta l}{2 r}$
with Young's modulus $E$, ball deformation $\Delta l$ and the area at the deformation surface $s$.


Fig. 6. Forces and geometry at the contact between the ball and the rollers during throwing the ball away: ball inertia force $F_{w}$, pressure force $N$, friction force $T$, ball radius $r$, rollers radius $r_{r}$, distance between rollers $l_{p}$, radius $r_{l}$ of the ball deformed (squeezed) by the rollers, ball deformation $\Delta l$ due to the rollers pressure

For further analysis following parameters were assumed: rollers radius $r_{r}=0,1 \mathrm{~m}$, and distance between axes of the rollers $d_{s r}=0,25 \mathrm{~m}$. The Young's modulus will be determined experimentally, what is presented further.

## 5. EXPERIMENTAL INVESTIGATION OF BALL PARAMETERS

The values of the Young's modulus for the ball and the friction coefficient between the ball and the plastic coverings of the rollers were determined experimentally.

### 5.1. Young's modulus

Young's modulus was determined by measuring the value of the ball deformation resulting from the applied load force. The ball was located between two flat plates (Fig. 7).

The upper plate was gradually loaded with ten weights of $0,55 \mathrm{~kg}$ each, i.e. the overall loading weight changed from $0,55 \mathrm{~kg}$ to $5,5 \mathrm{~kg}$. The deformation was measured along three different axes of the ball. As the final result for the given load the arithmetic average of the results for each of the axes was assumed. The values obtained for three
different axes of the ball differed in about $3 \%$. These differences were due to the irregular structure of the ball, e.g. at the location of the seams, the ball did not deform evenly.


Fig. 7. Schematic diagram of the test stand for Young's modulus measurements

Several tests of the examined ball were performed. Having the loads and corresponding deformations Young's moduli were calculated. Their values are presented in Tab. 1. The dependency between the loading force and the deformation of the examined ball is shown in Fig. 8, where the Young's modulus can be read out as the tangent of the curve's slope angle.

The averaged value of the Young's modulus for the examined ball is $3,63 \mathrm{MPa}$. The smallest value of $2,83 \mathrm{MPa}$ was obtained for the loading weight of $1,65 \mathrm{~kg}$, while the biggest $(4,50 \mathrm{MPa})$ - for the loading weight of $4,95 \mathrm{~kg}$. The variability range is $1,60 \mathrm{MPa}$ for all loads.

Tab. 1. Results of the Young's modulus measurements for the examined tennis ball

| Loading <br> weight <br> $[\mathrm{kg}]$ | Loading <br> force <br> $[\mathrm{N}]$ | Averaged ball <br> deformation <br> $[\mathrm{m}]$ | Calculated <br> Young's modulus <br> $[\mathrm{MPa}]$ |
| :---: | :---: | :---: | :---: |
| 0,55 | 5,40 | 0,0005 | 3,40 |
| 1,10 | 10,79 | 0,0011 | 3,09 |
| 1,65 | 16,19 | 0,0018 | 2,83 |
| 2,20 | 21,58 | 0,0021 | 3,24 |
| 2,75 | 26,99 | 0,0025 | 3,40 |
| 3,30 | 32,37 | 0,0029 | 3,52 |
| 3,85 | 37,77 | 0,0030 | 3,96 |
| 4,40 | 43,16 | 0,0033 | 4,12 |
| 4,95 | 48,56 | 0,0036 | 4,50 |
| 5,50 | 53,96 | 0,0040 | 4,25 |

In order to assess the correctness of the experimental tests, the results obtained for the examined ball were compared with the results calculated for the so called "standardized" tennis balls.

The requirements concerning loads and deformations for the standardized tennis balls are strictly defined (Romer, 2005). Three different types of the standardized balls are allowed to be used for playing tennis. Primary deformation
for the type 1 (fast) ball should be greater than $0,495 \mathrm{~cm}$ ( $0,19 \mathrm{in}$ ) and less than $0,597 \mathrm{~cm}(0,24 \mathrm{in})$, while secondary deformation should be greater than $0,637 \mathrm{~cm}(0,26 \mathrm{in})$ and less than $0,914 \mathrm{~cm}(0,36 \mathrm{in})$ if the loading weight of $8,165 \mathrm{~kg}$ ( 18 lb ) is applied. For type 2 (medium) and type 3 (slow) balls primary deformation should be greater than $0,559 \mathrm{~cm}(0,22 \mathrm{in})$ and less than $0,737 \mathrm{~cm}(0,29 \mathrm{in})$, while secondary deformation should be greater than 0,800 $\mathrm{cm}(0,31 \mathrm{in})$ and less than $1,080 \mathrm{~cm}(0,43 \mathrm{in})$ for the same loading weight of $8,165 \mathrm{~kg}$. The primary deformation is measured directly for the given load of $8,165 \mathrm{~kg}$, while the secondary one is also for the load of $8,165 \mathrm{~kg}$ but just after applying the load which reduces the ball diameter to $2,54 \mathrm{~cm}(1 \mathrm{in})$. These two deformations should be the averaged values for three different axes of the ball, while two subsequent measurements cannot differ more than for $0,076 \mathrm{~cm}(0,03 \mathrm{in})$.


Fig. 8. Force versus ball deformation

The Young's moduli for the standardized tennis balls were calculated for two deformation limits of each type. They are presented in Tab. 2. The averaged value of the Young's modulus for the standardized ball is $4,20 \mathrm{MPa}$, with the variability range of $1,68 \mathrm{MPa}$.

As can be seen the values of the Young's modulus for the examined ball and for the standardized balls are similar. However, for further calculations the value of $4,20 \mathrm{MPa}$ was assumed.

Tab. 2. Results of the Young's modulus calculations for the standardized tennis balls

| Loading <br> weight <br> $[\mathrm{kg}]$ | Loading <br> force <br> $[\mathrm{N}]$ | Averaged <br> ball <br> deformation <br> $[\mathrm{m}]$ | Type of <br> the ball | Calculated <br> Young's <br> modulus <br> $[\mathrm{MPa}]$ |
| :---: | :---: | :---: | :---: | :---: |
| 8,165 | 80,1 | 0,00495 | Fast | 5,10 |
| 8,165 | 80,1 | 0,00597 | Fast | 4,22 |
| 8,165 | 80,1 | 0,00559 | Medium | 4,51 |
| 8,165 | 80,1 | 0,00737 | Medium | 3,42 |
| 8,165 | 80,1 | 0,00559 | Slow | 4,51 |
| 8,165 | 80,1 | 0,00737 | Slow | 3,42 |

### 5.2. Friction coefficient

Friction coefficient between two bodies in contact can be experimentally determined by locating the tested body on an inclined plane and gradually changing its slope angle (Fig. 9). The angle $\eta$ at which the tested body begins to slide down is the so called friction angle, from which the friction coefficient $\mu$ can be calculated (see Eq. (10)).

In order to determine the friction coefficient between the real tennis ball and the roller, this simple test stand was modified by placing the ball not on the plane, but on the roller segment located on the inclined plane (Fig. 11). Thus, following configurations were tested

- the ball on the inclined plane (Fig. 10);
- the ball on the roller segment located on the inclined plane (Fig. 11).


Fig. 9. Derivation of friction coefficient on an inclined plane: friction force $T$, pressure force $N$, friction angle $\eta$


Fig. 10. Derivation of friction coefficient between the ball and the inclined plane: friction angle $\eta$, length in contact $u$


Fig. 11. Derivation of friction coefficient between the ball and the roller segment: friction angle $\eta$, length in contact $u$

The normal tennis ball was cut into two equal pieces along its diameter. In the first case the cut half was located on the inclined plane, and in the second - on the roller segment located on the inclined plane. The plane and the roller segment were made of plastic (polypropylene). The inner part of the half of the ball was pressed in order to increase the contact surface between the ball and the roller, i.e. to better reproduce the real throw. Next, the slope angle at which the ball started to slide down, and the length of the ball in contact with the plane (or with the roller) were measured. The results are presented in Tab. 3.

Tab. 3. Experimental determination of friction coefficient measurements and calculations

| Configuration | Length <br> in contact <br> $[\mathrm{m}]$ | Friction angle <br> $\left[{ }^{\circ}\right]$ | Friction <br> coefficient |
| :---: | :---: | :---: | :---: |
| Inclined plane | 0,008 | 32 | 0,63 |
|  | 0,010 | 34 | 0,67 |
|  | 0,015 | 37 | 0,75 |
|  | 0,020 | 39 | 0,80 |
|  | 0,025 | 41 | 0,87 |
| Roller <br> on an inclined <br> plane | 0,030 | 43 | 0,93 |
|  | 0,035 | 44 | 0,97 |
|  | 0,005 | 30 | 0,58 |
|  | 0,010 | 34 | 0,67 |
|  | 0,015 | 40 | 0,84 |
|  | 0,020 | 46 | 1,04 |
|  | 0,025 | 53 | 1,33 |
|  | 0,030 | 59 | 1,66 |
|  | 0,035 | 64 | 2,05 |

Figures 12 and 13 present the friction coefficient versus the length in contact for two considered cases. As can be seen the friction coefficient increases for higher contact lengths. Its value depends also on the shape of the two bodies in contact - for the given contact length the friction coefficient is higher for the roller segment than for the plane.


Fig. 12. Friction coefficient versus length in contact; the ball on the inclined plane

During the throw the ball is squeezed by the rollers, the contact length (surface) increases, and the pressure forces act in different directions (normally to the contact
surface) what results in the increase of the friction force. That is why the value of 2,05 for friction coefficient was chosen for further calculations. This is the value obtained for the maximum pressure and maximum contact length between the ball and the roller segment. It is supposed, that such configuration resembles the real ball between the rollers best.


Fig. 13. Friction coefficient versus length in contact; the ball on the roller segment

## 6. ROTATING SPEEDS OF THE ROLLERS

The linear and angular speed of the ball depend the circumferential speeds of the rollers:
$V=\frac{V_{1}+V_{2}}{2}$
$\omega r_{l}=\frac{V_{2}-V_{1}}{2}$
where $V_{1}, V_{2}$ - circumferential speeds of the first and the second roller, $r_{l}$ - ball radius after deformation (Fig. 14).


Fig. 14. Velocities during the throw: $V, \omega$ - linear and rotational speeds of the ball, $V_{1}, V_{2}, \omega_{1}, \omega_{2}$ - circumferential and rotational speeds of the rollers, $r_{r}$ - rollers radius, $r_{l}$ - radius of the deformed ball, $\Delta l$ - ball deformation due to the rollers pressure

If the ball has to rotate about its own axis after leaving the launcher, the circumferential speeds of the rollers should be different. Otherwise, the ball will have no rotation.

Given the required linear and rotational speeds of the flying ball, the rotational speeds of the rollers can be calculated, as:
$\omega_{1}=\frac{V-\omega r_{l}}{r_{r}}$
$\omega_{2}=\frac{2 V}{r_{r}}-\omega_{1}$
From Eqs. (16) and (17) it is clear, that for the maximum linear speed of $200 \mathrm{~km} / \mathrm{h}$ with no ball rotation, the rotational speed of the rollers should be 5300 rpm . Similarly, for the ball flying with its maximum linear (200 $\mathrm{km} / \mathrm{h}$ ) and rotational ( 2000 rpm ) speeds, the rollers should rotate with velocities $\omega_{1}=5800 \mathrm{rpm}$ and $\omega_{2}=4800 \mathrm{rpm}$.

## 7. POWER OF THE MOTORS

During the throw, the ball takes some energy from the rollers while going through them. This decreases the rotational speeds of the rollers.

Kinetic energy change of the rollers during the throw can be presented, as the difference between their final $E_{k}^{r}$ and initial $E_{k 0}^{r}$ energies:
$\Delta E_{k}^{r}=E_{k}^{r}-E_{k 0}^{r}=\frac{1}{2} I_{r}\left[\left(\omega_{1}^{2}+\omega_{2}^{2}\right)-\left(\omega_{10}^{2}+\omega_{20}^{2}\right)\right]$
with roller moment of inertia $I_{r}$,
$I_{r}=\frac{1}{2} m_{r} r_{r}^{2}$
and rotational speeds of the rollers: initial $\omega_{10}, \omega_{20}$, and during the throw, and $\omega_{2}$.

For the ball it can be assumed, that its initial kinetic energy is zero, while the final energy (just after the throw) depends on its linear and rotational speeds:
$\Delta E_{k}^{p}={ }^{k} E_{k}^{p}=\frac{1}{2} m V^{2}+\frac{1}{2} I_{p} \omega^{2}$
where the ball's moment of inertia $I_{p}$ is given by:
$I_{p}=\frac{2}{3} m r^{2}$
Including Eqs. (17) and (19) the required initial kinetic energy of the ball can be calculated, as:
$E_{k 0}^{r}=\frac{1}{2} I_{r}\left({ }^{k} \omega_{1}^{2}+{ }^{k} \omega_{2}^{2}\right)+\left(\frac{1}{2} m V^{2}+\frac{1}{2} I_{p} \omega^{2}\right)$
Let us assume, that:
$\frac{\omega_{10}}{\omega_{20}} \cong \frac{\omega_{1}}{\omega_{2}}$
Then, the initial rotational speeds of the rollers, needed to throw the ball with the required linear $V$ and rotational $\omega$ velocities can be calculated, as:
$\omega_{10}=\omega_{1}+\sqrt{\frac{1}{2} I_{p} \omega^{2}}$
$\omega_{20}=\omega_{2}+\sqrt{\frac{1}{2} I_{p} \omega^{2}}$
As we can see the rotational speeds of the rollers should be increased by a small value depending on the required rotational speed of the ball. For the ball flying with its maximum rotational speed of 2000 rpm , the rotational speeds of the rollers should be increased by 90 rpm (i.e. by $1,5 \%$ for the first, and by $1,8 \%$ for the second roller).

The power of the motors driving the rollers can be determined by calculating separately the work done by the motors during the start-up and the work needed to throw the ball.

Including Eqs. (17) and (21) the work needed to throw the ball can be expressed, as:

$$
\begin{align*}
\Delta W_{d}^{r}= & E_{k}^{r}-E_{k 0}^{r}=\left[\frac{1}{2} I_{r}\left({ }^{k} \omega_{1}^{2}+{ }^{k} \omega_{1}^{2}\right)\right]- \\
& {\left[\frac{1}{2} I_{r}\left({ }^{k} \omega_{1}^{2}+{ }^{k} \omega_{1}^{2}\right)+\frac{1}{4}\left(m V^{2}+I_{p} \omega^{2}\right)\right]=}  \tag{26}\\
& -\frac{1}{4}\left(m V^{2}+I_{p} \omega^{2}\right)
\end{align*}
$$

where the minus sign denotes the fact, that the energy was returned by the rollers.

On the other hand, the work needed to start-up the rollers can be presented, as:
$\Delta W_{r}^{r}=E_{k 0}^{r}=\frac{1}{2} I_{r}\left(\omega_{1}^{2}+\omega_{1}^{2}\right)+\frac{1}{4}\left(m V^{2}+I_{p} \omega^{2}\right)$
that is for the first roller:
$\Delta W_{r}^{r 1}=\frac{1}{2} I_{r} \omega_{1}^{2}+\frac{1}{4}\left(m V^{2}+I_{p} \omega^{2}\right)$
and for the second:
$\Delta W_{r}^{r 2}=\frac{1}{2} I_{r} \omega_{2}^{2}+\frac{1}{4}\left(m V^{2}+I_{p} \omega^{2}\right)$
The required power depends on the throw time $t_{d}$ or on the time of starting-up $t_{r}$ :
$P_{d}=\frac{W_{d}}{t_{d}}$
$P_{r}=\frac{W_{r}}{t_{r}}$
For the minimum throw time of $t_{d}=1 \mathrm{~s}$ (see the introductory requirements), the power needed to drive the rollers and throw the ball is $P_{d}=45 \mathrm{~W}$. On the other hand for the 45 W motors, the time needed to start-up the rollers to their nominal rotational speeds is $t_{r}=35 \mathrm{~s}$, what is the acceptable value.

## 8. CONCLUSION

Based on the mathematical analysis several conditions and parameters for the design of the new type of the tennis ball launcher have been found.

The parameters of the typical ball such, as its Young's modulus and friction coefficient have been experimentally tested and determined. Using the mathematical model of the ball between two counter rotating rollers, these allowed us to calculate the required initial parameters of the throw, i.e.
the rotational speeds of the rollers and the power of the motors.

The presented model of the flying tennis ball is quite simple, yet it allows one to analyze the trajectories of the ball for different initial conditions in a reliable manner. The results of such analysis can be very useful while implementing the control system for the new tennis ball launcher. Based on calculated ball trajectories, the database of different possible hits and training programs can be created and implemented in the control system.

Using the presented analysis and its results the authors are currently working on the design and technical implementation of the new type of the tennis ball launcher.
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## ANALIZA MATEMATYCZNA NOWEGO TYPU WYRZUTNI PILEK TENISOWYCH

Streszczenie: W artykule przeprowadzono analizę matematyczną nowego typu wyrzutni piłek tenisowych, na podstawie której oceniono możliwości technicznej implementacji takiego urządzenia. Opisano tradycyjne rodzaje wyrzutni, a następnie sformułowano wymagania usprawniające możliwości treningowe takich maszyn. Sformułowano i numerycznie rozwiązano równania lotu piłki tenisowej, umożliwiające analizę trajektorii przy danych warunkach początkowych: kątach wzniosu i szerokości oraz kącie obrotu rolek. Następnie przedstawiono wyniki analizy wyrzutu piłki wyrzucanej za pomocą dwóch przeciwnie wirujących rolek. Na podstawie przeprowadzonych badań doświadczalnych wyznaczono sztywność (moduł Young'a) oraz współczynniki tarcia typowej piłki tenisowej. Dzięki temu obliczono parametry początkowe wyrzutu: prędkości obrotowe rolek i moce silników napędowych.
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#### Abstract

Foil bearings are a variety of slide bearings, in which an extra compliant foil set is applied between journal and bush, in order to improve the selected static and dynamic properties. Bearings of this type are investigated by engineers and researchers from all over the world since many years - both from simulation as well as experimental point of view. Due to the complexity of construction, the reliable simulation models are still being searched for. This paper discusses the most important stages of elaboration of the structural supporting layer of the foil bearing as well as results of verification tests. The main goal of the conducted study was assessment of reliability of the elaborated numerical model, in order to ensure that in future it could play a role of a reliable research tool, which could be used for elaboration of the numerical model of the entire foil bearing.


## 1. INTRODUCTION

Constant development characterizes field of bearing systems. In recent years the most dynamic development can be observed especially in the field of small-dimension, high-rotational bearing systems for rotors of machines such as: micro-turbines, turbo-compressors or turbo-expanders. One of the relatively new approaches is the foil bearing technology (Agrawal, 1997; Rubio and San Anders, 2006; Heshmat et al., 1983; Ku and Heshmat, 1992). Bearings of this type, thanks to the application of the compliant foil set (Fig. 1), exhibit a number of advantages compared to the classic bearing methods. First of all, the geometry of the lubricating gap in the bearing alters with the actual working conditions of the system. Thanks to the high ability to damp vibrations, foil bearings exhibit anti-vibration properties. It is especially important in case of high rotational speeds, when high dynamic loads occur and the system operates on the stability limit. Additionally, a gas foil bearings may operate under very high temperatures, even up to $700^{\circ} \mathrm{C}$, which makes them irreplaceable in some applications.


Fig. 1. Basic parts of a foil bearing

The characteristic property of foil bearings is a small versatility of specific construction solutions. As a result, each foil bearing has to be designed and constructed for a particular machine, considering the following parame-
ters: static and dynamic load, range of operational speeds, temperature of operation, type of a lubricating medium etc. Due to this reason, new methods enabling the correct design of foil bearings, which do not require the timeconsuming and costly experiments, are still under investigation. Numerical models may become very useful in this range, since they enable the determination of properties of new construction solutions, prior to their realization. The basic difficulty while modelling and performing simulation analysis is connected with the reliability of the results that are obtained. This applies particularly in case of complex mechanical systems, such as foil bearings. The following needs to be considered when such bearings are modelled: nonlinear deformation of a compliant foil set, flow of the medium in a deformed lubricating gap as well as contact and heat phenomena. Although those aspects are thoroughly described in literature (Rubio and San Anders, 2006; Ku and Heshmat, 1992; Braun et al., 1996; Salehi and heshmat, 2000; Lee et al., 2004; Kiciński et al., 2008; San Anders and Kim, 2008, 2009; Kim and park, 2009), the credible and tested solutions are still missing. This paper also focuses on the topic of modelling and analysis of foil bearings.

The research aimed at development of the simulation model of foil bearings are conducted also in the IFFM PASci. in Gdansk since couple of years. So far, investigation focused mainly on the analysis of the properties of a foil set fragment, rolled on a flat surface (Kiciński et al., 2008; Żywica, 2008). Currently conducted research works concentrate on the analysis of the properties of the whole foil set without any geometrical simplifications and are aimed to elaborate the complete model of the foil bearing, including both the structural as well as flow supporting layer. In this paper the following stages of research works dealing with the foil bearing model development, such as elaboration of the FEM model of the structural supporting layer of the foil bearing and validation tests, are discussed.

## 2. NUMERICAL MODEL OF THE FOIL BEARING STRUCTURE

### 2.1. Model geometry

The complex geometry of the model of the structural supporting layer of the foil bearing was elaborated by means of the Autodesk Inventor 2011 software. Thanks to the wide range of software capabilities in terms of modelling, a parametric model was developed, which enables a quick alteration of selected geometric parameters of the bearing. Due to the low computational efficiency, which is characteristic for 3D models, the investigation under consideration was based on the simplified, 2D geometry of the foil bearing. Such a model fully reproduced the geometry of the investigated bearing in the plane perpendicular to the rotation axis, however the changes in shape along the width of the bearing were not considered. By means of such a model it was thus possible to imitate the structural supporting layer of the foil bearing of 1 st and 2 nd generation.

Basic dimensions of the investigated bearing were selected basing on the literature data (Rubio and San Anders, 2006), which approach enables the comparison of the simulation results with results of experiments obtained by other researchers. The selected dimensions and parameters of the foil bearing are presented in Tab. 1.

Tab. 1. Nominal dimensions, parameters
and material specifications of the foil bearing

| No | Dimension/Parameter | Value |
| :---: | :--- | :---: |
| 1 | Inner diameter | 38.17 mm |
| 2 | Bearing length | 38.10 mm |
| 3 | Nominal journal diameter | 38.10 mm |
| 4 | Nominal radial clearance | 0.035 mm |
| 5 | Number of bumps | 25 |
| 6 | Bump pitch | 4.57 mm |
| 7 | Bump length | 4.06 mm |
| 8 | Bump height | 0.38 mm |
| 9 | Bump and top foil thickness | 0.1 mm |
| 10 | Poisson's ratio | 0.29 |
| 11 | Young's modulus | $2.1 \cdot 10^{11} \mathrm{~Pa}$ |

Bump foil of the real bearing, based on which the model was created, consisted of five foil sectors of the same type, distributed evenly around the circumference of the bush. The total number of bump foil convexities amounted to 25 around the whole circumference. Additionally, every sector of the bump foil in the real bearing consisted of four narrow metal plates of the same type, distributed evenly along the bearing width. The division of the bump foil sectors into four smaller foils was not imitated in the model due to its 2D character. Due to the fact that journal and bush of the foil bearing are elements characterized with significantly higher stiffness than top and bump foil, both journal and bush were treated as rigid bodies during the investigation.

### 2.2. Numerical model and boundary conditions

Numerical model was elaborated in ABAQUS CAE software, version 6.10. Simulation was planned in a manner enabling imitation of the conditions of the experiment conducted by the American researchers, during the analysis (Rubio and San Anders, 2006). During the simulation, the journal of the bearing under investigation was loaded with a static force with maximum value of 224 N . The value of the force was increasing in a linear manner with time of analysis, and it reached its maximum after 1 second. One end of the top foil and one end of the bump foil were fixed to the bush surface. Displacements of free fragments of foil were limited by the surfaces of journal and bush, between which a contact was modelled, with a friction coefficient equal to 0.1 . The journal of the bearing could be displaced only in a vertical direction (according to the force direction) in the surface perpendicular to the axis of the journal. The described system is presented in the Fig. 2.


Fig. 2. FEM model with fixing and load

Fig. 2 depicts also discretisation of the model. Model consisted of 9778 degrees of freedom by total. 2D finite elements marked as CPE4RH were used. These were a four-nod elements with linear shape functions and reduced integration. Elements of this type are dedicated for analysis of deformations. Deformations of journal and bush were not considered during the investigation, since they were treated as rigid elements. Properties of construction materials used during calculations are given in Tab. 1.

Selection of particular finite elements as well as applied means of discretisation of the bearing were preceded by thorough investigation. Based on that, the optimum parameters of the FEM mesh were chosen for the study presented in this paper, enabling the achievement of exact results within the shortest possible time of analysis.

## 3. VERIFICATION TESTS

As a verification of the numerical model, the results of the computational analysis were compared with the results of the experiments. The procedure of verification was
divided into two stages. In the first stage of verification the stiffness characteristics of the system, obtained for static load, were compared. The team conducting experimental study noticed, that the size of the nominal clearance has a strong influence on the stiffness of the foil bearing (Rubio and San Anders, 2006). Because of that the simulation study, similarly to the experiment, was conducted for bearings with three different sizes of the nominal clearance. The variable size of the clearance was obtained by alteration of the journal diameter, which was equal to the following values: $38,07,38,10,38,13 \mathrm{~mm}$. Thanks to this changes, the nominal radial clearance with values equal to 0,05 , $0,035,0,02 \mathrm{~mm}$ was obtained. One needs to notice though, that the value of the nominal radial clearance in the foil bearing stems mainly from the design assumptions. The dimensions of the real bearing, due to the difficulties in its actual construction, differ slightly from the design assumptions. This results mainly from the limitations of the technology of production of top and bump foil, which does not allow for preparation of these elements with the assumed precision of $5 \mu \mathrm{~m}$. Foils used for construction of the structural supporting layer are elastic elements, and their assembling is most often achieved with a certain initial tension. Due to all this, the achievement of the dimensional accuracy over the entire circumference and length of the bearing is practically unrealizable. Therefore, the given value of the nominal clearance for foil bearing shall be treated as an approximate value.

The below figures (Fig. 3-5) exhibit the comparison of the results of computer-aided simulations with results of the experiments presented in paper (Rubio and San Anders, 2006). The characteristic feature of the system under investigation was a small initial stiffness, which was a result of the incidence of clearance. When clearance was eliminated, the system under investigation was increasing its stiffness, and its characteristic in the investigated range of loads was close to the linear one. The above comments are related to the three bearings with journals of different diameter. In case of the bearing with journal of the biggest diameter, no clear area with incidence of clearance was noticed in the results of the experiment, what certifies the formerly described difficulties with achievement of the dimensional accuracy of top and bump foils.

The compatibility of results from simulations and experiments was compared for each of the investigated bearings separately. The highest compatibility of results was obtained for the system with the lowest clearance. In the range of load above 50 N one could observe overlap of simulation and experimental characteristics. Certain incompatibilities occurring for lower loads can be explained by some inaccuracy in realization of the foil set, which was the cause of the loss of clearance in a real bearing. In case of two other bearings, with journal diameter of 38,07 and $38,10 \mathrm{~mm}$, the compatibility of the characteristics was lower. In these two cases, model represented the results of the measurements with low load in a satisfactory manner, with respect to the elimination of the radial clearance, which this time revealed itself also at the testing rig. At higher values of load, the differences between results of displacements determined by calculations and experiments reached ca. $20 \%$. It should be however noticed, that in each of the cases under consideration, the curves deter-
mined by simulations and experiments, after elimination of the clearance in the bearing, exhibited a close value of the inclination angle.


Fig. 3. Foil bearing structure deflection versus static load (nominal clearance $0,05 \mathrm{~mm}$ )


Fig. 4. Foil bearing structure deflection versus static load (nominal clearance $0,035 \mathrm{~mm}$ )


Fig. 5. Foil bearing structure deflection versus static load (nominal clearance $0,02 \mathrm{~mm}$ )

In the second stage of verification, in order to better identify the model of structural supporting layer of the foil bearing, investigation enabling the assessment of the model in terms of energy dissipation during the loading and unloading processes was conducted. In the model under investigation the dissipation of energy occurred as a result of the sliding friction between cooperating elements of the bearing. For the purpose of the comparison of the model characteristics with results of the research published in already mentioned article (Rubio and San Anders, 2006), only procedure of the loading of the system was modified in a previously developed model. During the first second
of the analysis the system was loaded linearly with a force of maximal value of 224 N , and in the second of analysis this force was decreasing linearly to 0 . Comparison of the obtained characteristics is shown in figure 6. The investigation under consideration was realized only for the bearing of journal diameter equal to $38,10 \mathrm{~mm}$.


Fig. 6. Foil bearing structure deflection versus static loading and unloading

The characteristics shown in Fig. 6 confirms the high compatibility of the developed model. A very high consistency of characteristics during the process of the system loading was obtained. Slightly worse matching of characteristics was obtained during the unloading of the system. The results of simulations showed, that during the decreasing load, the values of journal displacement corresponding to the same values of the force were higher than in case of the loading process. It was consistent with the results of the experiments and was connected with the friction phenomenon occurring during the journal displacements inside the bearing. As a result of the dissipation of part o the energy supplied to the system so-called hysteresis loop was created. The surface area of the hysteresis loop obtained as a result of experiments was slightly higher than the one obtained as a result of calculations, which can be explained by the fact that some simplifications of the model were assumed, such as: omission of the internal friction or two-dimensional character. Due to the fact, that the mechanical system under investigation was very complex, and apart from deformation of elements with complex geometry, the contact phenomena occurred as well - it can be stated that the obtained results are satisfactory.

## 4. SUMMARY AND CONCLUSIONS

This paper discusses the results of verification tests of the numerical model of the structural supporting layer of the foil bearing. The developed model was verified in two stages in terms of the static loads. The results of the investigation confirmed the validity of assumptions made while developing the model. Because the developed model can be treated as reliable, it can be used as a very useful research tool and will be applied for investigation of the influences of selected parameters on the static characteristics of the foil bearing structure. Soon the model under consideration will be also tested in terms of dynamic loads, which will be the topic of the following publications.

Finally, the comprehensively tested FEM model of the foil bearing structure, after connection with a flow model developed in parallel, will be applied for development of the simulation model of the whole foil bearing.
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## ABSTRACTS

Aneta Bohojło<br>Numerical Analysis of Thermal Comfort Parameters in Living Quarters

This paper includes an evaluation of ventilation conditions in a given living quarters - a room in a single-family house, based on local parameters of thermal comfort determined by numerical calculations. Global parameters (Predicted Mean Vote and Predicted Percentage of Dissatisfied) and local parameters (including: Resultant Temperature, Relative Humidity) were determined from numerical solution of transient case of living quarters ventilation in ANSYS-CFX software.

Viktor Bozhydarnyk, Iaroslav Pasternak, Heorhiy Sulym, Nazar Oliyarnyk<br>BEM Approach for the Antiplane Shear of Anisotropic Solids Containing Thin Inhomogeneities

This paper considers a development of the boundary element approach for studying of the antiplane shear of elastic anisotropic solids containing cracks and thin inclusions. For modeling of thin defects the coupling principle for continua of different dimension is utilized, and the problem is decomposed onto two separate problems. The first is an external one, which considers solid containing lines of displacement and stress discontinuities and is solved using boundary element approach. The second is internal one, which considers deformation of a thin inhomogeneity under the applied load. Compatible solution of external and internal problems gives the solution of the target one. Stroh formalism is utilized to account the anisotropy of a solid and inclusion. Numerical example shows the efficiency and advantages of the proposed approach.

## Mikołaj Busłowicz <br> Stability of The Second Fornasini-Marchesini Type Model of Continuous-Discrete Linear Systems

The problem of asymptotic stability of continuous-discrete linear systems is considered. Simple necessary conditions and two computer methods for investigation of asymptotic stability of the second Fornasini-Marchesini type model are given. The first method requires computation of the ei-genvalue-loci of complex matrices, the second method requires computation of determinants of some matrices. Effectiveness of the methods is demonstrated on numerical example.

Maciej Ciężkowski<br>Stabilization of Pendulum in Various Inclinations Using Open-Loop Control

The paper presents the stabilization method of physical pendulum in various inclinations. The theory of the motion in a rapidly oscillating field has been applied to explain the phenomenon of stabilization and to set conditions for the stability of the pendulum. The paper shows results of computer simulations which confirm that the position control of the pendulum in the open-loop is possible.

## Janusz Gołdasz, Bogdan Sapiński <br> Modeling of Magnetorheological Mounts in Various Operation Modes

Recent advances in the research of magnetorheological/electrorheological (MR/ER) fluid based devices have indicated the opportunities for smart fluid based devices utilizing more than one operation mode. As such, the purpose of the present research is to draw attention to the existing models of magnetorheological (MR) mounts operating in two of the three fundamental operating modes, namely, the flow mode and the squeeze mode, and to highlight the potential applications of these modes in hydraulic mount applications. Therefore, in the paper the authors focus on recent applications of MR/ER fluids in that domain, and then proceed to summarizing the modeling principles for the two operation modes followed by a finite-element magnetostatic analysis of the mount's magnetic circuit, parameter sensitivity study and exemplary numerical simulations of each mode. The simulation results are converted into the frequency domain and presented in the form of dynamic stiffness and damping vs. frequency plots, respectively.

## Irina Goryacheva, Yulia Makhovskaya

Modelling of Adhesion Effect in Friction of Viscoelastic Materials

A model is suggested for the analysis of the combined effect of viscoelastic properties of bodies and adhesive interaction between their surfaces in sliding. The model is based on the solution of the contact problem for a 3D wavy surface sliding on the boundary of a viscoelastic foundation taking into account the molecular attraction in the gap between the bodies. The influence of adhesion on the contact stress distribution, real contact area and hysteretic friction force is analyzed.

## Piotr Grześ

Influence of Thermosensitivity of Materials on the Temperature of a PAD/DISC System

A heat generation problem due to friction in a pad/disc brake system is studied. A linear problem is confronted and compared with a non-linear in which thermophysical properties of materials are temperature-dependent. To examine temperature of the pad and the disc during a single and a twofold braking process, axisymmetric FE contact model was used. The obtained results revel insignificant temperature differences at specified axial and radial positions of the components of the friction pair. It was remarked that the level of discrepancies between the constant and the thermosensitive materials correspond with the coefficient of thermal effusivity.

Marek Jałbrzykowski, Joanna Mystkowska, Dariusz Urban, Ewa Kulesza, Edyta Andrysewicz<br>Aspects of Exploitation Stability of Selected Dental Prosthetic Bridges

The paper presents results of microscopic observations of selected porcelain bridges prepared on metallic base. The aim of microscopic observations was the identification of example wear types which have appeared during dental prosthetic bridges exploitation. The main attention was directed to wear forms that are quite often present in case of such prosthetic elements. The wear types comparative analysis was evaluated. The most frequent types of wear are: material's cracking, abrasive wear. Also, the metal corrosion and wear by dental plaque at prosthetic bridge surface were observed.

## Agnieszka Jurkiewicz, Yuriy Pyr'yev

Compression of Two Rollers in Sheet-Fed Offset Printing Machine

The most important units of sheet-fed offset printing machine, like the ink and dampening systems as well as a printing unit, are composed, in the main, of contacting rollers of various sizes (in case of the printing unit they are named cylinders). Adequate setting of the said rollers is very important, because it has big influence on quality of print-outs. The settings are made experimentally by measuring the width of the contact area in the ink and dampening systems or by computing the clamp parameters - in the printing unit. This paper includes analysis of compression of two rollers depending on a width of the contact area, radiuses of the rollers as well as their Poisson's ratios and Young's modules.

Tadeusz Kaczorek<br>Reduction and Decomposition of Singular Fractional Discrete-Time Linear Systems

Reduction of singular fractional systems to standard fractional systems and decomposition of singular fractional discrete-time linear systems into dynamic and static parts are addressed. It is shown that if the pencil of singular fractional linear discrete-time system is regular then the singular system can be reduced to standard one and it can be decomposed into dynamic and static parts The proposed procedures are based on modified version of the shuffle algorithm and illustrated by numerical examples.

Janusz Krentowski, Rościsław Tribiło<br>Numerical Analysis of Crosswise Heterogeneous Covering Structures in 3D Class Structure Conditions

The following paper presents the results of analyses of multi-layered elements and thick constructions, as well as simplifications used for solving structures of 2D class models published in specialist literature, and compares them with a different approach involving generalization of pertinent problems into 3D classes. An error estimation method was proposed, together with a procedure of shaping grid's density ensuring necessary computing precision. Solving huge sets of equations allowed for practically continuous values of complex functions of stress states. Several of the presented typical examples indicate the possibility of applying the algorithms, among others, to heterogeneous structures of reinforced concrete constructions.

## Michał Kuciej <br> Generation of Frictional Heat During Uniform Sliding of Two Plane-Parallel Strips

The thermal problem of friction for a tribosystem consisting of two plane-parallel strips is studied. It is assumed that the relative sliding speed is constant. The convective cooling on free surfaces of strips and the heat transfer through a contact surface are considered, too. The evolution of the contact temperature and its spatial distribution in materials of frictional pair such as aluminum/steel, was investigated.

Nataliya Malanchuk, Andrzej Kaczyński<br>Stick-Slip Contact Problem of Two Half Planes with a Local Recess

A plane problem of frictional contact interaction between two elastic isotropic half planes one of which possesses a single shallow recess (depression) is examined in the case of successive application of remote constant normal and shear forces. The loads steps (compression, and next monotonically increasing shear loads) lead to the main contact problem with an unknown stick-slip boundary determined by the Amonton-Coulomb law. It is reduced to a Cauchy-type singular integral equation for the tangential displacement jump in the unknown sliding region. Its size is derived from an additional condition of finiteness of shear stresses at the edges of the slip zone. Considerations are carried out for some general shape of the recess. Analytical results with the characterization of the considered contact are given and illustrated for the certain form of the initial recess.

## Krzysztof Nowak <br> Grain Size Dependence of Creep Lifetime Modeled by Means of Cellular Automata

Grain size dependence of creep is a complex relation. It can be increasing, decreasing or constant function accordingly to current conditions and material. It is a consequence of complex nature of microscopic mechanisms affecting creep. Some of them are analyzed in current paper by means of multiscale model, using simulation of damage development done by cellular automata technique. It was shown that enlarged sizes of grains, which promote development of intergranular microcracks, are compensated by reduced density of voids forming vacancies. Obtained in simulations grain size dependency follows experimentally observed dependency for small grains in dislocation creep range.

## Bogdan Rogowski

Exact Solution of a Dielectric Crack of Mode III in Magneto-Electro-Elastic Half-Space

This paper investigated the fracture behaviour of a piezo-electro-magneto-elastic material subjected to electro-magneto-mechanical loads. The PEMO-elastic medium contains a straight-line crack which is parallel to its poling direction and loaded surface of the half-space. Fourier transform technique is used to reduce the problem to the solution of one Fredholm integral equation. This equation is solved exactly. The semipermeable crack-face magneto-electric boundary conditions are utilized. Field intensity factors of stress, electric displacement, magnetic induction, crack displacement, electric and magnetic potentials, and the energy release rate are determined. The electric displacement and magnetic induction of crack interior are discussed. Strong coupling between stress and electric and magnetic field near the crack tips has been found.

## Vasyl Shvabyuk, Iaroslav Pasternak, Heorhiy Sulym <br> Bending of Orthotropic Plate Containing a Crack Parallel to the Median Plane

This paper considers cylindrical bending of the plate containing a crack parallel to plate's faces. The analytical model of the problem is obtained using the improved theory of plates bending, which considers transverse deformation of the plate. Received analytical results are compared with the numerical data of the boundary element approach, which is modified to suit the considered contact problem. The results of analytical and numerical techniques are in a good agreement both for the isotropic and anisotropic plates.

Paweł Skalski<br>Testing of a Composite Blade

The research presented in this paper focuses on the investigation of helicopter composite blade. The object of tests is a blade from main rotor of the IS-2 helicopter. The author describes briefly basic elements of composite blade manufactured at the Institute of Aviation in Warsaw. The composite blade was investigated by the Experimental Modal Analysis (EMA) to evaluate dynamic properties of tested structure. Based on the experimental data collection, dynamic properties of a research object were estimated. The modal parameters have been estimated using PolyMAX - module of LMS Test.Lab software.

Anatoly Sviridenok, Aliaksei Krautsevich, Olga Makarenko, Vladimir Voina<br>Structure and Adhesive Properties of Nanocomposites Based on Functionalized Nanofillers

Nanocomposite samples of the copolymer of ethylene and vinyl acetate containing carbon nanofibers and nanotubes have been prepared by mixing in solution. In order to improve interfacial interactions in the polymer-nanofiller system they were subjected to a preliminary chemical functionalization. The efficiency of functionalization was estimated by the IR spectroscopy. The X-ray diffraction and strength characteristics of the obtained nanocomposites filled by the untreated and functionalized carbon nanofibers and nanotubes with different filling degree were compared.

## Krzysztof Wójcicki, Kazimierz Puciłowski, Zbigniew Kulesza

Mathematical Analysis for a New Tennis Ball Launcher

The paper presents the mathematical analysis for the design of a new tennis ball launcher in order to assess the possibilities for its technical implementation. First, traditional launchers are described. Next, several new requirements improving training possibilities of such machines are suggested. The motion equation of the flying tennis ball is formulated and numerically solved. This makes it possible to analyze the trajectories of the ball for different initial conditions: elevation and heading angles, as well as the rollers angle. Then, the mathematical analysis of the launcher with two counter rotating rollers is presented. Stiffness (Young's) modulus and friction coefficients for the typical tennis ball have been determined experimentally. Based on these, initial conditions for the throw have been found: rotating speeds of the rollers and powers of the driving motors.

## Grzegorz Żywica

The Static Performance Analysis of the Foil Bearing Structure

Foil bearings are a variety of slide bearings, in which an extra compliant foil set is applied between journal and bush, in order to improve the selected static and dynamic properties. Bearings of this type are investigated by engineers and researchers from all over the world since many years both from simulation as well as experimental point of view. Due to the complexity of construction, the reliable simulation models are still being searched for. This paper discusses the most important stages of elaboration of the structural supporting layer of the foil bearing as well as results of verification tests. The main goal of the conducted study was assessment of reliability of the elaborated numerical model, in order to ensure that in future it could play a role of a reliable research tool, which could be used for elaboration of the numerical model of the entire foil bearing.

