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PREFACE TO THIS VOLUME
AS APPEARING IN A NEW SETTING

The first issue of "Studies" appeared in 1980. This was done without a permission of the Ministry of Science, what under the communist regime in Poland of those times was a serious offence of law. However, due a small legal trick, that risky deed had passed unnoticed by authorities. In Editorial Introduction the bonds among the medieval Logic, Grammar and Rhetoric, as well as among their modern counterparts, were revealed – with a touch of enthusiasm about chances of reviving the venerable tradition. For instance, the opening essay by Kuno Lorenz (one who created dialogic logic together with Paul Lorenzen) as being entitled "Main ideas of dialogic logic" was to represent a modern sophisticated form of rhetoric, while N. G. de Bruin's (Eindhoven) contribution "The AUTOMATH mathematics checking project" perfectly exemplified a modern synthesis of logic and grammar (syntax) in devising proof-checkers.

The opening of a new phase dates at 1997 year when "Studies" obtains features of both a journal, appearing annually, and a book series, each volume being a collection concerning a common subject announced by the volume title. Hence the double numbering, the first number signifying the position in the so established series. The first publication in the new shape was entitled "On Leibniz’s Philosophical Legacy in the 350th Anniversary of His Death". The second one, 1998, was also an anniversarial publication to celebrate Emil Post’s Birth Centenary under the title "Emil Post and the Problem of Mechanical Provability". It includes papers delivered at the conference held in 1997 in Białystok – the capital of the region in which Post was born in 1887; from this volume onward the Series is fully and freely available on-line (logika.uwb.edu.pl/studies/).

After nearly ten years we again enter a new period. Its visible sign is the enhanced cover design, while an essential novelty consists in starting a systematic collaboration with the Polish Association for Logic and Philo-
Preface to this Volume as appearing in a new setting

Sophy of Science, what is signified with formula under the auspices. This is to mean that Association’s representatives join the Editorial Team and the Advisory Board, the latter including now the Association’s President Roman Murawski. This also means Association’s help in gaining wider contacts for international collaboration. On the other hand, the journal provides Association with a forum for reporting its activities and for other publications.

The present volume fulfills the additional task of collecting contributions resulting from the research supported by the Polish Ministry of Science, concerning decidability and tractability (or their lack) in social sciences (Grant No. 2H01A03025). The unit responsible for the project is the University of Białystok acting through its Logic Section, hence the research participants, and thereby contributors to this volume, are mainly persons affiliated to this university. However, this is no deliberate policy. Hopefully, next volumes, like the previous ones, will host authors from various academic circles.

The moment like this provides an opportunity to mention those who in the past years, since the birth of the project, contributed to its development. Once upon a time, when I conceived the idea of a foreign language journal as a window to scholarly circles abroad, this was meant as a chance for a young academic institution in the North-Eastern corner of Poland. Obviously, this could not succeed without able efforts of my colleagues. Among them there is Jerzy Kopania as the first editor, Kazimierz Trzesiecki as the Head (since 2004) of Logic Section coresponsible for the journal, Roman Matuszewski who mastered the art of winning Ministry grants for editing purposes, Mariusz Giero as the webmaster of on-line edition, Stanisław Źukowski as an expert type-setter, the Law Faculty Authorities who supported the journal when it did not succeed in gaining support from other sources. Special appreciation is due to Halina Święczkowska as the Editor-in-Chief who runs the journal in a competent and diligent way since late 80’s up to now.

In this new stage and new setting, the journal is to be addressed to a much wider circle of foreign recipients that it used to be so far. We hope to obtain sympathetic responses which should make this journal a significant forum of scholarly collaboration in modern counterparts of Logic, Grammar and Rhetoric.

Witold Marciszewski
It is worth while to mention social implications of the increase of computational power. That constant and rapid increase is what constitutes the essence of modern information society. A popular definition (in Wikipedia) says that an information society is a society in which the creation, distribution and manipulation of information is a significant economic and cultural activity. The vagueness of the adjective ‘significant’ makes the whole definition too vague. This can be remedied if significant activity is to mean ever more massive information-processing due to the dramatic (in some segments even exponential) increase of computational power which, in turn, has the computational speed-up among its main sources. This is why a thorough inquiry into the nature of that speed-up is needed, to find an efficient strategy of further social development. Related claims appear in EU documents postulating a dramatic growth of information society in Europe. Some documents of the Lisbon Strategy emphatically call for improvement of the knowledge management procedures. Such a progress should heavily draw on the feedback between minds and computers, and this again would lead to the D&T issues.

In a previous stage of research on D&T these properties had been studied with regard to theories of deductive sciences. It was a novelty when Stephen Wolfram [1985] raised the D&T question in physics. There were authors who followed that train of thought with regard to economy, e.g. Latsch [2003], and other social sciences.

A relevant quotation from Latch’s [2003] abstract runs as follows. “A highly complex computational economy can evolve and self-organize but it also displays computational universality that means that many problems are not decidable. The inherent limits of computability become evident. This paper proposes incorporating a particular (constructive) non-computability into our view of economic behavior and processes. The paper defines constructively non-computational behavior, discusses its origins in Roger Penrose’s writings, and provides an application of this concept to the question of realistic counterfactuals in economic models.”

The title and content of this volume — Issues of Decidability and Tractability — is to serve as a productive challenge to researchers ready to engage themselves in such a study with respect to social sciences. No new results on D&T are presented here but some material is provided as a background to put a new question: what about D&T in social sciences? An incentive to such a study is what is intended with this volume; it should offer a thought-provoking survey of some issues, statements and ideas being relevant to such a study.

1. D&T story in three chapters: Gödel, Boolos, a current research

1.1. The D&T story is foreworded with what historians call Hilbert Programme. It was Hilbert’s famous project that involved the task of solving the problem of decidability (Entscheidungsproblem) of first-order predicate logic (called by him der engere Funktionalkalkül). In Hilbert and Ackermann [1928: 73] we read what follows (ad hoc translation by WM).

“The decision problem gets solved if one knows a procedure which for a given logical expression allows to decide, with finitely many steps, about its validity or its satisfiability. The solution of the decision problem has a fundamental impact for all those theories whose statements are at all capable of being logically derived from finitely many axioms.”

The negative solution of this problem came soon with the famous results by Turing [1936/37], Church [1936] and Post [1936] regarding undecidability of first-order logic (FOL, for short). Undecidability of FOL is also supported by the fact of incompleteness of arithmetic of natural numbers (ANN; for short), the property demonstrated by Gödel [1931]. To see this, we need a method of expressing any ANN formula in the language of FOL; such a method has been elaborated by Hilbert and Ackermann [1928]. Then the problem whether a formula can be proved within ANN reduces to the question whether it logically follows from ANN axioms. Let the conjunction of ANN axioms, written in FOL notation, be denoted as \( \kappa \). We ask whether a formula \( \phi \) is provable from \( \kappa \). Were FOL decidable, that is, were there a universal and mechanical decision procedure to recognize whether \( \kappa \Rightarrow \phi \) is valid or not, then the recognition of its validity would make \( \phi \) provable, while the recognition of non-validity would evidence non-provability, and so ANN would turn out to be complete.\(^3\)

\(^3\) Cp. Kreisel and Kneale [1962: 736]. The transition from a valid formula of the form \( \kappa \Rightarrow \phi \) to the inference from \( \kappa \) to \( \phi \) is due the converse deduction theorem that holds for FOL. Cp. Surma [1981] and Marciszewski [1981: “Predicate Logic”, 6.1].
1.2. Let us consider the message about FOL limitations vis-à-vis the main problem of information society, to wit the question of how to increase its computational power. This should be viewed in a larger perspective of the destiny of our civilization, and this, in turn, in a still larger cosmological perspective.

Our ancestors, looking for fundamental elements of the universe, found them naively in earth, fire, air and water. Nowadays, in the same role of the basic constituents of the universe, we endeavor the triad of Matter, Energy and Information, each being capable of highly productive transformations.

Such a cosmological insight yields us the broadest frame for understanding the development of civilization. It should be seen as succession of three eras, each of them being defined with respect to the skill of transforming an element of that triad. First, people acquired the skill of transforming matter through agriculture and use of various tools and machines, as turning cereal grains into wheat, and that into bread, or a piece of clay into a jar, etc. The next era started with the invention of engines to produce energy through its transformations, say, mechanical energy from its other forms, as chemical or electric. And the third era came with inventing machines to process information. The third coincides with the beginning of the space age which is due to the united forces of all the three technologies: those of transforming matter, energy and information.

The first space flights, as those performed in the 20. century, should be seen as small preliminary steps towards the titanic work of colonizing the universe and of cosmic engineering. We, as the human race, are bound to be farsighted enough to engage ourselves into such enterprises, taking into account that warning by Stephen Hawking: “I don’t think the human race will survive the next thousand years unless we spread into space.” The accomplishment of such projects will require unimaginable energies and not less computational powers. The latter would depend on the dramatic development of both software and hardware.

When considering perspectives of developing software, we at last come to the essential role of FOL (First-Order Logic). This is so because each computer program is based on an algorithm, and each algorithm presupposes a mathematical proof. This relationship is obvious regarding programs of computing; say, a program to compute \( y = \sqrt{x} \) owes its efficiency to the fact that the underlying formula is provable from the axioms of arithmetic. As to any other program, for example, one translating texts from English into Chinese, its functioning is due to the encoding of instructions into strings of ones and zeros, hence some arithmetic expressions. Such expressions are again formulae which are provable in arithmetic, while the range of what can be proved depends on the strength of logical rules of proof. The strength of FOL rules (let us recall) is limited – in that sense that in some cases they do not decide whether a formula does follow from relevant axioms.

Thus we come to realize the important fact: that reinforcing inference rules, be it possible, would extend the scope of problems being solvable through decision procedures, and thereby accordingly extend the scope of computing with the aid of software.

Is it in fact possible? It is Gödel to whom we are indebted an illuminating hint. Let us focus on his contribution and how it is continued nowadays, up to a recent mechanized deduction research.

1.3. On June 19, 1934, at the seminar run by Karl Menger in Wien, Kurt Gödel presented the communiqué entitled “Über die Länge von Beweisen” (on the length of proofs). The text appeared in 1936 in reports on the seminar (referred to as Gödel [1936: 23-24]). Its main point runs as follows (the numbering of items by WM).\(^4\)

Thus, passing to the logic of the next higher order has the effect, not only of (1) making provable certain propositions that were not provable before, but also of (2) making it possible to shorten, by an extraordinary amount, infinitely many of the proofs already available.

Thus we attain at what one may call the Gödelian speed-up in problem-solving (as in the title of this essay). The term ‘speed-up’ renders the acceleration of the processes of proving due to reducing the number of steps.

This assertion has not been either demonstrated or exemplified by Gödel himself (examples to test the assertion were to come later, produced by other authors – see Section 1.4 below). This may be a reason why this theorem had not been much referred to in the first years after its publishing; not as much as the theorems on the completeness of first-order logic, the incompleteness of arithmetic, etc., although its import is comparable with that enjoyed by those famous results. However, one can find illuminating comments on its content, for instance in Kneale and Kneale [1962: 722], noticing the novelty of the approach suggested by Gödel in 1936. After discussing

---

\(^4\) Translation in Gödel [1986: 397] under the title On the length of proofs. It is in order here to quote the original statement for its historical significance: Der Übergang zur Logik der nächst höheren Stufe bewirkt also nicht bloß, daß gewisse früher unbeweisbare Sätze beweisbar zu werden, sondern auch daß unendlich viele der schon vorhandenen Beweise außerordentlich stark abgekürzt werden können.
the unprovability of Gödel’s formula, referred to as G, and the possibility of strengthening ANN (Arithmetic of Natural Numbers) by simply adding G to ANN axioms, the authors appreciate the new approach in the following passage.

If, instead of merely adding G as a new axiom, we enlarge our formalism by adding some new general apparatus of proof which enables us to obtain [...] G as a theorem, we have an instrument which is more powerful for the ordinary purposes of arithmetic. The novelty here is the use of axioms containing variables of higher orders than those occurring in the number theory; and Gödel has shown that it not only enables us to prove formulae that were hitherto unprovable, but allows very much shorter proofs for many of the previously obtainable formulae. Within this new system it is possible, however, to construct a new undecidable formula, and so the whole process can be repeated ad infinitum.

The time in which this comment was made (1962) was not ripe enough to fully appreciate the import of the second part of Gödel’s assertion, that concerning the shortening of proofs already available. Only just with the rise of the theory of computational complexity of algorithms (cp. Hartmanis and Stearns [1965]) people started to realize the significance of this part of assertion. The greater was becoming the computational power of hardware (increasing exponentially according to Moore’s law), the more was growing the awareness of the import of the computational power of software. When we now are able to estimate the speed of processors available in the coming time, we can also estimate how fast algorithms we need in order to solve (with the united forces of hardware and software) the problem having a definite complexity. And so we learn messages like that: there are problems so hard that even most speedy computers, programmed with the fastest available algorithms, do not give us a hope of solving them even in some millions or more years.

What should reasonable people do in such a drawback? They should look for methods of making it possible to shorten, by an extraordinary amount, infinitely many of the proofs already available – as reads item 2 of Gödel’s assertion (instead of ‘proofs’, now read ‘algorithms’). When enjoying such realization due to Gödel, what we need bad is a paradigm of attaining such methods.

1.4. Before I report on such a serious argument to show the enormous difference between the efficiency of first-order and second-order logic, let me give just a rough idea of that difference. Consider the following reasoning expressed in that part of ordinary English which corresponds to some part of second-order logic.

In a village there are three parental couples, each having two little children, and there are no more parental couples in that village. Hence there are exactly six little children in that village.

Even in such a childish problem, one resorts to the second-order ideas because of talking of sets (couples) as existing. If a radical nominalist like, say, Tadeusz Kotarbiński regards second-order logic as an unscientific metaphysics, he should express such a reasoning in the first-order language. Then in its conclusion he has to use six individual variables (say, $x_1, \ldots, x_6$) in order to state about each individual the fact of being a little child, and then to say about any other individual denoted by a variable, say $y$, that if $y$ were a little child, then it would be identical either with $x_1$ or [...] with $x_5$. This would require using more than hundred symbols. (And what if one is to speak about millions of individuals?). The formalism needed to express the premiss would be even more cumbersome, involving binary relation of being, so to speak, paren tally coupled, and ternary relation of being a child of each member of the couple in question.

The comparison of the above reasoning in the first-order logic and that in the second-order logic suggests that some mental mechanisms of reasoning in humans happen to function according to second-order pattern. Is it possible for computers to simulate and match humans also in this respect? This is the question. The one we shall address with tracing the way from Gödel’s [1936] idea to recent research in mechanized deduction.

A milestone in this way is found in George Boolos’ [1987] seminal paper “A Curious Inference”. 5

Let the inference in question be called BP (for Boolos’ Proof). I postpone presenting the content of BP (to be roughly presented below, item 1.5), and focus on hinting at the scale of difference when one compares the lengths of first-order and second-order proofs. The latter, as performed by Boolos, is a short derivation taking no more than one page, while the number of symbols used in the FOL derivation is represented by the exponential stack of as many 2’s as 64536. It is larger than any integer that might appear in science.

An important source of this difference is found in the fact that BP reduces to so short derivation owing to the use of comprehension axioms

---

5 There were earlier studies which resorted to Gödel’s idea of shortening proofs, e.g. Pariakh [1973], but none of them has made a comparable impact on clarifying the issue.
(typical second-order means). These are propositions being subsumed under the following schema:

$$\exists x \forall y \left( y \in X \iff \phi(y) \right).$$

1.5. This fact is crucial for the next step of our inquiry into the feedback of minds and computers. This is the step of entering the realm of mechanized deduction. The most expert guide to that realm I could find so far is the survey by Christoph Benzmüller and Manfred Kerber [2001] entitled "A Challenge for Mechanized Deduction". The authors start from the message that the art of general purpose automated theorem proving has been best developed for first-order logic. This was convincingly highlighted by the success of first-order theorem provers in producing the machine-generated proof of the Robbins problem. Their argument nicely fits into the idea I express with the phrase the feedback between minds and computers. They mean something like that when considering facilities to combine interaction with automation. Let the following quotation render such a course of thought.

Automating proof search in higher-order logic is a very challenging enterprise, such that the above systems all provide facilities to combine interaction with automation. The idea is that the interactive human provides the crucial proof steps while simple subgoals are handled automatically by the prover. Of course, many non-trivial proofs can be already automated in higher-order logic. [...] A well known example illustrating the expressiveness and elegance of automated higher order theorem proving is Cantor’s theorem, where the diagonalisation argument, in form of a lambda-term, is synthesised by higher-order unification.

However, Boolos’ example perspicuously demonstrates the limitations of current first-order and higher-order theorem proving technology. With current technology it is not possible to find his proof automatically, even worse, automation seems very far out of reach. Let’s first give a high-level description why this is so. Firstly, Boolos’ proofs need comprehension principles to be available and it employs different complex instances of them. [...] Secondly, the particular instances of the comprehension axioms cannot be determined by higher-order unification but are so-called Heurika-steps which have to be guessed. However, the required instantiations here are so complex that it is unrealistic to assume that they can be guessed. [...] Here it is where human intuition and creativity comes into play, and the question arises how this kind of creativity can be realised and mirrored in a theorem prover. [From Section 1; italics – WM.]

The question raised in the last sentence is fundamental. To give it a case study exemplification, the authors analyze difficulties involved in Boolos’ ‘curious inference’. It contains the following premises (1-5) and concludes with line 6. This conclusion may be reached in a short (one-page size) derivation in the second-order logic, being practically unattainable in the first-order logic (the notation as below is adjusted to a programming idiom).

1. FORALL n. f(n,1)=s(1)
2. FORALL x. f(1,s(x))=s(f(1,x))
3. FORALL n. FORALL x. f(s(n),s(x))=f(n,f(s(n),x))
4. D(1)
5. FORALL x. (D(x) -> D(s(x)))
   hence
6. D(f(s(s(s(1))))), s(s(s(s(1)))))

This case yields opportunity to observe the importance of critical reflection on the strategy in planning a proof. As the authors assert (in Section 5.1), it depends on the reasoner’s experience. The case in question requires enormous expertise, hence the following challenge for mechanized deduction: how to impart such a superior skill to a mechanical prover. This would mean constructing provers which together with planning proofs at object level would in parallel critically reflect on that planning, thus having a kind of meta-level understanding of their object-level activity. This challenge might be expressed using Emil Post’s maxim that “Symbolic Logic may be said Mathematics self-conscious”. The endavour to make a mechanical prover critical about its own doings is something like to simulate a logical self-consciousness. This seems to be not only technical but also philosophical challenge.

An equally great challenge consists in simulating the process of concept-forming. It is specially perspicuous in Boolos’ inference in which so great a role is played by searching for comprehension axioms. Selecting

---

6 In the mentioned ‘naive’ form, this schema is exposed to danger of antinomies, but its sole purpose in this context is to suggest, in a possibly simplest form (without refinements), the very idea of comprehension through hinting at its second-order character.

7 A considerable number of other studies on this subject can be found with the search: citeseer.ist.psu.edu/. There may be of special interest the paper by Natarajan Shanker “Using Decision Procedures with a Higher-Order Logic” which refers to excellent surveys of higher-order logics as offered by S. Feferman, J. van Benthem, etc.

8 A report on that event, compiled by the present author, can be read in Mathesis Universalis, No. 4, Autumn 1997. See www.calemus.org/MathUniversalis/4/6com-rob.html.

9 This saying is taken from Post’s Diary entitled “Time Accounts”, being the Appendix to Post’s paper “Absolutely Unsolvable Problems and relatively Undecidable Propositions – Account of an Anticipation” published by Davis [ed. 1994].
useful comprehension axioms is the same question (the authors notice) as to form interesting concepts. Another task consists in teaching a prover to resort to a model-based reasoning (this would require, if I properly guess, equipping the system with a large data-base concerning the domain which a given inference is concerned with).

1.6. All that is highly interesting and amenable for the discourse on the development of information society. Mechanized deduction is essentially involved in knowledge management and expert systems as well as artificial society projects, the latter using the computer simulation of social phenomena cellular automata, agent programs, etc. All the listed enterprises, when undertaken at a large scale, are characteristic of information society. The input of mechanized deduction is in them obvious, as each of them includes reasonings.

Do researchers in the listed areas happen to recognize some encountered problems as likely to be either undecidable or intractable? Certainly, such awareness did appear in economics in the famous Hayek-Lange debate on socialist calculation (cp. Marciszewski [2002]). It was Oskar Lange who claimed all economic problems be tractable in the system of socialist central planning, thus endorsing the strong AI with regard to economic issues. It was Friedrich Hayek who claimed the intractability of central planning problems and advised therefore to resort to free market mechanisms as using better methods of data-processing, to wit taking advantage of parallel and interactive processing.

However, what would be the most interesting in that debate, has not been explicitly identified. It is the problem of the kind of logic as used by market agents. Let me direct our attention to a deep observation in the paper by Boolos [1987: 380]. It runs as follows.

The fact that we so readily recognize the validity of I [so is referred to by Boolos his famous inference] would seem to provide as strong a proof as could be asked for that no standard first-order logical system can be taken to be a satisfactory idealization of the psychological mechanisms or processes, whatever they might be, whereby we recognize logical consequences.

Thus it does not seem unlikely that free market agents in their reasonings use higher-order logics without any computer assistance, so taking advantage of the Gödelian speed-up in their intuitive reasonings (like Boolos did in his short inference conducted in the second-order logic). On the other hand, a socialist planner (unlike a free market agent dealing with a highly restricted set of data) has to deal with so astronomically huge data amount that he is helpless without computer's assistance. However, that assistant is often doomed to fail in solving some problems at the second-order level – for the reasons discussed by Benzmüller and Kerber in their survey of various difficulties.

Let us look at the computational speed-up and tractability in the broad perspective of civilizational progress. The stage of information society we enter nowadays is but a preparatory step towards the age of biological engineering and cosmic engineering. Obviously, there will be enormous risks in such a course of events. However, let us assume that the human race will succeed (may be, in a distant future) in gaining the necessary moral potential to face the challenges. Then the rest would depend on a sufficiently large cognitive potential. Its core lies in mathematics as an indispensable tool of science and technology.

Now, let us look at the growing interaction, in the form of positive feedback, between the development of mathematics and the increase of computational power. That increase, apart from being due to ever greater hardware perfection (as claimed in Moore's law), heavily draws on software perfectioning. The kind of software most in this case relevant consists of programs for mechanized deduction. It is in order here to recall the lesson due to Gödel, Boolos and, lastly, such researchers as Benzmüller and Kerber. To wit, if we like getting a necessary speed-up in mechanized deduction, we should resort to higher-order logics. Then some important problems, which were not tractable so far, become solvable in real practice.

A bit of reflection is due to European R&D policies regarding the challenges of information society, as considered specially in Lisbon Strategy. Among documents concerning that strategy there is one that reads as follows.

"The Union has today set itself a new strategic goal for the next decade: to become the most competitive and dynamic knowledge-based economy in the world. [...] Achieving this goal requires an overall strategy aimed at preparing the transition to a knowledge-based economy and society by better policies for the information society and R&D."

So reads a passage in the document, dated 2004.01.05, Lisbon Strategy – the European Agenda for competitiveness, employment and social cohesion by Professor Mario João Rodrigues being in charge of the preparation of the Lisbon Summit as special advisor to the Prime Minister. (Cp. www.bsses.com/section.asp?id=217&pid=79.)
There is no need to exaggerate the role of logic and tractability issues in such enterprises. Nevertheless, there is a place for them in that R&D segment in which knowledge management, expert systems, and the like, require mechanized deduction. And this in turn – to make problems tractable – needs enhancing with more sophisticated logical tools like those from the height of higher-order logics.

2. On how does this volume deal with D&T issues

2.1. There are two contributions which offer a general historical account in the role of introduction: one by Roman Murawski and one by Kazimierz Trzeciaki. It is the former which opens this volume as the Editor decided to emphasize what is expressed by its title: *The present state of mechanized deduction, and the present knowledge of its limitations.* It is a revised and updated version of the closing chapter in the book by Witold Marciszewski and Roman Murawski *Mechanization of Reasoning in a Historical Perspective* [1995]. This is in accordance with the narrative of the previous Section where mechanized deduction is shown as an important factor of information society: the one likely to enrich the body of mathematical results (being in turn applied in high-tech), and profiting from inquiries into logics of higher orders.

Murawski’s contribution explains how mechanized deduction techniques derive from theoretical achievements in logic. Namely, the results of Skolem and Herbrand demonstrate that if a theorem is true, this can be proved with an algorithm, hence in a finite number of steps. However, this does not hold if the theorem in question lacks truth. Then either one can prove in some cases the falsity of the given statement or the process does not stop. These results are discussed in an earlier chapter of the book mentioned to which the author makes references.

After the introductory remarks, the paper tells the story of early attempts of applying computers to prove theorems, in particular the results of Davis, Newell-Shaw-Simon, Gilmore, Gelenner, Hao Wang and Davis-Putnam. The next sections deal with resolution and unification algorithms of Prawitz and Robinson, and with their modifications. They proved crucial for the further research in mechanization and automatization of reasonings.

The author does not continue his narration up to the point marked by Boolos’ problem with its implication for automated theorem-proving. To complete the story, so relatively much attention is paid to that problem in the preceding section of this text. Another line of progress is discussed in the next paper.

2.2. Roman Matuszewski’s contribution “On computer-assisted approach to formalized reasoning” is also concerned with the both constituents of this volume’s title – decidability and tractability. As for the latter, we find the message that, for instance, the problem of deciding validity of propositional sentences (in conjunctive normal form) belongs to the co-NP class where we consider a sequence of finite ever larger search spaces to eventually establish validity.

Even more interesting is to hear that a major difficulty in formalizing mathematics turns out to lie in its practical unfeasibility, that is, intractability, rather than the impossibility of formalizing all mathematical proofs. It is believed by most, if not all, mathematicians – the author says – that one is able to formalize most of the present day mathematics using a sufficiently strong system of set theory, say ZFC, while valid theorems which cannot be derived in such a strong system are supposedly uninteresting statements which would not occur in the mathematical literature. Let me comment, we encounter here a philosophically intriguing question of what is involved in the realm of indecidability. If there is so as is claimed by the mentioned mathematicians, then a practical impact of limitative theorems, like those of Gödel, turns out to be relatively small; undecidable statements do exist, but they would not belong to what is interesting in mathematics. This issue seems to require a careful study.

The utility of the paper consists in detailed information on some research projects which endavour to make the enterprise of mechanized deduction as tractable as possible by doing this in two ways: with enhancing inferential mechanism and by widening the base of mathematical knowledge. This is mostly exemplified through experiences of the Polish project MIZAR (in which the author takes part). As to the former, the system of natural deduction created in 1934 by Stanisław Jaśkowski is discussed as a theoretical inspiration for MIZAR. As to the latter, the role of sufficiently strong systems of set theory is emphasized.

The author inserts some historical remarks which should be treated as means to demonstrate the import of the problem as having so significant historical antecedents. With such an intention, it is usual that some authors see rather similarities than differences between the past and the
present. However, arguments of Euclid are not formalized, likewise Aristotle’s logic is not one to suit Hilbert’s project. It was not until Leibniz that the idea of formalized and mechanized proof emerged, but with Leibniz it was just the idea, not its accomplishment (thus there is bit of exaggeration in saying that “Leibniz developed a calculus of reasoning”). Anyway, such references make sense to the effect that they hint at the main evolutionary line. When sketching that line, the author rightly stresses the role of Gentzen’s *Hauptsatz* as a milestone in the way towards mechanized deduction.

2.3. Kazimierz Trzesicki contributed the extensive essay: From the idea of decidability to the number \( \Omega \). Among its merits there is the due appreciation of the role of David Hilbert in the history of computation, the role closely tied with his *Entscheidungsproblem*. The author gives a sympathetic account of Hilbert’s ideas and activities, starting from his Paris address of 1900. The story includes many crucial ideas in the form of literal quotations, and numerous historical details, as much picturesque as instructive, concerning Hilbert and his contemporaries. Special attention is paid to the Turing–Church Thesis and the problem of a chance of going beyond the limitations it claims. Not less interesting are footnotes remembering the past times of Leibniz’s projects compared with current state of issues. The vivid narration combined with precise historical workshop, e.g. in quotations (preserving also the original language) and references, make the reading both pleasantly entertaining and instructive.

The next part of the essay that encourages reading is that dealing with Gödel’s results and its relation to Hilbert Programme. A point which seems worth special recommending yields evidence against the often repeated view that Gödel’s so-called First and Second theorems totally ruined Hilbert Programme. One after another authors repeat that opinion, while any diligent reader of *Grundlagen der Mathematik* by Hilbert and Bernays, a monumental work written after Gödel’s discoveries, can ascertain what follows: that study involves a quiet analysis and continuation of Gödel’s results, without any feeling of dissonance with Gödel. Trzesicki documents that relationship from Gödel’s point of view. A quotation from Gödel found by Trzesicki deserves to be re-quoted here. Here are Gödel’s thoughts from his letter to Constance Reid.

> "I would like to call your attention to a frequently neglected point, namely the fact that Hilbert’s scheme for the foundation of mathematics remains highly interesting and important in spite of my negative results. [...] As far my negative results are concerned, I would see their importance primarily in the fact that in many cases they make it possible to judge, or to guess, whether some specific part of Hilbert’s program can be carried through on the basis of given metamathematical presuppositions."

Let this comment be read in the light of Gödel’s communication on the length of proofs (as discussed in the Section 1 above) and Hilbert’s program be construed as a demand that for every proof there should be a formalism to make it amenable to mechanized deduction, not necessarily a formalism within the first-order arithmetic. Such a claim may be supported by the fact that Hilbert and Ackermann [1928] convincingly encourage to adopt the second-order logic for mathematical purposes. The last chapter of the said book starts with the section entitled “On the indispensability of a higher-order logic” (*Notwendigkeit einer Erweiterung des Kalküls*). Hence the historical evidence mentioned by Trzesicki appears to be in a nice accord with the contention of Section 1 of this text.

Unfortunately, this accord gets spoiled through the Author’s opinion (shared by him with some other writers) that Hilbert believed in the following thesis: any human reasoning may be expressed in the first-order logic. In a previous page the Author is a bit more cautious as he adds in parentheses that this so-called Hilbert Thesis was not formulated by him explicitly. This is to mean the thesis be formulated implicitly. But the sole implicit evidence as given by Trzesicki is limited to an exemplification which consists in Hilbert’s formalizing of a geometrical argument, due to Pascal, with the means of the first-order logic. But it was due to the very content of this argument that the first-order logic proved sufficient to formalize it.

Hence the reasoning of those who attribute to Hilbert the said Thesis looks like a naive generalization: in at least one case Hilbert used FOL as a suitable tool of formalization, hence Hilbert regarded that in any case FOL were a suitable tool of formalization. Apart of that example, if one carefully reads the passages (in [1928] book) referred to, one does not find any formulation, even implicit, like the so-called Hilbert Thesis. On the contrary, the mentioned content of the last chapter of [1928] book provides the explicit Hilbert’s statement that mathematics needs higher-order logics.

The continuation of the issue of decidability, entitled *Entscheidungsproblem* is again reach in descriptions of historical setting. To give an example, the Author fittingly applies Rudolf Carnap’s concept of explication (as a concept-forming procedure) to Turing’s analysis of computation.

A subject still more capturing our interest is treated in the section entitled *Beyond the Church-Turing Thesis*. After a thorough discussion of the meaning of the Church-Turing Thesis, we get an exhausting and vividly narrated survey of various chances of going beyond the said Thesis. When
appreciating the Author's approach, I see a point for a bit of polemics, namely the following statement by Trzęsicki.

The Church-Turing Thesis tells about the procedure of calculation carried out by a human being. It does not say anything about the "calculation" realized in the nature by physical or biological processes.

Assuming that human beings belong to the physical and biological world (a point by no means controversial), one has to infer from the first sentence that the Thesis tells about procedures realized in the biological world, contrary to what the second sentence says. A serious problem is whether humans may surpass the Universal Turing Machine owing to their biological nature. Something like that was suggested by John von Neumann by the end of his booklet *The Computer and the Brain* [1958] where he opposed the historically formed logic and mathematics to the logic and mathematics of the brain as two highly different systems.

At last the reader arrives at the ending section which tells about the number Omega mentioned in the title of the essay. In a natural way this account crowns the discussion on the idea of decidability for it is concerned, so to speak, with the furthest limits of undecidability. The Letter \( \Omega \) represents a real number denoting halting probability, that is, the chance that a program running at Turing Machine will eventually stop. The digits of this number are distributed in such a random way that any attempt to find a rule for predicting them is doomed to failure. Thus, this number, consisting of infinitely many 0's and 1's, has no recognizable pattern. Such is the message carried and commented in the final passages. The comment made at the very end incites a philosophical question about decidability of empirical problems, that is, those forming a set which subsumes the class of social research issues. Chaitin's results on Omega are by Trzęsicki applied to the physical world in order to conclude that the physical world, like mathematics, has a random structure. However, one may philosophically believe that all the physical quantities we encounter in the world are measurable with computable numbers. Such a belief seems to be entertained by some physicists. Some other people may regard that such a world would be too miraculous to be real. Anyway, the question seems to remain open.

2.4. The title of Witold Marciszewski's contribution resembles that of Stephen Wolfram [1985]: "Undecidability and intractability in theoretical physics". This is not to mean that this paper parallels Wolfram's in listing and commenting results concerning either undecidability or intractability in scientific theories, in this case theories in social research. When imitating Wolfram's title, with exchanging "theoretical physics" for "social sciences", the author intends to encourage social theorists to ask themselves: do they in their work encounter analogous metatheoretical problems?

The answer should be in the affirmative, though the cases of such metatheoretical awareness are not frequent among social scientists. Such a case occurs, although not quite explicitly, in the famous debate on socialist economic calculation between the Austrian School (Ludwig von Mises, Friedrich Hayek and others) and some socialist economists, especially Oskar Lange (see Section 2.2, Example 2). The Austrians are convinced that the enormous complexity of economic problems makes them intractable at the scale of a state economy. On the other hand, the free market, seen as information-processing system, provides us with such efficient methods of handling data as is computing both parallel and interactive. These features exist solely in a free-market setting, where many independent units parallelly process only those, relatively small, data amounts which they need for their individual purposes (Hayek's idea of dispersed knowledge). Moreover, otherwise than in central planning, their information processing activity in thoroughly interactive, so they can learn from experiences, and adjust their strategies to a changing environment. Oskar Lange was certain that the rapid development of computational power will enable handling even most complex problems of central planning. As he died in 1965, he could not check his views against the background of the theory of computational complexity which did not appear until about 1970. It is a challenge for his present followers (there are such ones, though not much numerous) to confront the socialist project with the current state of complexity research in order to estimate chances of this project. In the paper some rudiments of complexity theory are reported as a background to put the problem of decidability and tractability in economics with respect to the current state of complexity research.

Other prerequisites to ask about the said properties of economic and social theories are due to the theory of games, devised by von Neumann and Morgenstern [1944]. It provides social researchers with a fitting model of human interactions motivated by quest for gains, while its mathematical formalism makes sense of asking computability questions. More recently, such inquiries profit much from addressing two computational studies, those on agent programs and those on cellular automata. It is natural to treat players as agents behaving according to rules for cellular automata, adjusted to problems and strategies of a game (the theory of such automata was devised by Stanislaw Ulam and John von Neumann). A favourite case discussed in the theory of games is called "prisoner's dilemma" for its anecdotic plot
being concerned with the issue of solidarity of two accused in their defence in a trial. This is to exemplify the core of the question of how in a game to reasonably compare profits of loyal collaboration with a partner with those which one may win being selfish.

The paper, following recent literature, offers some examples of tractability results for the theory of games combined with the computational model of cellular automata. The data offered are not much abundant, but they should help to draw the following methodological moral.

To start, let us realize that any talking of tractability makes sense just with respect to those theories which have mathematical models. Such are some economic and social theories using, for instance, either a model provided by the theory of games or that of cellular automata (or both); this is why such theories alone are considered in the paper. Notwithstanding, sociologists, social psychologists, etc. used to report on their experimental results in the tone of full certainty, as if they relied on a perfect algorithm. It is up to philosophers to make their learned colleagues aware of two things.

First, if one uses a mathematical model, there may be problems which are in that model intractable or, even, undecidable. Like the question of whether a given game strategy will gain a permanent predominance over the rest (cf. item 1.3). A researcher, when observing a finite sequence of moves may be satisfied with perceiving that in this set such a predominance was the case, and thus declare his observation as a final result; however, such a success would be due rather to his ignorance than to experimental skill.

Second, if no mathematical model comes into play, then any empirical proceeding consists in guesses, or in the method of error and trial. Once upon a time, for example in the Vienna Circle, people believed in the so-called logic of induction which should have yielded algorithms to infer scientific laws from observational data. However that dream has gone with wind, especially with the wind of Popperian criticism. This is not to mean that all guesses are equally devoid of reliability. There is a fact significant for scientific method, to wit that there are varying degrees of reliability, depending, e.g., on preciseness of operational definitions of theoretical concepts involved.

2.5. A concrete and significant piece of own research in modelling social interactions is reported in the paper by Anna Gomolińska “Rough information granules in social agent system modelling”. The paper nicely fits into the frame of tractability issues and exemplifies a high degree of methodological awareness. The computational status of some problems of social interaction and knowledge engineering is diagnosed as their being computationally hard (exactly, NP-hard). Hence, because of such intractability, the researchers look for heuristics which are computationally more attractive though they provide us with suboptimal and approximate solutions alone. These are the other strategies, alternative to the speed-up phenomenon, as mentioned in the title of this essay.

The paper deals with the modelling of social, cognitive, and communicating agents, either natural or artificial. Agents and their systems are dynamic complex objects which can be represented by rough information granules. Information granules, mentioned in the title as this research subject, are defined as follows. An agent – an autonomous entity able to act on behalf of others or for itself – is viewed as a complex structure built of rough information granules; the same refers to multiagent systems. "Rough" is taken in the sense of rough sets theory as developed by Z. Pawlak; in the paper the classical Pawlak model of rough sets and its two extensions are recalled. Rules of some knowledge representation language are used as labels for information granules and, on the other hand, they are themselves objects to form information granules. An agent’s knowledge and belief, value and norm systems, judgment systems, classification procedures, and (interaction) modules can be modelled as information granules consisting of rules. Patterns of interaction and systems of agents can be viewed as such granules as well.

A considerable merit of the theory, as developed by Gomolińska and the international team she belongs to, lies in the fact that it considers a wide spectrum of agents’ utilities including moral values, cooperative attitudes etc. This constitutes a reasonable and desirable extension as compared with the standard approach of game theorists.

* * *

Let me put in a nutshell how the content of this volume relates to its title. The preceding part of this introductory comment recalls Gödel’s claim that decidability and tractability are system-relative: in the sense that problems lacking these properties in a particular system can obtain them in a stronger one. Trzęsicki’s paper discusses a high and inconquerable threshold of undecidability constituted by the number Omega. Both Trzęsicki and Murawski much contribute to the picture of how logic has developed towards the issue of decidability.

Once the issue is settled in the negative, logicians focus on partial solutions to find means of mechanical decision procedures to such an extent as it could be done. This story is told by Murawski and by Matuszewski,
the first narrated in a wider historical perspective, the second focusing on
most recent developments and exemplifying issues of tractability.

A similar relation of completing general considerations with a piece of
crude research holds between the contributions by Marciszewski and by
Gomolińska, respectively, each applying to social sciences. The former states
the question and offers a set of concepts to address it, the latter shows
some means to devise a working model of game interactions, a model which
proves efficient in spite of hard intractability, due to the art of obtaining
some suboptimal and approximate solutions.

Clearly, this survey of problems, ideas and results is far from being
either complete or duly detailed. However, it seems to shed some light on
 crucial issues of current logic and informatics and, thereby, issues of our
civilization.
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The Gödelian Speed-up and Other Strategies...
THE PRESENT STATE OF MECHANIZED DEDUCTION, AND THE PRESENT KNOWLEDGE OF ITS LIMITATIONS*

1. Introduction

In 1936 Alan Turing and Alonzo Church proved two theorems which seemed to have destroyed all hopes of establishing a method of mechanizing reasonings. Turing in (1936–37) reduced the decidability problem for theories to the halting problem for abstract machines modelling the computability processes (and named after him) and proved that the latter is undecidable. Church (1936) solving Hilbert's original problem proved the undecidability of the full predicate logic and of various subclasses of it.

On the other hand results of Skolem and Herbrand (cf. Chapter 6 of Marciszewski and Murawski, 1995) showed that if a theorem is true then this fact can be proved in a finite number of steps – but this is not the case if the theorem is not true (in this situation either one can prove in some cases the falsity of the given statement or the verification procedure does not halt). This semidecidability of the predicate logic was the source of hope and the basis of further searches for the mechanized deduction systems. Those studies were heavily stimulated by the appearance of computers in early fifties. There appeared the idea of applying them to the automatization of logic by using the mechanization procedures developed earlier. The appearance of computers stimulated also the search for new, more effective procedures.

In the sequel we shall describe the history of those researches. In Section 2 the early attempts of applying computers to prove theorems will be

* The financial support of the Committee for Scientific Research (grant no 1 HI01A 041 27) is acknowledged.
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2. First mechanized deduction systems

The different philosophical backgrounds mentioned above can be spotted already in the first studies towards mechanization of reasonings and automated theorem proving. In 1954 Martin Davis wrote a program to prove theorems in additive arithmetic (this program was never published in a paper). It was developed on the computer "Johniac" in the Institute for Advanced Study and was a straight implementation of the classical Presburger's decision procedure for additive number theory (i.e. for the theory of non-negative integers in the language with zero, successor and addition only) (cf. Presburger 1929). The complexity of this decision procedure is very high and therefore the program proved only very simple facts (e.g. that the sum of two even numbers is also an even number – this was the first mathematical theorem in the history proved by a computer!).

The Presburger prover of M. Davis was an example of the logic approach. The second achievement in the field of automated theorem proving called the logic theorist should be included among examples of the human simulation approach. We mean here the program of A. Newell, J. S. Shaw and H. A. Simon presented in 1956 at the Dartmouth conference (cf. Newell et al. 1956). This program could prove some theorems in the propositional calculus of Principia Mathematica of A. N. Whitehead and B. Russell. Its goal was to mechanically simulate the deduction processes of humans as they prove theorems of the sentential calculus. Two methods were used: (1) substitution into established formulas to directly obtain a desired result and, failing that, (2) to find a subproblem whose proof represents progress towards proving the goal problem. This program was able to prove 38 theorems of Principia.

The Geometry Theorem-proving Machine of Gelernter and others from 1959 (cf. Gelernter et al. 1959, 1960) is also an example of the second approach. It applied the idea of M. Minsky that the diagram that traditionally accompanies plane geometry problems is a simple model for the theorem that could greatly prune the proof search. The program worked backwards, i.e., from the conclusion (goal) towards the premises creating new subgoals. The geometry model was used just to say which subgoals were true and enabled to drop the false ones. It should be noticed that this program was able to prove most high school exam problems within its domain and the running time was often comparable to high school student time.

Simultaneously with the Geometry Theorem-proving Machine two new efforts in the logic framework occurred. We mean here works of Gilmore and Hao Wang. They used methods derived from classical logic proof procedu-
res and in this way rejected opinions that logical methods cannot provide a useful basis for automated theorem proving. Such opinions were rather popular at that time. They were founded on the fact that logic oriented methods were inefficient and on the fact that the methods of Newell, Shaw, Simon and Gelenter proved to be successful. The method of P. C. Gilmore was based on Beth’s semantic tableau technique. It was probably the first working mechanized proof procedure for the predicate logic – it proved some theorems of modest difficulty (cf. Gilmore 1959, 1960).

In the summer 1958 Hao Wang developed the first logic oriented program of automated theorem proving of IBM and continued this work at Bell Labs in 1959–63 (cf. Wang 1960, 1960a, 1961). Three programs were developed: (1) for propositional calculus, (2) for a decidable part of the predicate calculus and (3) for all of predicate calculus. Those programs were based on Gentzen-Herbrand methods, the last one proved about 350 theorems of Principia Mathematica (they were rather simple theorems of pure predicate calculus with identity).

During the Summer Institute for Symbolic Logic held at Cornell University, USA, in 1954 Abraham Robinson put forward, in his short lecture, the idea of considering the additional points, lines and circles – which must be used in a search for a solution of a geometrical problem – simply as elements of the so called Herbrand universe. This should enable us to abandon the geometrical constructs and to use directly Herbrand’s methods.

This idea turned out to be very influential and significant. One of the first programs that realized it was implemented in 1960–62 by M. Davis and H. Putnam (cf. Davis–Putnam 1960). By Herbrand’s theorem, the question of validity of a predicate calculus formula \( Z \) can be reduced to a series of validity questions about ever-expanding propositional formulas. More exactly one should consider so called Herbrand disjunctions \( A_1 \lor \cdots \lor A_n \) (which can be effectively obtained from \( Z \)). It holds that \( Z \) is valid if and only if there exists an \( n \) such that the disjunction \( A_1 \lor \cdots \lor A_n \) is valid. The formulas \( A_i \) are essentially substitution instances over an expanded term alphabet of \( Z \) with quantifiers removed. So one can test now \( A_1 \lor \cdots \lor A_n \) for ever-increasing \( n \) for example by truth table and conclude that \( Z \) is valid if among formulas \( A_1 \lor \cdots \lor A_n \) a tautology was found. But truth tables happen to be quite inefficient. The procedure of Davis and Putnam tried to overcome this difficulty. In fact they were considering unsatisfiability (instead of validity) of formulas and worked with conjunctive normal forms. Such a form is a conjunction of clauses, each clause being a disjunction of literals, i.e. atomic formulas (atoms) or their negations. The Davis–Putnam procedure can be described now as follows: “[it] made optimal use of simplification by can-
cellation due to one-literal clauses or because some literals might not have their complement (the same atomic formula but only one with a negation sign) in the formula. A simplified formula was split into two formulas so further simplification could recur anew” (cf. Loveland 1984).

3. Unification and resolution

The procedure of Davis and Putnam described in the last section had some defects. The main one was the enumeration substitutions – prior to this point substitutions were determined by some enumeration scheme that covered every possibility. Prawitz (1960) realized that the only important substitutions create complementary literals. He found substitutions by deriving a set of identity conditions (equations) that will lead to contradictory propositional formula if the conditions are met. In this way one got a procedure of substituting Herbrand terms. It is called today unification.

M. Davis developed right away the idea and combining it with the procedure of Davis–Putnam implemented it in a computer program based on so called Linked-Conjunct method (cf. Davis 1963). This program used conjunctive normal forms of formulas and the unification algorithm developed by D. McIlroy in November 1962 at the Bell-Telephone-Laboratories. It was the first program which overcame the weaknesses of Herbrand procedure and improved it just by using conjunctive normal form and the unification algorithm (cf. Davis 1963 and Chinlund et al. 1964).

Simultaneously at Argonne National Lab near Chicago a group of scientists (G. Robinson, D. Carson, J. A. Robinson, L. Wos) was working on computer programs proving theorems. They used methods based on Herbrand theorem recognizing their inefficiency. Studying papers of Davis–Putnam and Prawitz they came to the idea of trying to find a general machine-oriented logical principle which would unify their ideas in a single rule of inference. Such a rule was found in 1963–64 by John Alan Robinson and published in (1965). It is called the resolution principle and is today one of the most fundamental ideas in the field of automated theorem proving. Therefore we shall describe it now more exactly.

The resolution principle is applied to formulas in a special form called conjunctive normal form. Given a formula \( A \) of the language of predicate calculus we first transform it into prenex normal form, i.e., to the form \((Q_1x_1)(Q_2x_2)\ldots(Q_nx_n)B\) where \(Q_i\) \((i = 1, \ldots, n)\) are universal or existential quantifiers and \(B\) is quantifier-free (\(B\) is called matrix). One can show that the prenex normal form of a formula \(A\) is logically equivalent to the
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The last step of the considered transformation consists of the application of the following distributivity laws:

\[ A \lor (B \land C) \iff (A \lor B) \land (A \lor C), \]
\[ (A \land B) \lor C \iff (A \lor C) \land (B \lor C). \]

In this way the obtained formula is of the form of conjunctions of disjunctions of literals. Such a form is called the conjunctive normal form and the disjunctions of literals are called clauses. Clauses consisting of a single literal are called unit clauses. Clauses with only one positive literal are called Horn clauses. They correspond to formulas of the form \(A_1 \land \ldots \land A_n \iff B\). To illustrate the last step note that the conjunctive normal form of our formula stating that a function \(f\) is continuous is the following:

\[ (\forall \varepsilon > 0 \lor [g(\varepsilon) > 0 \land \vert x - y \vert < g(\varepsilon)] \lor \vert f(x) - f(y) \vert < \varepsilon). \]

Note that if \((A^1 \lor \ldots \lor A^m) \land \ldots \land (A^p \lor \ldots \lor A^n)\) is a conjunctive normal form of a formula \(A\) then we write it sometimes also as: \([A^1 \lor \ldots \lor A^m] \land \ldots \land [A^p \lor \ldots \lor A^n]\) or as \(\{A^1, \ldots, A^m\}, \ldots, \{A^p, \ldots, A^n\}\). This form is called the clause form. In this way we have shown that for any formula \(A\) of the language of predicate calculus there exists a formula \(A'\) in conjunctive normal form such that the formula \(A\) is satisfiable (inconsistent) if and only if the formula \(A'\) is satisfiable (inconsistent).

Having described the needed form of formulas we can introduce now the resolution principle. First observe that a formula \(B\) is a logical consequence of formulas \(A_1, \ldots, A_n\) if and only if the formula \(A_1 \land \ldots \land A_n \land \neg B\) is inconsistent, i.e., unsatisfiable. Let \(\Box\) denote an empty clause (i.e., a contradiction) and let formulas \(A_1, \ldots, A_n, \neg B\) be in conjunctive normal form. Hence to show that \(B\) follows logically from \(A_1, \ldots, A_n\) it suffices to prove that \(\Box\) is contained in the set \(S\) of all clauses constituting \(A_1, \ldots, A_n, \neg B\) or that \(\Box\) can be deduced from this set (the sense of the word ‘deduce’ will be explained below). This is the main idea of the method of resolution. Hence we can say that this method is a negative test calculus.

The resolution calculus introduced by J. A. Robinson (1965) is a logical calculus in which one works only with formulas in clause form. It has no logical axioms and only one inference rule (the resolution rule). The simplest version of this rule has the following form: if \(C_1\) and \(C_2\) are two clauses such that \(C_1\) contains a literal \(L_1\) and \(C_2\) contains a literal \(L_2\) which is inconsistent with \(L_1\) (i.e., \(L_1\) and \(L_2\) are complementary literals) then one obtains a new clause \(C\) consisting of all literals of \(C_1\) except \(L_1\) and all literals of \(C_2\) except \(L_2\). Symbolically it can be written as:

\[ \neg \varepsilon > 0 \lor [g(\varepsilon) > 0 \land \vert x - y \vert < g(\varepsilon) \lor \vert f(x) - f(y) \vert < \varepsilon]. \]

Note that atoms and negated atoms are usually called literals.
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We have the following proof of unsatisfiability of $S$:

(1) $\neg P \lor \neg Q \lor R$
(2) $\neg P \lor \neg Q \lor S$
(3) $P$
(4) $\neg S$
(5) $Q$
(6) $\neg P \lor \neg Q$ resolvent of (2) and (4)
(7) $\neg P$ resolvent of (5) and (6)
(8) $\Box$ resolvent of (3) and (7).

So far we considered the simplest form of the resolution principle and its application in the propositional calculus. In the case of formulas containing variables the whole situation is more complicated.

First we describe a substitution device called unification (we shall do it following Chang-Lee 1973). By a substitution we mean a finite set of the form $\{t_1/v_1, \ldots, t_n/v_n\}$ where $v_i$ are variables and $t_i$ are terms different from $v_i$. An empty substitution will be denoted by $\varepsilon$. If $\theta = \{t_1/v_1, \ldots, t_n/v_n\}$ is a substitution and $E$ is a formula then by $E\theta$ we denote the formula $E(v_1/t_1, \ldots, v_n/t_n)$. Observe that substitutions can be composed, i.e., if $\theta = \{t_1/x_1, \ldots, t_n/x_n\}$ and $\lambda = \{u_1/y_1, \ldots, u_m/y_m\}$ are two substitutions then by $\theta \circ \lambda$ we shall denote a composition of $\theta$ and $\lambda$ and define it as a substitution obtained from the set $\{t_1/x_1, \ldots, t_n/x_n, u_1/y_1, \ldots, u_m/y_m\}$ by removing from it all the elements $t_j\lambda/x_j$ such that $t_j\lambda = x_j$ and all the elements $u_i/y_i$ such that $u_i \in \{x_1, \ldots, x_n\}$. Note that the composition $\circ$ is associative and that the left and right unit, i.e., $\varepsilon \circ \theta = \theta \circ \varepsilon = \varepsilon$.

A substitution $\theta$ is said to be a unifier of a set of formulas $\{E_1, \ldots, E_k\}$ if and only if $E_1\theta = E_2\theta = \cdots = E_k\theta$. If there exists a unifier of a set $\{E_1, \ldots, E_k\}$ then this set is said to be unifiable. A unifier $\sigma$ of the set $\{E_1, \ldots, E_k\}$ is called a most general unifier if and only if for any unifier $\theta$ of this set there exists a substitution $\lambda$ such that $\theta = \sigma \circ \lambda$. J. A. Robinson showed that for any set $S$ of formulas there exists at most one most general unifier.

We shall describe now an algorithm of finding a most general unifier. It is called the unification algorithm.

Let $S$ be a nonempty set of formulas. A disagreement set of $S$ is defined as follows: one indicates the first (from the left) position such that there are two formulas from $S$ which differ on this position. Then for
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7. \( \sigma_3 = \sigma_2 \circ \{t_2/v_2\} = \{a/z, f(a)/x, g(y)/u\} \),
   \( S_3 = S_2 \{t_2/v_2\} = \{P(a, f(a), f(g(y)))\} \).

By Step 2 the set \( S \) is unifiable and \( \sigma_3 \) is the most general unifier of it.

We have to define two more notions to formulate at last the general form of the resolution rule. If two or more literals (with the same sign) of a clause \( C \) have a most general unifier \( \sigma \) then the clause \( C \sigma \) is called a factor of \( C \). Let \( C_1 \) and \( C_2 \) be two clauses which have no common variable and let \( L_1 \) and \( L_2 \) be two literals of \( C_1 \) and \( C_2 \), resp. If \( L_1 \) and \( \neg L_2 \) have a most general unifier \( \sigma \) then the clause \((C_1 \sigma - L_1 \sigma) \cup (C_2 \sigma - L_2 \sigma)\) is called a binary resolvent of \( C_1 \) and \( C_2 \). The clauses \( C_1 \) and \( C_2 \) are called parent clauses and we say that \( L_1 \) and \( L_2 \) are literals resolved upon. A resolvent of two parent clauses \( C_1 \) and \( C_2 \) is now defined as one of the following resolvents: (1) binary resolvent of \( C_1 \) and \( C_2 \), (2) binary resolvent of \( C_1 \) and a factor of \( C_2 \), (3) binary resolvent of \( C_2 \) and a factor of \( C_1 \), (4) binary resolvent of a factor \( C_1 \) and a factor of \( C_2 \).

Now we can define a resolution deduction. Let a set \( S \) of clauses and a clause \( A \) be given. A resolution deduction of \( A \) from \( S \) is a finite sequence \( C_1, \ldots, C_n \) of clauses such that: (1) \( C_n \) is \( A \), (2) for any \( i, 1 \leq i \leq n \), \( C_i \) is either a member of \( S \) or there exist \( j, k < i \) such that \( C_i \) is a resolvent of \( C_j \) and \( C_k \) (i.e., \( C_i \) is obtained from \( C_j \) and \( C_k \) by the resolution rule). A resolution deduction of the empty clause \( \square \) from \( S \) is called a refutation (or a proof of unsatisfiability) of \( S \).

We shall give some examples (cf. Chang-Lee 1973).

1. Show that the formula \( B = \exists x(S(x) \land R(x)) \) is a logical consequence of formulas \( A_1 = \forall x[P(x) \rightarrow (Q(x) \land R(x))] \) and \( A_2 = \exists x(P(x) \land S(x)) \). It suffices to show that the formula \( A_1 \land A_2 \land \neg B \) is unsatisfiable. Transform the given formulas \( A_1, A_2, \neg B \) into conjunctive normal form. We get the following formulas, resp.:

\[
\neg P(x) \lor Q(x) \land (\neg P(x) \lor R(x)),
\]

\[
P(a) \land S(a),
\]

\[
\neg S(x) \lor \neg R(x).
\]

We can construct now the following resolution deduction:

\[
\begin{align*}
\neg P(x) \lor Q(x) & \quad \text{from } A_1 \\
\neg P(x) \lor R(x) & \quad \text{from } A_1 \\
P(a) & \quad \text{from } A_2 \\
S(a) & \quad \text{from } A_2 \\
\neg S(x) \lor \neg R(x) & \quad \text{from } \neg B 
\end{align*}
\]
(6) $R(a)$
(7) $\neg R(a)$
(8) $\square$

Hence we have shown that $B$ is a logical consequence of $A_1$ and $A_2$.

2. We show that the formula $B := \exists x(P(x) \land R(x))$ is a logical consequence of the following formulas:

$$A_1 := \forall x [Q(x) \land \neg T(x) \rightarrow \exists y(S(x,y) \land R(y))],$$
$$A_2 := \exists x [P(x) \land Q(x) \land \forall y(S(x,y) \rightarrow P(y))],$$
$$A_3 := \forall x (P(x) \rightarrow \neg T(x)).$$

Transforming the formulas $A_1, A_2, A_3$ and $\neg B$ into conjunctive normal form we get the following clauses:

\begin{align*}
& (1) \neg Q(x) \lor T(x) \lor S(x, f(x)) & \text{from } A_1 \\
& (2) \neg Q(x) \lor T(x) \lor R(f(x)) & \text{from } A_1 \\
& (3) P(a) & \text{from } A_2 \\
& (4) Q(a) & \text{from } A_2 \\
& (5) \neg S(a, y) \lor P(y) & \text{from } A_3 \\
& (6) \neg P(x) \lor \neg T(x) & \text{from } B \\
& (7) \neg P(x) \lor \neg R(x) & \text{from } B
\end{align*}

The needed deduction of $\square$ can be the following:

\begin{align*}
& (8) \neg T(a) & \text{resolvent of (3) and (6)} \\
& (9) T(a) \lor R(f(a)) & \text{resolvent of (2) and (4)} \\
& (10) R(f(a)) & \text{resolvent of (8) and (9)} \\
& (11) T(a) \lor S(a, f(a)) & \text{resolvent of (1) and (4)} \\
& (12) S(a, f(a)) & \text{resolvent of (8) and (11)} \\
& (13) P(f(a)) & \text{resolvent of (5) and (12)} \\
& (14) \neg R(f(a)) & \text{resolvent of (7) and (13)} \\
& (15) \square & \text{resolvent of (10) and (14)}
\end{align*}

The method of resolution has an important property called the refutational completeness. One can prove that a set $S$ of clauses is unsatisfiable if and only if there exists a resolution deduction of the empty clause $\square$ from $S$. The proof of this fact uses semantical trees and Herbrand’s theorem. Hence the method gives a semidecidability of the predicate logic: if a given formula is a logical consequence of a given set $S$ of formulas then by a systematic application of the resolution rule we get in a finite number of steps the empty clause $\square$, but if it is not a logical consequence then sometimes one can decide it after a finite number of steps but in general the procedure does not halt. On the other hand the considered method does not give a procedure of finding a formal proof of a formula $B$ on the basis of formulas $A_1, \ldots, A_n$ in the case when $B$ is a logical consequence of $A_1, \ldots, A_n$.

Recall that we used in the resolution most general unifiers, i.e., most general substitutions that allow the equality of literals. This guarantees the elimination of branching of search due to different possible substitutions that equate those atoms but lead to different clauses. Therefore the method of resolution is simple, elegant and powerful. But the world is not so perfectly beautiful – this method has also some defects. If one generates from a given set of clauses new clauses by the method of resolution then they accumulate at a rapid rate. Indeed given a set $S$ of clauses one can obtain new clauses systematically using the level-saturation method which is described by the following equations: $S^0 = S$, $S^{n+1} = \{\text{resolvents of } C_1 \text{ and } C_2 : C_1 \in S^0 \cup \ldots \cup S^n, C_2 \in S^n\}$, $n = 1, 2, \ldots$. In this way we get all the resolvents of all pairs of elements of $S$, add them to $S$, further we calculate all the resolvents of elements of this new set, etc., till we come to the empty clause $\square$. Among clauses generated in this procedure there are many irrelevant ones and the total number of clauses grows rapidly. Hence the idea of improving the method of resolution by finding restrictions and strategies to control the growth of the number of clauses. We shall tell here only about some of the proposed improvements (Loveland 1978 summarizes in Appendix twenty five such improvements but more exist). By a restriction of resolution we mean a variant for which some clauses generated by the basic resolution procedure are not generated. A strategy of resolution only rearranges the order of generation to get likely useful clauses earlier.

One of the earliest refinements of resolution is unit-preference introduced in Wos-Carson-Robinson (1964). This strategy guarantees that the resolvent is shorter than the longer parent clauses. In the same paper L. Wos, D. F. Robinson and G. A. Carson introduced the set-of-support restriction. It can be described as follows: one chooses a subset $T$ (called a support) of a given set $S$ of clauses and then two clauses from $S \setminus T$ are never resolved together. This means that every resolvent has in its deduction history some clause of $T$. In practice $T$ is usually chosen to be a (sub)set of the clauses special to the considered problem.

J. A. Robinson in (1965a) introduced a restriction called hyperresolution. It restricts resolutions to where one parent clause contains only positive literals and any resolvent containing a negative literal is immediately used in all permitted resolutions and then discarded.
D. W. Loveland (1970) and D. Luckham (1970) proposed another restriction called linear resolution (Luckham used the name “ancestry-filter form”). It constrains the deduction so that a new clause is always derived from the preceding clause of the deduction by resolving against an earlier clause of the deduction. In this way one is always seeking to transform the last clause obtained into a clause closer to the goal clause. This method was further developed by R. Anderson and W. W. Bledsoe (1970). R. Yates, B. Raphael and T. Hart (1970), R. Reiter (1971), D. W. Loveland (1972) and R. Kowalski and D. Kuehner (1971).

D. W. Loveland (1968) and (1969) introduced a procedure which is not a resolution procedure but is close to a very restricted form of linear resolution—it is called model elimination. R. Kowalski and D. Kuehner (1971) provided the translation of it into a very restricted linear resolution format called SL-resolution. It was used by A. Colmerauer and P. Roussel to an early version of a programming language Prolog.

There appeared a number of resolution refinements which reduce multiple derivations of the same clause by ordering literals in clauses. An example of this type of procedures is the method called locking or lock-resolution introduced by R. S. Boyer (1971). Its main idea is to use indices to order literals in clauses from a given set of clauses. The occurrences of literals are indexed by integers. Then resolution need be done using only the lowest indexed integer of each clause.

We should mention here also the semantic resolution of J. R. Slagle (1967) which generalizes hyperresolution of J. A. Robinson (1965a), resolution with renaming of B. Meltzer (1966) and the set-of-support restriction of L. Wos, G. A. Robinson and D. F. Carson (1965).

All types of refinements of resolution given above are refutation complete. There exist also two forms of resolution restrictions which are incomplete. We mean here unit clause resolution and input clause resolution. The former was introduced by L. Wos, D. F. Carson and G. A. Robinson (1964). It permits resolution only when one parent is a unit clause, i.e., it consists of one literal. The input clause resolution was introduced by C. L. Chang (1970). It is a restricted form of linear resolution where one parent is always an input (given) clause. Chang proved that the unit clause and input clause resolutions are of equal power—they are complete over the class of Horn formulas.

Most mathematical theories contain among its symbols the equality symbol and among its axioms—the equality axioms. The immediate application of the usual resolution procedure generates in this case a lot of undesired clauses. Hence L. Wos and G. A. Robinson (1970) introduced a procedure called paramodulation. This is the equality replacement rule with unification. It replaces all equality axioms except certain reflexivity axioms for functions. When paramodulation is restricted to replacement of the (usually) shorter term by the longer term with no instantiation allowed in the formula incorporating the replacement then one uses the term demodulation (cf. Wos-Robinson-Carson-Shalla 1967). It should be mentioned that there are also two other systems treating equality: system introduced by E. E. Sibert (1969) and E-resolution introduced by J. B. Morris (1969).

To finish this section we should add that almost simultaneously with Robinson’s invention of resolution, J. Ju. Maslov in the USSR introduced a proof procedure very close to resolution in spirit. His method is called the inverse method and it is a test for validity rather than unsatisfiability (cf. Maslov 1964, 1971 and Kuehner 1971).

4. Development of mechanized deduction after 1965

The last section was devoted to the method of resolution and to its refinements. This approach to the mechanization and automatization of reasonings was dominating in the sixties. Nevertheless there were developed also other methods. In this section we shall discuss them briefly and sketch further development of the researches in the field after 1965.

We should begin with the Semi Automated Mathematics (SAM) project that spanned 1963 to 1967. It belongs to the human simulation approach (cf. Section 1). In the framework of this project a succession of systems designed to interact with a mathematician was developed. They used many sorted o-order logic with equality and \( \lambda \)-notation. The system SAM I was a proof checker but the theorem proving power continued to increase through SAM V which had substantial automatic capability. Only a part of the work in this project got recorded in the literature—cf. J. R. Guard-F. C. Oglesby-J. H. Bennett-L. G. Settle (1969).

Another project belonging to the human simulation approach developed in the mid-sixties was ADEPT, the Ph. D. thesis of L. M. Norton (cf. Norton 1966). It was a heuristic prover for group theory.

The dominant position of the resolution methods brought sharp criticism from some researchers. Their main argument was that there cannot be a unique procedure which would suffice to realize (to simulate) the real intelligence. They stressed the necessity of using many components. One of those critics was M. Minsky from MIT. In 1970 C. Hewitt, a Ph. D.
student at MIT wrote a dissertation on a new programmatic language called PLANNER (cf. Hewitt 1971). Its goal was to structure a theorem prover system in such a way that locally distributed knowledge could be represented at various positions of the proving program. In fact it was not a theorem prover per se, but a language in which a “user” was to write his own theorem prover, specifically tailored to the problem domain at hand. This language was never fully implemented, only a subset of it was realized (microPLANNER).

About the same time another effort in human simulation approach was undertaken by A. Nevins (cf. Nevins 1974, 1975, 1975a). He built in fact at least two provers that were able to prove theorems which most resolution provers could not touch. For example Nevins could prove fully automatically that:

\[ x^3 = e \rightarrow f(f(a, b), b) = e \]

where \( f(x, y) = xyx^{-1}y^{-1} \). This result is much harder than the implication: “\( x^2 = e \rightarrow \text{the group is abelian} \)” which constituted the limit of capability of ADEPT.

We should mention also works of the group of scientists gathered around W. W. Bledsoe at the University of Texas which proved to be very important. They were working for single uniform rule of inference for the whole mathematics but were seeking specific methods for particular domains of mathematics such as analysis, set theory or nonstandard analysis (cf. Bledsoe 1983, 1984).

So far we spoke about studies in seventies of the automated theorem proving which could be classified as human simulation approach. It does not mean that this was the only direction. There were also some new ideas within the logic approach. We should say here first of D. E. Knuth and P. B. Bendix (1970). They used the idea of rewrite rules – a device familiar to logicians. It is a replacement rule and allow to replace the left hand side by the right hand side at any occurrence of the left hand side. In equational theories one converts equations just to rewrite rules. Those rules enable us to reduce terms and to equate them. Knuth and Bendix proposed an algorithm which for a class of equational theories gave a complete set of rewrite rules – i.e., a set of rewrite rules sufficient to check the truth of every equation of the theory by demanding that equal terms reduce to the same normal form. An example of a theory to which the algorithm applies is the theory of groups (while the theory of abelian groups is not). There is an open problem connected with this algorithm: what equational theories have complete sets of rewrite rules?

Recall that the unification algorithm (described in the previous section) permits computation of a most general substitution for variables to make atomic formulas identical. Working with special theories, usually equational theories, one can simplify the procedure given by unification and resolution by introducing special unification. Its main idea is that the usual unification is augmented by equations or rewrite rules obtained from axioms of the considered theory. This idea was first formalized by G. D. Plotkin (1972) and further developed by M. E. Stickel (1981), (1985) and M. Livesey and J. Siekmann (1976). The idea of theory resolution of Stickel can be summarized as follows: since the resolution rule enlarges the whole number of steps, it is desirable to find macrorules in which certain sequences of steps could be performed in one step.

Another example of results which should be classified as logic oriented is the system of R. Overbeek developed later by B. Winker, E. Lusk, B. Smith and L. Wos and named AURA (Automated Reasoning Assistant). It was based on the old (i.e., coming from the sixties) ideas of unit preference, set-of-support for resolution, paramodulation and demodulation to which hyperresolution as well as more flexibility in demodulation and preprocessors for preparation of input from a variety of formats were added.

Around 1973 there appeared a very interesting effort different from the resolution approach and the strongly human oriented prover of Bledsoe. We mean here the Computational Logic Theorem Prover of R. S. Boyer and J. S. Moore (1975), (1979), (1981). This system uses the language of quantifier-free first order logic with equality and includes a general induction principle among the inference rules. It can be used to work within traditional mathematics (e.g., number theory) as well as to prove properties of programs and algorithms (so called proofs of correctness).

We should tell also about graph representation and about prover for systems of higher order. The former is based on the idea of enriching the structure of basic data with additional information, e.g. by representing the potential resolution steps in the graph structure. Literals or clauses and possible complementary literals form vertices of graphs which are connected by edges. This approach was introduced by R. Kowalski (1975) (cf. also S. Sickel 1976, R. E. Shostak 1976 and P. Andrews 1976).

The first proving system for higher order logics was developed by a group of scientists working under the direction of J. R. Guard in the early sixties. The studies were continued by W. E. Gould (1966), G. P. Huet (1975) and D. C. Jensen and T. Pietrzykowski (1976). The most important and influential group of people working in this direction is today at the Carnegie-Melon University (its chief is P. B. Andrews). They developed
in the late seventies a theorem prover for type theory (TPS) (cf. Andrews 1981 and Miller, Cohen, Andrews 1982). It can prove for example Cantor’s theorem as well as numerous first order theorems.

We shall finish this survey of activities in the field of mechanization and automatization of reasonings in the sixties and seventies by mentioning an ambitious theorem prover now being developed at the University of Karlsruhe and named Markgraf Karl Refutation Procedure (cf. K. Bläsius, N. Eininger, J. Siekmann, G. Smolka, A. Herold, C. Walther 1981).

5. Some limitations

Having described so far the positive achievements in the field of mechanized deduction and automated theorem proving let us turn now to the discussion of some (essential) limitations in this process.

It is a trivial observation that an automatic theorem prover would have wide application if it operated effectively enough. Hence it is useful to distinguish effective and feasible computability (decidability). Both are intuitive (nonformal) concepts. Recall that a problem is said to be effectively decidable (a function is effectively computable) if and only if there exists a definite mechanical procedure which can solve in a finite number of prescribed steps every instance of the problem (calculate the value of the function for any given arguments). It is believed that the concept of recursive computability (or equivalently of Turing machine computability) is an adequate mathematical formalization (counterpart) of this concept – this is stated by Church’s Thesis. On the other hand by “feasible” one means “computable in practice” or “computable in the real world”. As a mathematical model of this intuitive notion one can consider the concept of polynomial time computability, i.e., computability by a deterministic Turing machine in the time bounded by a polynomial of the size of the input, hence by a deterministic Turing machine that needs a number of steps bounded by a polynomial of the size of the input. Denote by $P$ the class of predicates (problems) recognizable (solvable) in a polynomial time. A closely related class is the class $NP$ of problems recognizable in nondeterministic polynomial time. There is an open problem whether problems in $NP$ are feasibly decidable or are polynomial time decidable – it is shortly denoted as $P \neq \text{?NP}$ and is a central problem in the contemporary computer science.

It seems that this problem was stated (in a certain sense) for the first time in a letter of Kurt Gödel to John von Neumann from 20th March 1956 (cf. Gödel 2003, p. 373–375). Gödel was thinking about computational complexity of Turing machine computations and asked von Neumann about the computational complexity of a problem (which is in fact an $NP$ complete problem; note that we are using the modern terminology, in Gödel’s letter the problem is not referred to as $NP$ complete) about proof systems and wondered if it could be solved in linear or possibly quadratic time. He asked how hard it is (computationally) to decide if a statement has a proof of length $n$ in a formal system (it is of course a question about the fundamental nature of mathematics). It is worth quoting here some fragments of Gödel’s letter:

Obviously, it is easy to construct a Turing machine that allows us to decide, for each formula $F$ of the restricted functional calculus and every natural number $n$, whether $F$ has a proof of length $n$ [length = number of symbols]. Let $\psi(F, n)$ be the number of steps required for the machine to do that, and let $\varphi(n) = \max_F \psi(F, n)$. The question is, how rapidly does $\varphi(n)$ grow for an optimal machine? It is possible to show that $\varphi(n) \geq Kn$. If there really were a machine with $\varphi(n) \sim Kn$ (or even just $\sim Kn^2$) then that would have consequences of the greatest significance. Namely, this would clearly mean that the thinking of a mathematician in the case of yes-or-no questions could be completely replaced by machine, in spite of the unsolvability of the Entscheidungsproblem. $n$ would merely have to be chosen so large that, when the machine does not provide a result, it also does not make any sense to think about the problem. Now it seems to me to be quite within the realm of possibility that $\varphi(n)$ grows so slowly. For 1) $\varphi(n) \geq Kn$ seems to be the only estimate obtainable by generalizing the proof of the unsolvability of the Entscheidungsproblem; 2) $\varphi(n) \sim Kn$ (or $\sim Kn^2$) just means that the number of steps when compared to pure trial and error can be reduced from $N$ to $\log N$ (or $\log N^2$). Such significant reductions are definitely involved in the case of other finitist problems, e.g., when computing the quadratic remainder symbol by repeated application of the law of reciprocity. It would be interesting to know what the case would be, e.g., in determining whether a number is prime, and how significantly in general for finitist combinatorial problems the number of steps can be reduced when compared to pure trial and error.

To formulate the problems raised by Gödel more clearly let us think of first-order predicate logic formalized in one of the usual Hilbert-style systems with a finite set of axiom schemata and modus ponens and generalization as the only rules of inference. Let the symbol $\vdash_n \varphi$ denote that $\varphi$ has a first-order proof of $\leq n$ symbols. Gödel was asking about the difficulty of answering questions of the form "$\vdash_n \varphi?". Let $A = \{ (\varphi, 0^n) : \vdash_n \varphi \}$.\footnote{Except for the formulation of axioms.}
Gödel’s questions is now: is the set \( A \) recognizable on a (multitape) Turing machine in time \( O(n) \) or in time \( O(n^2) \)? It can be shown that there is an effective algorithm for deciding membership in \( A \) and that the set \( A \) is in fact \( NP \)-complete (it is \( NP \)-complete even for propositional logic — cf. Buss 1995).

It is interesting that Gödel was thinking in his letter about problems related to \( P = \text{?}NP \) well before these classes were widely stated (cf. Hartmanis 1989 for the discussion of Gödel’s letter). Note also that Gödel treated linear or quadratic time computability as corresponding to feasible computation and did not realize the importance of polynomial time as a mathematical model of feasible computability.

The problem \( P = \text{?}NP \) belongs to the most famous open problems in computer science. On the other hand it is known today that even in the case of simple mathematical theories the decision procedures are of high complexity. The following theorems can serve as examples indicating the measure of the complexity.

Let \( F \) be a function defined in the following way:

\[
F(n,1) = 2^n, \quad F(n,m + 1) = 2^{F(n,m)}. \]

Denote by \( l(\varphi) \) the length of a formula \( \varphi \), i.e., the number of (logical and nonlogical) symbols occurring in \( \varphi \).

It has been shown that:

- (Meyer 1975) Let \( f(n) \) be the function

\[
F(n, \lfloor dn \rfloor). \]

There exists a constant \( d > 0 \) such that for any Turing machine \( P \) deciding the weak second-order monadic theory of one successor WS1S there exist infinitely many sentences \( \varphi \) with the property that the machine \( P \) needs more than \( f(l(\varphi)) \) steps to decide whether \( \varphi \in \text{WS1S} \) or not.

- (Meyer 1975) The complexity of the theory of linear order is at least \( F(n, \lfloor dn \rfloor) \) for a certain positive constant \( d \), i.e., to decide a formula of the length \( n \) one needs at least \( F(n, \lfloor dn \rfloor) \) steps.

- (Fisher and Rabin 1974) A decision procedure for Presburger arithmetic is of the complexity at least \( 2^{2^n} \) for a certain constant \( c > 0 \), i.e., to decide whether a formula \( \varphi \) of the length \( n \) is a theorem of Presburger arithmetic one needs at least \( 2^{2^n} \) steps.

- (Fisher and Rabin 1974) The complexity of the theory \( \text{Th}(\langle \mathbb{N}, + \rangle) \) is at least \( F(cn,3) \), i.e., \( 2^{2^{2^n}} \) for a certain constant \( c > 0 \).

So one sees that even for such simple theories as \( \text{Th}(\langle \mathbb{N}, + \rangle) \) or \( \text{Th}(\langle \mathbb{N}, \cdot \rangle) \) decision procedures are of exponential complexity. Add also that the decision procedure for the theory of real numbers is doubly exponential in the number of quantifier blocks (cf. Heintz et al. 1989) and that even deciding first-order sentences for the ordered group \( \langle \mathbb{R}, +, < \rangle \) is exponentially hard (cf. Fisher et al. 1974).

On the other hand if one moves from the level of first-order logic to higher systems (or generally from the level \( n \) to the level \( n + 1 \)) the complexity of proofs (their lengths) can be reduced. This observation was made by Gödel in (1936). Having already shown that a logic \( S_{n+1} \) of a higher order could prove formulas that a logic \( S_n \) of a lower order could not prove, in this abstract he considered the question of formulas that can be proved in both the weaker and the stronger logics. He stated that if the length of a proof is defined to be the number of lines in it, then there are formulas that can be proved in both \( S_n \) and \( S_{n+1} \) but that have a proof in \( S_{n+1} \) much shorter than their shortest proof in \( S_n \). This speed-up can be by arbitrary function computable in \( S_n \), i.e., for any function \( F \) computable in \( S_n \) there exist infinitely many formulas \( \varphi \) such that if \( k \) is the length of a shortest proof of \( \varphi \) in \( S_n \) and \( l \) is the length of a shortest proof of \( \varphi \) in \( S_{n+1} \), then \( k > F(l) \).

Hence “passing to the level of the next higher order has the effect, not only of making provable certain propositions that were not provable before, but also of making it possible to shorten, by an extraordinary amount, infinitely many of the proofs already available” (Gödel 1936).

Gödel did not give a proof of his result. An analogous result (taking the length of a proof to be its Gödel number rather than the number of lines in it) was given by Mostowski in (1952). Similar results were also proved by Ehrenfeucht and Mycielski (1971) and by Parikh (1971). Statman in (1978) has shown that there is no function \( F \) provably recursive in second-order arithmetic such that whenever a first-order formula \( \varphi \) is derivable in a certain standard system of second-order logic with length \( \leq l \) then \( \varphi \) is derivable in a certain standard system of first-order logic with length \( \leq F(l) \).

Note that the problem \( P = \text{?}NP \) discussed above can be thought of as a speed-up question.

A nice illustration of the phenomenon indicated by Gödel was given by Boolos in (1987). He considered there the following set of axioms (in the language with function symbols \( F \) and \( S \) and a unary predicate \( D \)):

1. \( \forall n F(n, 1) = S(1) \),
2. \( \forall x F(1, S(x)) = SS(F(1, x)) \),
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(3) \( \forall n \forall x F(S(n), S(x)) = F(n, F(S(n), x)) \),
(4) \( D(1) \),
(5) \( \forall x[D(x) \rightarrow D(S(x))] \).

In the intended interpretation of the above formulas the variables range over the natural numbers, \( n \) denotes the number one and \( S \) is the successor function. There is no particular interpretation intended for \( D \). By this interpretation \( F \) denotes an Ackermann-style function \( f : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} \) defined by the following equations: \( f(1, x) = 2x \), \( f(n, 1) = 2 \) and \( f(n + 1, x + 1) = f(n, f(n + 1, x)) \). This is a rapidly growing function. In fact one can easily show that \( f(1, x) = 2x \), \( f(2, x) = 2^x \), \( f(3, x) = 2^{2^x} \) (the value of a stack of \( x \) 2's), \( f(4, 1) = 2, f(4, 2) = 4, f(4, 3) = 2^4 \) \( (= 64 \text{ K}) \), \( f(4, 4) = 2^{2^4} \) \( (= 256 \text{ K}) \).

In second-order logic one can deduce from the given set of axioms that \( D(F(SSS(1), SSSS(1))) \).

The usage of the second-order logic is essential here (one uses, e.g., the comprehension principle). The proof can be found in (Boolos 1987, Appendix). This formula can be also proved in a first-order system but any derivation of it must contain at least \( f(4, 4) \) symbols (!) – details of the proof of this (metatheoretical) statement can be found in Appendix to (Boolos 1987). Hence it is impossible to write down such a proof, no actual or conceivable creature or device could do it. There are simply far too many symbols in any such derivation. It shows that first-order logic is in a certain sense practically incomplete. Boolos says even in (1987, p. 135) that “no standard first-order logical system can be taken to be a satisfactory idealization of the psychological mechanisms or processes, whatever they might be, whereby we recognize (first-order!) logical consequences. “Cognitive scientists” ought to be suspicious of the view that logic as it appears in logic texts adequately represents the whole of the science of valid inference.” We can add that this thesis should be taken into account not only by cognitive scientists but also by specialists in mechanized deduction and automated theorem proving (as well as in the artificial intelligence).

---

The Present State of Mechanized Deduction, and the Present Knowledge...

6. Final remarks

In the previous sections we have presented the recent period of the history of efforts to find an automated theorem prover. They were stimulated by the appearance of computers which made possible the practical realization of earlier ideas. The emphasis was put on the resolution procedure and the unification algorithm and their modifications because they proved to be the most influential ideas.

As was proved by Turing, Gödel and Church there exists no universal automated theorem prover for the whole mathematics – and even more, there are no such provers for most mathematical theories. Proving theorems in mathematics and logic is too complex a task for total automation because it requires insight, deep thought and much knowledge and experience. Nevertheless the semidecidability of mathematical theories was a sufficient motivation for looking for weaker theorem provers. We have described those efforts in the previous sections.

What does one expect from an automated theorem prover? First of all one obtains a certain unification of reasonings and their automatization. Having that one can shift the burden of proof finding from a mathematician and a logician to the computer. In this way we are also assured that faulty proofs would never occur. Are such automated theorem provers more clever than people? Of course they can proceed quicker than a human being. But can they discover new mathematical results? The answer is YES. Some open questions have been answered in this way within finitely axiomatizable theories. For example S. Winker, L. Wos and E. Lusk (1981) answered positively the following open question: does there exist a finite semigroup which simultaneously admits of a nontrivial antiisomorphism without admitting a nontrivial involution? The progress in more complex theories such as analysis or set theory is slower, but there are also provers being able to prove some nontrivial theorems such as for example Cantor's theorem stating that a set has more subsets than elements (cf. P. Andrews, D. A. Miller, E. L. Cohen, F. Pfenning 1984) and various theorems in introductory analysis. The latter includes limit theorems of calculus such as:

- the sum, product and composition of two continuous functions is continuous,
- differentiable functions are continuous,
- a uniformly continuous function is continuous,
- as well as theorems of intermediate analysis (on the real numbers) such as
- Bolzano-Weierstrass theorem,
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- If the function $f$ is continuous on the compact set $S$ then $f$ is uniformly continuous on $S$,
- If $f$ is continuous on the compact set $S$ then $f[S]$ is compact,
- intermediate value theorem


All those achievements can be treated as partial realizations and fulfillments of Leibniz's dreams of *characteristica universalis* and *calculus ratiocinato*. They are still far from what Leibniz did expect but they prove that a certain progress in the mechanization and automatization of reasonings and generally human thought has been made. On the other hand one should be aware of some limitations indicated above.
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ON COMPUTER-ASSISTED APPROACH TO FORMALIZED REASONING

1. Automated Reasoning for Mathematics – a Survey

The idea of the automation of reasoning has been around since Euclid. Aristotle, Leibniz, Peano, Boole, Frege, Hilbert, many of the greatest mathematicians and computer scientists of this century including the inventors of the first computers had this dream in mind. For hundreds of years, many great thinkers have envisioned the automation of reasoning and have worked toward the realization of that goal. Most of the historical information on the topic can be found in Martin Davis’ survey article [Dav83], in [Shu97] and in [MarMur95].

The reasoning algorithms invented by Euclid, such as the division algorithm, are early examples of some types of reasoning that were mechanized by the ancients. Aristotle worked on a system of mechanical rules that he believed would allow their user to draw any true conclusion from a set of assumptions.

Leibniz is famous for inventing the differential and integral calculus. By using this calculus, a machine or person could complete calculations in a few minutes that took Kepler years to figure. Thus, it might be said that human intelligence is no longer required to solve these problems. Leibniz also developed a calculus of reasoning. He wanted disputes in human affairs to be answered by what he called calculators, which were people who knew how the algorithm for reasoning worked. The question would be stated in the formal language and then the disputants would simply say:

---

* The research reported in this paper is a part of the project entitled Undecidability and Algorithmic Intractability in the Social Sciences supported by the Polish Ministry of Science, grant no. 2 H01A 050 25.
rules is called proving a theorem. Hilbert began a program to find a procedure (algorithm) that could decide whether a sentence in first-order logic was true or false given some assumptions. Many logicians (e.g., Gentzen, Beth, Goedel, Church, Turing, Skolem, and Herbrand) began working on this problem.

Gentzen and Beth developed algorithms for proving theorems. Their algorithms have the property that they detect if a sentence is true in a finite amount of time.

In the 1930s, Church and Turing independently discovered, based on the work of Goedel, that there is no procedure that will decide whether any given statement in first-order logic is true or false. There are, however, procedures that will detect if a statement in first-order logic is true. A procedure with this property is called a complete procedure or a semi-decision procedure. Unfortunately, complete procedures may never halt if the statement in question is not true; and if the statement is true, there is no telling how long the procedure will take to detect that. So if a complete procedure is followed in an attempt to decide some question, after some time passes, we will not know whether we should give up and guess that the statement is false or whether we would find the statement to be true.

But all of these facts apply equally to people and computers. The problem of proving theorems can be difficult and there is no easy answer. Still people do it reasonably well all the time and so there seems to be nothing to prohibit computers from doing it. Many of the great mathematicians and logicians of this century continued to pursue this possibility. Goedel, in 1944, talking about the difficulties of solving "mathematical problems systematically" said, But there is no need to give up hope. Indeed, in the late 1950s and early 1960s, computer implementations of proof procedures began to be reported. In the last forty years tremendous progress has been made and computers have proved several theorems that have been puzzling mathematicians [MCu97].

Even with all of the work that has been done, the problem of reasoning remains difficult for computers. Hao Wang, a logician who was aware of the theoretical difficulty of the problem of the automation of reasoning, was optimistic. He expected that computers would come into common use as proof assistants for working mathematicians just as they are used today to solve numerical problems. While great success has been attained, there has been much frustration and disappointment. The lion's share of the realm of reasoning has not been touched by the computer. One very basic skill that computers have yet to master is that of using successfully an enormous base of knowledge. This is something that humans do rather well. When given
2. Mechanized Mathematics

The term *mechanization* in a mathematical context can be viewed in two ways. In a broader sense it is synonymous with *formalization*, the latter meaning the existence of a mechanical (algorithmical) procedure to check validity of a proof. The use of the adjective *mechanical* is usual in contexts dealing with *formalization*. In the narrower sense, *mechanization* denotes a state in which *formalization* is suited for a definite device. This means that there exists such a device and software to operate on it in order to process sentences according to an algorithm involved in the given *formalization*. If the device in question is a computer, then one may speak of *computerization of reasoning*. This concept of *mechanization* is found in the work of Hao Wang *Toward mechanical mathematics* (1970).

The goal of *mechanized mathematics* is to produce computer systems that support and improve the mathematical process. *Mechanized mathematics* systems come in two major types. Computer algebra systems, like Maple or Mathematica, enable the user to perform many kinds of calculations, both symbolic and numeric. The second type of systems are theorem provers and proof checkers, which assist the user in developing mathematical models in the form of axiomatic theories.

Interactive provers there are systems mentioned so far were interactive to some extent. Programs that are designed to cooperate with the user are thereby able to prove *more theorems* than programs that work completely independently of human help. Some programs of this type are called “proof checkers” rather than “theorem provers”. In these cases, the user writes out a proof, with or without all of the details, and the prover makes sure that the proof is correct or finds some correct proof using the information entered by the user. These are sometimes called “interactive provers” or “semi-automatic theorem provers”. Probably most automated reasoning programs lie somewhere between the extremes of completely automatic theorem proving and proof checking.

Automated deduction is the branch of computer science and artificial intelligence which deals with the use of computers to decide the validity of logical sentences. Although this decision problem is undecidable in general, there are several non-trivial theories in which the validity of sentences is decidable. For instance, propositional logic is decidable. Also, first-order logic is semi-decidable and therefore one can implement algorithms which terminate on valid sentences, though they may not halt on invalid ones. This is usually done by searching for a proof since checking whether a proof derives a particular theorem is decidable.

The development is guided and checked by formally proving that certain conjectures are theorems of the theory being developed. Set theory has been the most popular foundation for mathematics, mathematicians understand it quite well, and all serious mathematics practitioners are familiar with it to some degree. In [Fri97] Harvey Friedman wrote that there is no problem in formalizing mathematics in standard formal systems of axiomatic set theory. Most researchers feel that they know as much as they ever want to know about how one can reduce natural numbers, integers, rationals, reals, and complex numbers to sets, and prove all of their basic properties. However, the formalization of mathematics is inconvenient in any of the current formalisms. There are number of theorem provers and proof checkers based on set theory:

- The Mizar system based on Tarski-Grothendieck set theory [RudTry99],
- Metamath proof verifier based on ZF [Meg],
- M. Gordon’s augmentation of HOL with ZF axioms [GorMel93],
- The EVES program verification system based on ZF [KroPasMel95],
- The Isabelle generic theorem prover with implementation of ZF [Pau93],
- Formalization of von-Neumann-Bernays-Gödel set theory in the Otter resolution theorem prover [Ott86].

The purpose of a proof checking system is to check the correctness of a formal proof, which can be found by a human, machine, or by a combined effort from both. Modern proof checkers are usually called proof development systems, or theorem proving environments, because they can contribute more to the formalization process than to just proof checking. Proof checkers include a number of decision and semi-decision procedures for particular theories to prove certain steps automatically, and a number of proof procedures to automate a sequence of non-trivial inferences. Since proof checking systems are in general not expected to find proofs themselves, the deductive systems they implement are usually not search-oriented. On the other hand, they are expected to formalise a variety of mathematical concepts and therefore they are based on rather rich and expressive foundational systems.

The reliability of the proofs accepted by proof checkers is an important issue. In order to maximize this, some proof checkers are designed so that the correctness of their proofs depends only on a small fragment of their code. This fragment is usually small and simple enough to be well understood.
so that the possibility of programming errors is minimized (like in AUTOMATH and Coq).

The complexity of the decidable decision problems mentioned above is however very high. The problem TAUT of deciding the validity of propositional sentences (in conjunctive normal form) is in co-NP where one considers a sequence of finite search spaces, one larger than the other, in order to ensure that the validity of a sentence is eventually established.

In order to be efficient, automated deduction systems are based on deductive systems whose proofs can be easily found by mechanical means. We refer to such deductive systems as search-oriented, and usually require the following two properties:
- the lengths of proofs in these systems are short,
- complete proof search strategies are not faced with too much non-determinism.

An ideal deductive system which satisfies the above properties does not seem to exist, however a number of systems have been developed in which proofs of non-trivial theorems can be found in a relatively short time. Despite the inherent difficulty of automated deduction, a number of difficult problems in mathematics have been solved by such proof search systems. A recent example is the proof of the Robbins problem which was open for more than fifty years and a successful proof for this problem was found by the EQP theorem prover (MCo97). The machine generated proof was logged and then checked using a proof checker implemented in NuPrl.

To conclude it, mechanization of mathematics the domain of information processing involves numbers, and the domain of data processing involves numerals. In reasoning, the former consists of propositions, the latter of sentences, and operations involved in data the processing are formal rules of inferences. The term formal is to hint at their dealing merely with formal transformations, i.e. those concerned with the form, or the structure of the strings of characters, that is data, and not with the content. About a reasoning, which proceeds solely according to formal rules, we say that it is formalized. Should such a reasoning be carried out by a machine, we call it mechanized.

The pioneering usage of formal mathematical language in formalizing large amounts of mathematical knowledge, with proof checking, was the AUTOMATH system [Jut77] – encoded in the 1970s Landau's Grundlagen der Analysis, and is the Mizar system – encoded in the end of the 1970s a part of Grzegorczyk's Outline of Theoretical Arithmetic and also in the 1990s large part of Compendium of Continuous Lattices [Ban98].

3. Formal Mathematical Language

The idea to have a mathematical, standardized language is an old one. Now with the advances in computer science there is a need of mathematical texts which would be appropriate for processing by computer. The mathematical process consists of formulating mathematical models and then exploring them by stating and proving conjectures and by performing calculations.

A language is formal if its syntax and semantics are unambiguously defined. Similarly we refer to the development of mathematics in an informal, though rigorous, language as informal mathematics. A language for the formalization of mathematics must be rich enough to express mathematical objects, statements about them and valid reasoning involving these statements. Such valid reasoning can be expressed as a number of logical rules manipulating the statements concerning the mathematical objects.

The motivations for formalizing mathematics include the ability to achieve a higher degree of correctness and precision than that found in informal mathematics. The ability to express valid mathematical reasoning by symbolic manipulations implies that the validity of an argument can be checked in a mechanical fashion. This is believed to be more reliable than accepting an informal, but convincing, argument.

A substantial amount of effort was put in using symbolic manipulations to express mathematical reasoning during the nineteenth and twentieth centuries. Boole (in 1848) developed a formal system for propositional logic in which reasoning can be performed through mechanical calculations rather than through the interpretation of the symbolic statements. Frege (in 1879) included quantifiers in the formal logical system he developed which was aimed at expressing the whole of mathematics, and Peano (in 1897) focused on the implementation of mathematics of his period in a formal symbolic form whose notation is closer to informal mathematics than that of Frege. Russell included types in his logic to avoid inconsistencies in Frege's deductive system.

Although the proof checking algorithm of a theorem proving environment can be based on a very simple deductive system, the input language which is used for the formalization, and in particular in the implementation of proofs, can (and usually will) be more expressive. Simple statements in the input language can correspond to the application of several primitive inferences in order to simplify the theorem proving task of the user. Examples of such derived rules include a term rewriting system, procedures for numeric calculations, and a number of decision procedures. Similarly,
constructs for the straightforward definition of recursive types, primitive recursive functions, inductive relations, and other objects, are also provided.

The major difficulty in formalizing mathematics, however, turned out to be its practical unfeasibility, rather than the impossibility of formalizing all mathematical truths. It is believed by most, if not all, mathematicians that one can in theory formalize most of the present day mathematics using a sufficiently strong axiomatisation such as the ZFC set theory. The valid statements which cannot be derived in such a strong system are probably uninteresting statements which would not occur in the mathematical literature. Using a computer system to check and even find formal proofs can however, relieve the practical difficulty of formalized mathematics.

As it has been stated before, most systems are based on the set theory. Besides the logical background also important is the problem of how to build a logical system that would agree with the practice of using suppositions in proving theorems. In 1934 Polish logician Stanisław Jaśkowski introduced the method of supposition [Jas34] instead today’s term natural deduction. In 1934, independently of Gentzen, Jaśkowski initiated the method of natural deduction. However Gentzen’s work has won much wider renown. This may be partly due to the fact that Gentzen’s system of rules was more conspicuous and elegant with its two symmetric sets of rules, those for the introduction of logical constants, and those for the elimination of constants. Another explanation can be found in the impact of context, namely, in the same paper the presentation of natural deduction was accompanied by the introduction and discussion of the famous Hauptsatz, which contributed so much to the development of modern logic, also in its computerized form. The system of natural deduction is very simple, has only about a dozen of intuitively obvious inference rules, which suffices to prove whatever is probable in classical logic. In particular, the basic rules of inference can be used to prove the derived rules of inference and thus justify the most frequently met schemes of reasoning used in informal arguments.

Jaśkowski’s goal was to identify the methods used by mathematicians in their proofs, namely to put those methods under the form of structural rules and to analyze their relation to the theory of deduction. Investigation shows, that he has achieved his goal – proof authors indeed frequently use the proof structures of his logical system. Then, the theory of Jaśkowski was adapted by Fitch [Fit52], and by Ono [Ono62], and was named the method of subordinate proofs.

The Mizar language investigated in this paper, and its style of proof is based on the Jaśkowski composite system of logic. It is typical of Jaśkowski’s system that at the right margin of each proof line one makes reference to both the premises from which this line derives and the rule which justifies the derivation. This method is very natural and convenient. However, a formalization is to reconstruct natural inferences as truly as possible, the method of referring to rules should somehow be altered. This requires a new kind of formalization in which making use of inference rules would more resemble those linguistic means which occur in the mathematical vernacular.

Another very interesting solution in the composite system of logic is, that there are no free variables (also called real variables) in predicate logic. In [Mar93] is explained, that this feature is related to the above mentioned method of referring to rules. This method does not consist of putting rule names outside proof lines as metalinguistic comments. Below is a relevant comment of Jaśkowski as far as the concept of variable is concerned:

Symbols of variables which are not apparent variables do not merit the name of variable at all. We deal with such a term as with a given constant, though it is neither a primitive term nor a defined one. It is a constant, the meaning of which, although undefined, remains unaltered through the whole process of reasoning. In practice, we often introduce such undefined constants in the course of a proof. For example, we say: Consider an arbitrary $x$ and then we deduce propositions which can be said to belong to the scope of constancy of the symbol $x$. This process of reasoning will be applied in our system. (p. 28)

In [Mar93] W.Marciszewski explained, that this procedure consists of the operation of eliminating a quantifier, and this amounts to replacing a bound variable with a constant. However, instead of referencing a rule in the metalinguistic style, one inserts an expression in the language of the proof itself, viz, the word consider. For proofs formalized in this system, Jaśkowski suggests replacing this word with the symbolic constant $T$ (from $\text{Term}$) which is analogous to the constant $S$, for suppose, introduced at the level of propositional logic. $T$ was chosen to hint at the fact of substituting a Term for a variable. The scope of constancy of the term $T$ is called its domain. In this domain the meaning of the term is to be regarded as fixed.
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FROM THE IDEA OF DECIDABILITY TO THE NUMBER Ω

*It is not once nor twice but times without number that the same ideas make their appearance in the world.
*(Aristotle, On the Heavens)

Abstract. Information science is based on the idea of computation. In the 20th century that idea was developed in connection with the problem of decidability. David Hilbert's formulation of the so-called Entscheidungsproblem, i.e. classical problem of decidability, produced a plethora of ideas that – in particular – gave rise to information science and is still abundant opening new horizons to philosophy, mathematics and computer science. The paper will discuss methodological and cognitive premises of posing the question of decidability as well as the ideas that have been born since the appearance of the problem of decidability. The last part of the paper will be devoted to speculations on a computer that could cross the barriers of the Turing machine. Nevertheless, even quantum and biological computers – if possible – would not be able to cross the barriers of the most random number Ω.

1. Introduction

Practical and theoretical limitations of computers pose a question of a possibility of overcoming them. Due to the progress in technology, intractability could be lowering but new tasks and tendencies to make compu-

* The work has been supported by Grant 2 H01A 030 25: Nierostrzegalność i algorytmiczna niedostępność w naukach społecznych (Undecidability and Intractability in Social Sciences).

1 Webster's Dictionary defines:

Tractable
(a) easily managed or controlled; docile; yielding.
(b) easily worked, shaped, or otherwise handled; malleable.

Intractable
(a) not docile or manageable; stubborn
(b) hard to shape or work with: an intractable metal.
(c) hard to treat, relieve, or cure.

Tractable derives from Latin tractabiliris, from tractare, to handle, to manage, frequentative of tractare to draw, to drag. Intractable is from Latin in tractabilis, from in- "not"
ters "more friendly" result in even more complex programs, consequently leading to its increasing. The progress in the performance of computers is lower than the growth of time and hardware resources need to execute even more complicated tasks.

The variety of approaches to high performance computing may be divided into three main directions, cf. (Burgin 1999):
1. hardware-oriented (aimed mostly at the development of computational elements and their networks),
2. software-oriented (focused on the advancement of computational methods and procedures),
3. pointed at the evolution of computed structures (such as data and knowledge).

There is a connection between these approaches, in particular, advances in software and structures depend on the hardware solutions.

The main topic of the author's considerations will be the second approach. Universal computation is one of the foundation concepts in computer science. Any computation that can be carried out by one general-purpose computer can also be carried out on any other general-purpose computer. In order to avoid having to refer to different computers, it is defined as a model of computation that can simulate all computations. The most popular model of a universal computer is the Turing machine, cf. (Akl 2005).

The idea of computer is based on the concept of calculus, which has a very long history with its origins in antiquity. At the beginning of the 20th century the problem of decidability posed by Hilbert gave rise to the question of definition of calculus. The Turing-Church thesis (conjecture) claims that an intuitive notion of calculus is adequate to the notion of the Turing machine (or equivalent notions such as: recursive functions, the lambda-calculus by A. Church, the canonical systems by E. Post, the normal algorithms by A. A. Markov, the Minsky machines, the random access machines (RAM), the Kolmogorov algorithms, etc.). The Turing machine is a theoretical device that computes all the functions that are computable in any reasonable sense. Conversely, it is also believed that if a computation cannot be performed by the Turing machine, then it cannot be computed at all. In other words, the thesis states that all effective computational models are equivalent to, or weaker than, the Turing machine, cf. (Shoenfield 1991, p. 26). It has long been assumed that the Turing machine is able to do all that computers equipped with recursive algorithms do and all that can be done by the Turing machine may be executed by such computers (if they have enough time). Thus the Turing-Church thesis states that any computation solvable by a precisely stated set of instructions (an algorithm) can be run on the Turing machine or a digital process computer. In recent years the number of people who maintain that the Turing machine cannot capture the entire spectrum of applications of computers has been growing. There are important constraints on the ability of the Turing machine. Moreover, some of these limitations do not concern physical restrictions. There are well-stated problems that are not computable by the Turing machine. Generally speaking, there are problems related to tractability, commensurability and computability. Thus the question arises if there are possible devices which can compute more than the Turing machine.

The attempts both to conceive a new notion of calculus and to abolish the Turing-Church thesis are still ineffeetual. It would be a mistake to dismiss such theorizing as idle speculation. Moreover, the study of more powerful models of computation is of considerable importance, with many far-reaching implications in computer science, mathematics, physics and philosophy. The inability to develop ways in which we could build machines with more computational power than the Turing machine is not good evidence that this is impossible. Perhaps the path oriented on enhancing and enriching the already existing methods and procedures is deceptive. Maybe

---

1 tractabilia, "manageable", from trahere, "to draw (along), to drag, to pull". A programming task is considered as tractable if it can be accomplished in a reasonable period of time or with a reasonable supply of physical resources (usually space). Otherwise it is intractable. The study of tractability has a theoretical and a practical aspect, yielding theoretical and practical definitions of terms.

2 In 1965 Gordon Moore, a co-founder of Intel and co-inventor of the integrated circuit, observed that the number of transistors per square inch on integrated circuits would double every year since the integrated circuit was invented (monthly "Electronics", 19 April 1965). The current definition of Moore's Law predicts that the data's density doubles every 18 months. Most experts expect Moore's Law to hold for at least another two decades. Moore's Law is the key-defining trend of the technology age. In order to understand the future in the exponential world, Kurzweil in his famous book The Age of Spiritual Machines: When Computers Exceed Human Intelligence (1992) tells the story of the price that was promised to the inventor of the chess game by the emperor of China. The inventor asked the emperor to place a grain of rice on the first square of a chess board, and double the number of grains thereafter on each of 64 subsequent squares. To fill the entire board with rice it requires 18,446,744,073,709,551,615 grains. If a grain was counted out every second, it would take 584 billion years to count them all. The age of the planet Earth is only 4.5 billion years. The story goes that either the emperor lost his kingdom, or the inventor lost his head. Any way, the consequences were severe.

3 The notion of the "speed of computation" makes little sense in the classical understanding of mathematics. Its importance has been recognized with the advent of modern computers and their applications, especially such that need to be accomplished in real time.
only inventing of extremely original computational structures will perform a real breakthrough. It can also be the case that the task exceeds the ability of our intuition. Perhaps we are not able to accomplish it only in our inner world. Thus we have to look for other ideas searching for them in the external world. What we require is a radically new technique and/or even new developments in physics and biology.

Computers are used to forecast natural phenomena. For Plato, the world has a soul and God speaks through mathematics. Leibniz’s saying: *Cum Deus calculat et cogitationem exercet, fit mundus* (when God thinks things through and calculates, the world is made) could be, in this context, assumed to mean: computers’ usage is effective because the nature calculates (Galileo’s principle of natural computation), too. Today, we may omit “Deus” from this precept: via calculation we create everything from the neutron bomb to computers or to the human genome map project. There is a parallelism between a computer and the nature. If so, the question of calculus is no longer purely theoretical. We may ask about natural computers, i.e. about those phenomena that “calculate” (in nature). The nature has inspired Turing. The deliberation on brain and its way of operation provokes many ideas in computer science. According to Fredkin and Zuse, the universe is a kind of computational device – it is a cellular automaton. Per-

---

4 This sentence is on the margin of *Dialogus* (1846–1863, pp. 190–193).
5 Edward Fredkin (1934–), one of the first modern computer programmers and hackers. Despite a quite non-traditional style of thinking and even without being a graduate student, in the sixties of the XX century he was invited to become a professor of MIT. For more about the life and ideas of Fredkin see (Wright 1988a, Wright 1988b). See also Fredkin’s website http://www.digitalphilosophy.org/
6 Konrad Zuse (1910–1996), a German civil engineer and painter. He invented the first programmable computer (Z1) and the first high-level programming language. In 1936 Zuse applied for a patent, which he did not get. In spite of it, Zuse decided to build the machines.
7 Fredkin is its originator. Zuse (1967, 1969) arrived at that idea independently of Fredkin. “A cellular automaton is a collection of ‘colored’ cells on a grid of specified shape that evolves through a number of discrete time steps according to a set of rules based on the states of neighboring cells. The rules are then applied iteratively for as many time steps as desired. Von Neumann was one of the first people to consider such a model, and incorporated a cellular model into his ‘universal constructor.’ Cellular automata were studied in the early 1950s as a possible model for biological systems (Wolfram 2002, p. 48). Comprehensive studies of the cellular automata have been performed by S. Wolfram starting in the 1980s, and Wolfram’s fundamental research in the field culminated in the publication of his book *A New Kind of Science* (2002) in which Wolfram presents a gigantic collection of results concerning automata, among which are a number of groundbreaking new discoveries.” See (Weisstein 2005). Pythagoras, an ancient philosopher, maintained that “the whole thing is a number” and that “everything can be calculated.” In the information era this thought has been repeated by Stephen Wolfram: the universe is an enormous computer.

---

8 The idea of universe as a computer has many supporters. For them, “the universe indeed may be some kind of universal computational device, or, to say the least, may be some advantage to look at the Universe as if it is a computer”. See eg. (Petrov August 30, 2003, Petrov n.d.a, Petrov n.d.b).
9 The original name was recursion theory, since the mathematical concept claimed to cover exactly the computable functions called recursive function. That name was changed into computability theory during the last years. In many titles the term “recursion theory” still occurs.
10 Hypercomputation sometimes is defined as a method of computation of non-computable functions. Apparently, there is a *contradiction in adaequ.* Hypercomputation was first introduced by Turing (1939), which investigated systems with an oracle to compute a single arbitrary (non-recursive) function from naturals to naturals. Here we are not interested in a device that stops for an input for that the Turing machine does not, as e.g., the Turing machine in which an oracle is available. What we aim to discuss is the notion of computability and the possibility of abolishing the Church-Turing Thesis.
2. Hilbert’s concept of mathematical knowledge

While searching for the origins of the problem of decidability, it is necessary to take into account the address *Mathematische Probleme* (1900) that David Hilbert (1862–1943) delivered at the second International Congress of Mathematicians in Paris, 8th August 1900. The questions of the lecture were consulted with Hilbert’s friends and most distinguished mathematicians, Hermann Minkowski (1864–1909) and Adolf Hurwitz (1859–1919).  

By 1900 Hilbert had emerged as a leading mathematician. He solved the major problems of invariant theory. He was famous for his great Zahlberichte (1897) that was written for the request of Deutsche Mathematiker-Verenigung (the German Mathematical Society). In Hurwitz’s opinion the implications of *The Foundations of Geometry* (1899) reached far beyond its immediate field. In a letter to Hilbert he wrote: “We have opened up an immeasurable field of mathematical investigation which can be called ‘the mathematics of axioms’ and which goes far beyond the domain of geometry.” Cf. (Gray 2006).

For Otto Blumenthal, Hilbert’s biographer and his first student, Hilbert was a man of problems (Hilbert 1932–1935, vol. 3, p. 405): “In the analysis of mathematical talent one has to differentiate between the ability to create new concepts that generate new types of thought structures and the gift for sensing deeper connections and underlying unity. In Hilbert’s case, his greatness lies in an immensely powerful insight that penetrates into the depths of a question. All of his works contain examples from far-flung fields in which only he was able to discern an interrelatedness and connection with the problem at hand. From these, the synthesis, his work of art, was ultimately created. Insofar as the creation of new ideas is concerned, I would place Minkowski higher, and of the classical great ones, Gauss, Galois, and Riemann. But when it comes to penetrating insights, only a few of the very greatest were the equal of Hilbert.” For Hermann Weyl (1944, p. 612) “No mathematician of equal stature has risen from our generation.”

At the Congress because of time constraints Hilbert presented only ten of the twenty-three problems. For more details and about the twenty-fourth problem (it asks for the simplest proof of any theorem), see (Thie 2003). Thiele (2003, p. 1) writes: “For a century now, the twenty-fourth problem has been a Sleeping Beauty.” Let us remark that Polish logicians obtained many results concerning economy and simplicity in expressing (e.g., a language with only one function – Leśniewski, Łukasiewicz) and formulation of formal theory (e.g., with only one axiom – Łukasiewicz).


Hilbert and his twenty-three problems have become proverbial. Throughout the 20th century the solution to the problem was the occasion for praise and celebration. The Hilbert problems have made their impact, just as Minkowski predicted. It would take more than a single book to describe the results.

Student, wurde ich bald von Hurwitz zu wissenschaftlichem Verkehr herangezogen und hatte das Glück, in der mißlichen und interessantesten Art die geometrische Schule von Klein und die algebraisch-analytische Berliner Schule kennenzulernen. Dieser Verkehr wurde um so angenehmer, als auch der geniale Hermann Minkowski zu unserem Freundeschaubund hinzutrat. Auf zahlreichen, zeitweise Tag für Tag unternommenen Spaziergängen haben wir damals während acht Jahren wohl alle Winkel mathematischen Wissens durchstöbert, und Hurwitz mit seinen ebenso ausgedehnten und vielseitigen wie fastbegründeten und wohlgeordneten Kenntnissen war uns dabei immer der Führer.”

See also (Reid 1970, p. 69).

During the Millennium Meeting in Paris in May 2000, the Clay Mathematics Institute of Cambridge, Massachusetts, identified seven Millennium Prize Problems, for each of which it has put up a one million dollar prize for a solution. It has been declared that the problems “are not intended to shape the direction of mathematics in the next century” (The Clay Mathematics Institute http://www.claymath.org/prize_problems/html).
produced in this mushrooming field in the 20th century, cf. (Gray 2000b).
Hilbert's impact on the world of mathematicians is summed up by Weyl
(1944, p. 132):

I seem to hear in them from afar the sweet flute of the Pied Piper that Hilbert
was, seducing so many rats to follow him into the deep river of mathematics.

According to Hilbert,

... jedes Zeitalter eigene Probleme hat, die das kommende Zeitalter löst oder
als unfruchtbar zur Seite schiebt und durch neue Probleme ersetzt.
... every age has its own problems, which the following age either solves or
casts aside as profitless and replaces by new ones.

In the introduction to the Paris lecture the future problems that are expected
for the new generation of mathematicians are characterized first of all
on the ground of methodological and epistemological premises.

Science needs unsolved problems. Due to them it is alive and develops.
Hilbert says:

Solang ein Wissenszweig Überfluß an Problemen bietet, ist er lebenskräftig;
Mangel an Problemen bedeutet Absterben oder Aufhören der selbstständigen
Entwicklung.
As long as a branch of science offers an abundance of problems, so long is it
alive; a lack of problems foreshadows extinction or the cessation of independent
development.

A good mathematical problem has to be clear and understandable. What it
means was explained by Hilbert as follows:

Ein alter französischer Mathematiker hat gesagt: Eine mathematische Theorie
ist nicht eher als vollkommen anzusehen, als bis du sie so klar gemacht hast,

17 All fragments quoted here are from the lecture translated into English by David
Joyce, Clark University.

18 In 1947 that Hilbert's thought was repeated by André Weil. He said: “Great
problems furnish the daily bread on which the mathematician thrives.” And turning to Hilbert's
famous list of problems he singled out the 5th problem on Lie groups, the Riemann
hypothesis, and the problem of generalizing the theorems of Kronecker's Jugendtraum
which “still escapes us, in spite of the conjectures of Hilbert himself and the efforts of his
pupils”. Bourbaki, the group of French mathematicians (André Weil, Jean Dieudonné),
shared Hilbert's view of mathematics. Till now the supply of problems in mathematics
is inexhaustible, and as soon as one problem is solved numerous others come forth in
its place. Contemporary mathematicians produce approximately two hundred thousand
theorems a year (multiplying the number of journals by the number of yearly issues by
the number of papers per issue by the average number of theorems per paper).

daß du sie dem ersten Manne erklären könntest, den du auf der Straße triff-
fst. Diese Klarheit und leichte Fasslichkeit, wie sie hier so drastisch für eine
mathematische Theorie verlangt wird, möchte ich viel mehr von einem
mathematischen Problem fordern, wenn dasselbe vollkommen sein soll; denn das
Klare und leicht Fassliche zieht uns an, das Verwickelte schreckt uns ab.

An old French mathematician said: A mathematical theory is not to be consi-
dered complete until you have made it so clear that you can explain it to the
first man whom you meet on the street. This clearness and ease of comprehen-
sion, here insisted on for a mathematical theory, I should still more demand
for a mathematical problem if it is to be perfect; for what is clear and easily
comprehended attracts, the complicated repels us.

The “clearness and ease of comprehension” is the first feature of a good
mathematical problem. The second feature of it – that also attracts – is its
difficulty. Hilbert wrote:

Ein mathematisches Problem sei ferner schwierig, damit es uns reizt, und den-
noch nicht völlig unzugänglich, damit es unserer Anstrengung nicht spottet;
es sei uns ein Wahrzeichen auf den verschlungenen Pfaden zu verborgenen
Wahrheiten – uns hernach lohnend mit der Freude über die gelungene Lösung.
Moreover a mathematical problem should be difficult in order to entice us,
yet not completely inaccessible, lest it mock at our efforts. It should be to us
a guide post on the many paths to hidden truths, and ultimately a reminder of
our pleasure in the successful solution.

Where is the source of mathematical problems? It is the next question
pose by Hilbert. First of all, mathematical problems may have been found
in the physical world and empirical experience. They are in mechanics,
astronomy and physics. By the end of the address the question of unity of
mathematics was discussed. According to Hilbert:

Der einheitliche Charakter der Mathematik liegt im inneren Wesen dieser Wis-
senschaft begründet; denn die Mathematik ist die Grundlage alles exakten
natürlichwissenschaftlichen Erkennens. Damit sie diese hohe Bestimmung vollkom-
men erfülle, mögen ihr im neuen Jahrhundert geniale Meister erstehen und
zahlreiche in edlem Eifer erglühende Jünger!
The organic unity of mathematics is inherent in the nature of this science, for
mathematics is the foundation of all exact knowledge of natural phenomena.
That it may completely fulfill this high mission, may the new century bring it
gifted masters and many zealous and enthusiastic disciples!

The source of problems is also in human mind. In some cases, even without
any influence of external world, mathematical problems result from logical
operations such as comparison, generalization, specification, analysis and
grouping of notions. There is a continuous interchange between thinking and experience.

According to Hilbert, to solve a mathematical problem, methods of deduction and strictness should be used. A solution for a problem has to be based on a finite number of premises and a finite number of inferences. The premises should be precisely formulated. This is the requirement of strictness of proving, which corresponds to general philosophical expectations of human mind. Only in such a way the fullness of meaning of a problem and its fruitfulness are revealed. Mathematics and any other science needs inventing sharper tools and simpler methods.

The strictness of proof is not an enemy of its simplicity. On the contrary, many examples show that problems which demand strictness of proof can be solved unexpectedly easily or without much effort. Such a case may be true about all sciences. Due to sharper tools and simpler methods a unity of mathematics would be preserved.

Symbols have to associate with their objects of denotation. Arithmetical symbols are geometrical figures and geometrical figures are drawn formulas. Geometrical representation is indispensable for mathematicians. Hilbert shares Leibniz’s view,

Drawing is a very useful tool against the uncertainty of words.

A similar notion of intuition and geometrical knowledge could be found in Kant, to whom Hilbert appealed explicitly. For Kant the intuition directly produces knowledge of a general geometric theorem: a requisite geometrical proof is one diagram, and constructing the diagram in intuition provides knowledge of the theorem, cf. (Zach 2001, p. 153).

An application of geometrical figures as means of strictly proving assumes the exact knowledge and complete mastery of axioms that are fundamental to the theory of these figures. For these reasons their intuitively perceived content has to be strictly axiomatized. For Hilbert (1922a):

These digits (signs of numbers), that the numbers are and the numbers completely express, themselves are a subject of our perception, do not have any meaning.

By the end of December 1899, in a letter to Frege, Hilbert wrote (Frege 1976, p. 66):

Wenn sich die willkürlich gesetzten Axiome nicht einander widersprechen mit sämtlichen Folgen, so sind sie wahr, so existieren die durch die Axiome definierten Dinge. Das ist für mich das Kriterium der Wahrheit und Existenz. When arbitrary chosen axioms do not contradict to the totality of consequences, so they are true, so the things defined by the axioms exist. It is for me the criterion of truth and existence.

The axiomatic method – an area of interest and a research program, which Hilbert pursued till the end of his activity – began with his work on axiomatic geometry and the publication of Grundlagen der Geometrie. Axioms provide implicit definitions of non-logical terms. In a famous remark:


It must be possible to replace the words ‘point, line, plane’ with ‘table, chair, beer mug’.

already in 1891 the main idea of Grundlagen der Geometrie was expressed. It was in contrast with Euclid’s view of axioms. Euclid conceived

20 Later a quite similar thought was expressed by Henri Poincaré (1914, p. 137):
In der Mathematik kann das Wort ‘existieren’ nur einen Sinn haben: es bedeutet ‘widerspruchslos sein’.

Frege asks Hilbert to consider the following example: Suppose we know that the propositions
1. A is an intelligent being
2. A is omnipresent
3. A is omnipotent

Together with their consequences did not contradict one another; could we infer from this that there was an omnipotent, omnipresent, intelligent being? (Frege to Hilbert, 6/1/1900 (Frege 1980)).

21 Hilbert’s work in geometry has the greatest influence in that area after Euclid. First published in 1899 Grundlagen der Geometrie has appeared in many new editions. Its impact on the axiomatic approach to mathematics throughout the 20th century is hard to overestimate.

22 Logical terms are topic-neutral. Learning a system of logic involves learning how to use these terms correctly.

axioms as propositions that embody intuitive truth. Later, in 1921, in a paper of a programmatic character "The new grounding of mathematics" Hilbert (1922b) wrote:

If logical inference is to be certain, then these objects (certain extra-logical discrete objects, which exist intuitively as immediate experience before all thought) must be capable of being completely surveyed in all their parts, and their presentation, their succession (like the objects themselves) must exist for us immediately, intuitively, as something that cannot be reduced to something else. [...] The solid philosophical attitude that I think is required for the grounding of pure mathematics – as well as for all scientific thought, understanding, and communication – is this: In the beginning was the sign.25

The idea that (in mathematics) there is nothing that is not given explicitly even logic which should be reduced to operations on symbols (things) is significant for the development of information science and especially for artificial intelligence (AI). The process of computation by a computer is an abstract principle and it is independent of a physical form or mechanism used (i.e., symbol manipulation is as accurately accomplished with tables, chairs, beer mugs as with CPUs and memories). Computers process signals, thus for computers mathematics is a game played according to certain simple rules. Formal theories are physical objects of a specific kind: they all can be implemented as programs of digital computers. The concept of mechanization (in Turing’s sense) is equivalent as to its scope with that of formalization (in Hilbert’s sense). Mechanization and formalization differ in their pragmatic roles. The Turing machine is a mathematical model of a mathematician who acts according to Hilbert’s formalistic programme, cf. (Marciszewski 2003, p. 79). Computers are “engines” that by means of a program generate theorems without involving human skills, intuitions, etc. Turing maintained that (Hodges 1992, p. 361):

... if a machine is expected to be infallible, it cannot also be intelligent.

Hence, as it is said in a contemporary handbook of mathematics:

The ultimate goal of mathematics is to eliminate all need for intelligent thought, (Graham, Knuth & Patashnik 1989, p. 56).

By the end of the introductory part of his lecture, Hilbert expressed a very characteristic view that (according to his opinion that view was shared by all mathematicians):

daß ein jedes bestimmte mathematische Problem einer strengen Erledigung notwendig fähig sein müsse ...
that every definite mathematical problem must necessarily be susceptible of an exact settlement ...

The belief in the solvability of every problem is not a peculiarity of mathematics. It is a general law inherent in the nature of the mind. The similar thought could be found in Wittgenstein’s Tractatus Logico-Philosophicus, 6.5:

For an answer which cannot be expressed the question too cannot be expressed. The riddle does not exist. If a question can be put at all, then it can also be answered.

To solve a problem, we have to know it. Thus, for us there is a difference between the conviction of solvability of every problem and the conviction that we are able to achieve complete knowledge.28 This difference is not clear when Hilbert writes:

24 Frege argued with Hilbert. In a letter to him, Frege wrote (Frege to Hilbert, 6/1/1900, (Frege 1980b)):
Given your definitions, I do not know how to decide the question whether my pocket watch is a point.
In debate with Hilbert, Frege held that axioms express determinate truths, fundamental facts of intuition. See (Kambartel 1975, Resnik 1974, Resnik 1980). If so, then they must be facts which follow from concepts which we already have. The logical concepts are the only ultimate intuitive concepts. Thus mathematical concepts should be reduced to purely logical ones. See (Frege 1884).
See (Hilbert 1922a, p. 202); repeated almost verbatim (Hilbert 1925), (Heijenoort 1967, p. 376). This is the text of a talk given in Hamburg, July 25-27, 1921. Cf. (Zach 2001, pp. 8, 115-116). Discussing with Hilbert, Oskar Becker (1927) maintained that signs that did not have meaning were not signs.

26 Hilbert’s Grundlagen der Geometrie (1899) is the first work where (at least implicitly) logic in a model theoretic conception is involved. Frege for whom logic was a language (not as for Hilbert a calculus) criticized Hilbert from that universalistic position. Hilbert partly took it into account in the second edition of Grundlagen der Geometrie in 1903. Cf. (Müller 2001, p. 19).

27 Let us remark that there is a difference between the thesis that all mathematical problems are solvable and the thesis of decidability. It may be assumed that this difference was not clear for Hilbert. The belief that every mathematical question is solvable in principle has been called the Hilbert axiom. See (Thiele 2003).

28 The difference is clearer if we consider decidability and omniscience. For an omniscient being, an undecidable problem remains undecidable. We can also imagine (it is not self-contradictory) that everything is decidable but there are truths that we are not able to know. If ‘to know’ means ‘to be axiomatizable’, then, according to Gödel (1906-1978), our knowledge is convicted to be incomplete. Some of true propositions (e.g., Ramsey theorem) that are independent of the Peano Arithmetic may be proved in ZFC. But what...
harmony” between mathematics and physics. After 30 years, enriched by the experience of the participation in elaboration of the general theory of relativity and quantum mechanics, he speaks again about this “pre-established harmony”, the most magnificent and most wonderful example of “which is the general theory of relativity and quantum mechanics” (Hilbert 1930, p. 961). In the Königsberg address Hilbert stresses the special role of mathematics in science. It is as Galileo said:

Die Natur kann nur der verstehen der ihre Sprache und die Zeichen kennege-lert hat, in der sie zu uns redet.
Only one who has learned the language and signs in which nature speaks to us can understand nature.

After Kant, Hilbert repeated:

Ich behaupte, daß in jeder besonderen Naturwissenschaft nur so viel eigentliche Wissenschaft angetroffen werden kann, als darin Mathematik enthalten ist. I maintain that, in any particular natural science, genuine scientific content can be found only in so far as mathematics is contained therein.

Hilbert (n.d., p. 95), (1931, p. 485) believed in parallels between nature and thought:

Between thought [Denken] and event [Geschehen] there is no fundamental and no quantitative difference. This explains the pre-established harmony [between thought and reality] and the fact that simple experimental laws generate ever simpler theories.32

31 See (Thiele 2003, p. 18).
32 The question of simple principles that generate theory is discussed by Leibniz. In his Discourse on Metaphysics (2005, sections 5–6) we read:

When the simplicity of God’s way is spoken of, reference is specially made to the means which he employs, and on the other hand when the variety, richness and abundance are referred to, the ends or effects are had in mind. Thus one ought to be proportioned to the other, just as the cost of a building should balance the beauty and grandeur which is expected. It is true that nothing costs God anything, just as there is no cost for a philosopher who makes hypotheses in constructing his imaginary world, because God has only to make decrees in order that a real world come into being; but in matters of wisdom the decrees or hypotheses meet the expenditure in proportion as they are more independent of one another. The reason wishes to avoid multiplicity in hypotheses or principles very much as the simplest system is preferred in Astronomy. […] Thus we may say that in whatever manner God might have created the world, it would always have been regular and in a certain order. God, however, has chosen the most perfect, that is to say the one which is at the same time the simplest in hypotheses and the richest in phenomena, as might be the case with a geometric line, whose construction was easy, but whose properties and effects were extremely remarkable and of great significance. I use these comparisons to picture a certain imperfect resemblance to the divine wisdom, and to point out that which may at least raise our minds to conceive in some sort what cannot otherwise be expressed. I do not pretend at all to explain thus the great mystery upon which depends the whole universe.
Mathematics is a tool that joins thoughts and practice. All our culture is based on the intellectual exploration of the nature and the exploitation of the nature has its fundamentals in mathematics, cf. (Hilbert 1930).

It is clear that Hilbert was in duty to justify his epistemological optimism. This optimism was grounded in his concept of mathematics. At the International Congress of Mathematicians in Bologna in 1928 Hilbert (1929) added a new problem of completeness to the old problem of consistency. Hans Hahn (1879–1934) communicated Hilbert’s program to the Vienna Circle. In 1929 the problem of the completeness of the first-order logic was presented. It also provided the young Kurt Gödel with his dissertation topic. Gödel (1930a) in his Ph.D. dissertation demonstrated that the first-order logic is complete, i.e. every valid formula can be derived from the axioms based on the Principia Mathematica (1910, 1912 and 1913) by Whitehead and Russell. In the same year the problem of decidability (Entscheidungsproblem) was also raised in the famous textbook of logic Grundzüge der theoretischen Logik (1928) by Hilbert and Ackerman that proved to be extremely influential.

The questions of completeness, consistency and decidability may be formulated as follows:

1. is mathematics complete, in the sense that every truth about a given subject matter is inferable by means of a finite number of well-definite steps from a well-definite (recursive) set of axioms; and

Hilbert also was convinced that: there is a realm beyond phenomena, and the universe is governed in such a way that a maximum of simplicity and perfection is realized, cf. (Thiele 2003, p. 18).

The idea of simplicity governed Einstein’s scientific work and his searching for unitary field theory, see (Norton 2000).

The problem was already mentioned in (Hilbert 1899). The question was also a subject of academic lectures (Hilbert 1905). In 1929, Mojżesz Presburger provided a partial solution to Hilbert’s problems. He proved that natural number arithmetic with only addition and no multiplication is consistent (void of contradiction) and complete (capable of proving all valid statements).

This problem was formulated for the first time in Hilbert’s lecture at the Congress in Paris as the second problem of proving the consistency of axioms of arithmetic (number theory and analysis): “Any contradiction in the deductions from the geometrical axioms must thereupon be recognizable in the arithmetic of this field of numbers. In this way the desired proof for the compatibility of the geometrical axioms is made to depend upon the theorem of the compatibility of the arithmetical axioms.

On the other hand, a direct method is needed for the proof of the compatibility of the arithmetical axioms. The axioms of arithmetic are essentially nothing else than the known rules of calculation, with the addition of the axiom of continuity.” (Hilbert 1900)

The completeness theorem was a step towards the resolution of Hilbert’s Entscheidungsproblem.

It means that we can mechanically check for any given statement if it is an axiom as well as the validity of proofs so that there can be no doubt that a theorem follows from the starting list of axioms. In theory, such a proof can be checked by a computer.

Gödel spoke on the third, last day of the conference. Perhaps it was not tireless that was the reason for the lack of interest in Gödel’s lecture (being 25 years old, he was not known yet). Even in the conference materials there is a lack of information about it. John von Neumann (He met David Hilbert on a visit to Göttingen in 1926, after which he was offered a position of a Privatdozent, an unsalaried lecturer, at the University of Berlin and then at the University of Hamburg. In 1930 he visited the United States, accepting a salaried lecturership at Princeton University, a move which would shape the rest of his life) was the only participant that immediately understood and conceived the significance of Gödel’s result: genius recognized genius. After Gödel’s talk he had a long discussion with him asking about details of the proof. See (Hahn et al. 1930, Gödel 1930).

(1931) is arguably the most important mathematical paper of the 20th century and one of the greatest and most surprising results in the whole history of mathematics. The results of Gödel, however, have been also achieved – but not published – by Zermelo and Post.
The idea of arithmetization of theories as well as rules applied in the proof by Gödel is the base of von Neumann architecture of computers (instructions are stored as binary values).

Gödel remembered: "In summer 1930 I began to study the consistency problem of classical analysis [...] I reached the conclusion that in any reasonable formal system in which provability in it can be expressed as a property of certain sentences, there must be propositions which are undecidable in it." (Wang 1996)

In the 1920s, David Hilbert proposed a research program with the aim of providing mathematics with a secure foundation. It was one of the grandest research projects in the philosophy of mathematics. A number of mathematical principles, such as impredicative definitions, the axiom of choice, and the law of excluded middle for infinite totalities, were charged contradictory, false, or at least were unfounded assumptions. Hilbert distinguished between the unproblematic, finitistic part of mathematics and the infinitistic (ideal) part that needed justification. Infinitistic mathematics should be justified by finitistic methods. Only they are trustful. The ideal part of mathematics has to be formalized. In the proof theory only the finitistic methods could be used. Hilbert wanted to reduce all of mathematics to finite reasoning from a set of self-evident axioms. The purpose of Hilbert's program was to show that mathematics when the actual infinity is allowed is safe and free of any inconsistencies: No one shall expel us from the paradise that Cantor has created for us (Aus dem Paradies, das Cantor uns geschaffen, soll uns niemand vertreiben können), see (Hilbert 1925). In pursuing this objective Hilbert finally approached Kronecker's finitism. To a certain extent his metamathematics closely corresponded to finitary mathematics 'a la Kronecker. Due to Cantor the concept of the actual infinity for the first time became available for strict formal-logical (certainly, in the sense of classical Aristotle's logic) and mathematical analysis. In the field of mathematics Hilbert tried to answer the old question of philosophy: whether and how the limited human brain is able to handle the infinite?

42 The goal of Hilbert's problem progressed into an effort to show that mathematics is reducible to logic. The school of thought that assumes that is referred to, alternatively, as positivism, logical positivism or logicism, see (Corbeil 1997). Bertrand Russell and Alfred North Whitehead using a particular set of axioms of arithmetic that seemed promising, commonly labeled as Peano's axioms of arithmetic, proceeded to construct a set theory and a number theory. The result was Principia Mathematica, a monumental three-volume tome spanning thousands of pages of small print. When Gödel published his incompleteness theorems, Russell and Whitehead were working on the fourth part of Principia Mathematica (on geometry). The volume was never completed.

43 For technical as well as philosophical and historical information on Gödel's theorems see e.g., (Murawski 1999).
The Gödel theorems do not state that a theory of arithmetic is inconsistent or incomplete, only that it cannot be proven under given conditions. Gerhard Gentzen (1936, 1938, 1974) has showed that it is possible to prove both the consistency and completeness of a formal system, only if induction of strictly greater order is used. Thus such a proof with induction of an equivalent order is not possible. It is proven that the arithmetic with finitistic induction is both consistent and complete by using non-finitistic induction to $\epsilon_0$. Gödel's theorems are consequences of Gentzen's theorem.

Gödel's results confirmed Cantor's belief that there are no foundations of mathematics without metaphysics, i.e. without infinite methods.

Gödel (1931, p. 197) openly referred to Hilbert's programme:

It must be expressly noted that [these theorems...] represent no contradiction of the formalistic standpoint of Hilbert. For this standpoint presupposes only the existence of a consistency proof effected by finite means, and there might conceivably be finite proofs which cannot be stated in [Peano arithmetic].

The thought is repeated in a letter to Constance Reid:

I would like to call your attention to a frequently neglected point, namely the fact that Hilbert's scheme for the foundation of mathematics remains highly interesting and important in spite of my negative results. What has been proved is only that the specific epistemological objective which Hilbert had in mind cannot be obtained [...] As far as my negative results are concerned, apart from the philosophical consequences mentioned before, I would see their importance primarily in the fact that in many cases they make it possible to judge, or to guess, whether some specific part of Hilbert's program can be carried through on the basis of given metamathematical presuppositions. Cf. (Thiele 2003).

The incompleteness theorems do not only affect the philosophy of mathematics. They are pertinent to knowledge in general. J. I. Austin, being informed about Gödel results that not all truth can be proved, asked:

Who would have ever thought otherwise?

While they are only a limitation for the formalization process, they were taken by many to argue that there are statements in arithmetic whose truth is unknowable. Gödel's theorems are thus usually considered to be a major limitation on the power of reasoning. For some philosophers Gödel's theorems are sufficient reasons for the conclusion that human thought is uncomputable. This claim is addressed by Lucas (1961) and his argument is already classical. It has been reported by Marvin Minsky that Kurt Gödel told him personally that he believed that human beings had an intuitive, not just computational, way of arriving at truth and that therefore his theorem did not limit what can be known to be true by humans. Gödel himself believed that it was not a limitation for human reasoning, see (Dawson 1997). Arguments based on Gödel's theorems and their implications are indispensable in contemporary considerations of the concept of mind and questions of human knowledge. These arguments are the main subject of many publications. One of the most discussed is Roger Penrose's The Emperor's New Mind (1989) and Shadows of the Mind (1994), where he claims that minds depend on quantum mechanical phenomena that cannot be reproduced by computation. If human mind is able to transcend limitations proved by Gödel but computers are not able to do that, then the application of computers is limited and the artificial intelligence is fundamentally weaker than a human mind.

Gödel proved that the idea of consistent and complete axiom system is not feasible, i.e. to both the questions 1 of page 88 and 2 of page 89 the answer is negative. Nevertheless the question 3 of page 89 still remained unanswered. However, Gödel's theorems say nothing about decidability. Gödel assumed that the system was consistent but incomplete. With a decision method, we can assume a consistent system that is incomplete, but still attempts to use the decision method to check for theorems. That aspect was addressed by Turing and Church.

3. The idea of decidability

The idea of mechanical method of solving problems is old. Usually Lullus is pointed out as its originator. The founder of contemporary logic,
Leibniz was inspired by *Ars Magna* of Ramon Lull, although he criticized the author because of the arbitrariness of his categories and his indexing. Leibniz distinguished between two different versions of *Ars Magna*. The first version, *ars invendiendi*, finds all true scientific statements. The other, *ars iudicandi*, allows one to decide whether any given scientific statement is true or not. In *Dissertatio de arte combinatoria* (1923) Leibniz cites the idea of Hobbes that all reasoning is just a computation: *cogitatio est computatio*.

William Stanley Jevons was next after Lullus to build a logical machine, which he did in 1869.

In the seventeenth century Gottfried Wilhelm von Leibniz, after having constructed a successful mechanical calculating machine, dreamt of building a machine that could manipulate symbols in order to determine the truth values of disputed statements. He dreamt about times when political and economic questions could be settled, not by disputes, but by a sort of reckoning (calculus) through which it would be possible for all people concerned to agree at least in principle about the issues at stake. *Calculemus!* (Let’s calculate!) reflects Leibniz’s conviction that all human reasoning may be turned into an object of mathematical demonstration and in such a way, any controversial truth can obtain the evidence of 2 + 2 = 4.

... quando orientur controversiae, non magis disputatio opus erit inter duos philosophos, quam inter duos Comptusites. Sufficit enim calamos in manus sumere sededereque ad absces, et sibi mutuo (accito si placet amico) dicere: calculamus. (Leibniz 1890, vol. 7, p. 200)

Actually, when controversies arise, the necessity of dispute between two philosophers would not be bigger than that between two accountants. It would be enough for them to take the quills in their hands, to sit down at their abaci, and to say (as if inviting each other in a friendly manner): Let’s calculate! (Calculemus!)

Leibniz was the first to realize that a comprehensive and precise symbolic language *characteristica universalis* (the perfect language which would provide a direct representation of ideas along with a calculus for the reasoning) is a prerequisite for any general problem solving method and much of his subsequent work was directed towards that goal. With the help of the language and a formal calculus (*calculus ratiocinator*) it would be possible to verify human thoughts like it is possible to verify an arithmetic calculation.

Leibniz’s ideas were taken up again by Frege who defined the first...
formal language in his famous work *Begriffsschrift, eine der arithmetischen nachgebildete Formelsprache des reinen Denkens* (1879). The first complete calculus for this language was presented by Hilbert (1928) in 1927. Hilbert's calculus was proved to be complete by Gödel in 1930 (cf. page 88 of this work).

The problem of decidability was already present in Hilbert's Paris lecture in the question of Diophantine equations. In the 10th problem Hilbert asked about a finite procedure of finding an answer whether a given Diophantine equation had or did not have a solution. The opinion that in the 10th problem the idea of Entscheidungsproblem was present (e.g. Penrose) could be justified by the fact, that it is a corollary of the methods used to give a negative solution to Hilbert's tenth problem that the question of whether any given Turing machine will eventually halt, and hence the Entscheidungsproblem can be encoded as a Diophantine problem. (Davis, Matijasevic & Robinson 1976)

There is one-to-one correspondence of the Turing machines and the Diophantine equations.

Decidability pertains to a non-finite countable class of questions that are characterized by a finite amount of information. Such a class is decidable if and only if there exists a finitely described (mechanical) procedure that in a finite number of steps enables to answer any question of the class YES or NO.

The substance of the decidability relays on the existence of the only one method that is applicable to any question of a considered class. In the case of Diophantine equations since the times of Diophant the answer YES or NO has been given for many subclasses and for many particular equations. Such an algorithm does exist for the solution of the first-order Diophantine equations. Moreover, there is an algorithm of finding solutions of any of the Diophantine equations. The problem of decidability of the class of the Diophantine equations concerns finding a method that enables to give an answer YES or NO to the question: has a given equation got a solution at all (not: the solution). This question has been raised as the 10th problem.

A formal system is decidable if and only if there is a mechanical procedure that in the case of any sentence in the language of the system after a finite number of steps enables to give an answer YES or NO to the question if the sentence is a theorem of the system. The problem of decidability of a formal system was stated in works of Schröder (1895), Löwenheim (1915) and Hilbert (1918).

The first though vague formulation of the problem of decidability appeared in the works of Hilbert (1900, 1918). Directly the problem was formulated by Behmann (1922, p. 166):

Es soll eine ganz bestimmte allgemeine Vorschrift angegeben werden, die über die Richtigkeit oder Falschheit einer beliebig vorgelegten rein logischen Mitteln darstellbaren Behauptung nach einer endlichen Anzahl von Schritten zu entscheiden gestattet, oder zum mindesten dieses Ziel innerhalb derjenigen – genau festzulegenden – Grenzen verwirklicht werden, innerhalb deren seine Verwirklichung tatsächlich möglich ist.

A completely definite general procedure should be given when after a finite number of steps it is possible to decide about truth of falsehood of any given statement that could be formulated by using logical means, or at least that goal may be realized in – precisely stated – frames where its realization is indeed possible.

The question of decidability of the first-order logical calculus, i.e. the classical problem of decidability, what presently is denoted as "Entscheidungsproblem", was formulated in 1928 by Hilbert in *Grundzüge der theorethischen Logik* (1928), a book written together with Ackerman. In the part entitled "Das Entscheidungsproblem im Funktionenkalkül und seine Bedeutung" (The decidability problem in functional calculus and its significance) we read (1928, p. 72):

---

57 A Diophantine equation is an equation \( P(x_1, \ldots, x_k) = 0 \), where \( P \) is a polynomial with integers coefficients and the variables \( x_1, \ldots, x_k \) range over integer. An example we could use a famous Fermat's equations: \( x^n + y^n = z^n \), where \( x, y, z, n \in \mathbb{N} \) – Fermat claimed that for any \( n > 2 \) the equation is unsolvable.

58 Hilbert's 10th problem (is there a finite process which determines if a polynomial equation is solvable in integers?) has been solved in negative by a young Russian mathematician Yuri Matiyasevich (1970). He used some earlier results of Martin Davis, Hilary Putnam and Julia Robinson. Matiyasevich and Robinson have – despite the Cold War – collaborated on the problem. Julia Robinson was close to the end result. See (Davis 1973, Davis & Heesch 1973, Davis 1982, Matiyasevich 1993).

59 German for “decision problem”. The first documented case of using the term “Entscheidungsproblem” was by Behmann (1921, p. 47) in his announcement at the meeting of mathematical society in Göttingen in May 1921.

60 Matiyasevich's solution that there is a Diophantine equation that has not got a solution and that this fact cannot be proved equivalent to the Gödel theorem. The interrelations between the Universal Turing Machine and Diophantine equations lead Chaitin towards discovering random structure of mathematics.

---

61 In the year of book's publication there took place a congress of mathematicians in Bologna. In his lecture at the congress Hilbert presented a question of completeness. Nothing was said about Entscheidungsproblem.
Das Entscheidungsproblem ist gelöst, wenn man ein Verfahren kennt, das bei
einem vorgelegten logischen Ausdruck durch endlich viele Operationen die Ent-
scheidung über die Allgemeingültigkeit bzw. Erfüllbarkeit erlaubt.63

The problem of decidability is solved if a procedure is known when for any
given logical expression after a finite number of operations it is possible to
decide about validity or satisfiability.65

The importance of decidability of the first-order logical calculus is based
on Hilbert's thesis (not explicitly formulated by him) that all mathematics
could be expressed in the first-order language. The Pascal theorem serves
as an example. Hilbert showed how that theorem and questions concerning
its logical connections in geometry would be reduced to a problem of the
first-order logical calculus. Geometrical notions are replaced by implicit
definitions and in result symbols are devoid of their geometrical meaning,
see (Hilbert & Ackerman 1928, p. 74–76). After the discussion of the exam-
ple he wrote (Hilbert & Ackerman 1928, p. 77):

Ähnliche Überlegungen gelten natürlich für jedes beliebige Axiomensystem.
Similar considerations are valid for any axiomatic system.

In the conclusion it is clearly stated that:

... das Entscheidungsproblem muß als das Hauptproblem der mathematischen
Logik bezeichnet werden.
the Entscheidungsproblem has to be appointed as the central problem of
mathematical logic.

Hilbert's point was that if we came to possessing of such an effective pro-
dure applicable to any first-order formula, then ignorance would be banished

62 Bei dem Problem der Allgemeingültigkeit handelt es sich um die folgende Frage: Wie kann man beim einem beliebig vorgelegten logischen Ausdruck, der keine individuellen Zeichen enthält, feststellen, ob der Ausdruck bei beliebigen Einsetzungen für die vorkommenden Variablen eine richtige Behauptung darstellt oder nicht?
63 Bei dem Problem der Erfüllbarkeit handelt es sich um die Frage (Hilbert & Ackerman 1928, p. 73): ob es überhaupt eine Einsetzung für die Variablen gibt, so daß durch den betreffenden Ausdruck eine richtige Behauptung dargestellt wird.
64 In the problem of validity there arises the following question: How can man for any given logical expression, that do not contain individual symbols, establish if this expression for any substitution of occurring variables is a true sentence or not?
65 In the problem of satisfiability there appears the following question: is there at all any substitution for the variables such that the corresponding sentence is true. — Let us remark that the notions of validity and satisfiability are dual: a sentence is valid iff its negation is not satisfiable. The notion of validity is preferred in proof theory but the notion of satisfiability is preferred in model theory.

from mathematics forever. The view was shared by Bernays and Schönfinkel (1928):

Das zentrale Problem der mathematischen Logik, welches auch mit den Fragen
der Axiomatik im engsten Zusammenhang steht, ist das Entscheidungs-

The central problem of mathematical logic, which is also most closely related
to the questions of axiomatics, is the Entscheidungsproblem.

Bearing in mind Leibniz's idea of Ars Magna, the Entscheidungsproblem
may be characterized as follows (Börger, Grädel & Gurevich 1997, p. 4):

In the framework of first-order logic, an ars iusendi exists: the collection of
valid first-order formulae is recursively enumerable, hence there is an algorithm
that lists all valid formulae. The classical decision problem can be viewed as
the ars indicandi problem in the first-order framework. It can be sharpened to
a yes/no question: Does there exist an algorithm that decides the validity of
any given first-order formula?

The important difference between the earlier stated problem of decida-
bility, e.g., by Löwenheim (1915) and Behmann (1922), and Hilbert's Ents-
scheidungsproblem consists in generality. Hilbert (1928, pp. 77–78) directly
pointed out the known particular solutions of the decidability. If Hilbert's
thesis was supposed to be solving Entscheidungsproblem, it would comprise
all the questions of decidability and

Auch Fragen der Widerspruchsfreiheit würden sich an Hand des Entschei-
dungsverfahrens lösen lassen. (Hilbert & Ackerman 1928, p. 76)
By the decidability procedure the question of consistency could be solved, too.

Hilbert's belief that science is alive as long as there are unsolved prob-
lems seems to be in contradiction with the idea of decidability: if everything
can be solved by calculation, then in science the development is fictitious.
Already Leibniz remarked that:

It is unworthy of excellent men to lose hours like slaves in the labor of calcu-
lation which could safely be regulated to anyone else if machines were used.

To answer this question, we have to take into account the fact that besides
sentences there are notions. Hilbert (1992, p. 8) wrote:

... vielmehr zeigt sich, daß die Begrißbildungen in der Mathematik beständig
durch Ansauhung und Erfahrung geleitet werden, so daß im großen und
ganzen die Mathematik ein willkürliches, geschlossenes Gebilde darstellt.
... moreover it turns out that in mathematics formation of concepts is directed by intuition and experience, hence in size and whole mathematics is a free of arbitrariness, closed composition.

The mathematical cognition is accomplished in the process of forming of concepts:

Es bilden also die verschiedenen vorliegenden mathematischen Disziplinen notwendige Glieder im Aufbau einer systematischen Gedankenentwicklung, welche von einfachen, naturgemäß sich bietenden Fragen anhebend, auf einem durch den Zwang innerer Gründe im wesentlichen vorgezeichneten Wege fortschreitet. Von Willkür ist hier keine Rede. Die Mathematik ist nicht wie ein Spiel, bei dem die Aufgaben durch willkürlich erdachte Regeln bestimmt werden, sondern ein begriffliches System von innerer Notwendigkeit, das nur so und nicht anders sein kann. (Hilbert 1992, p. 9)

4. Entscheidungsproblem

One can characterize the problem of decidability as follows: Given a collection of assumptions $A$ stated in some logical system, and a statement $s$, is it possible to decide on the basis of some universal computation method (a decision method) whether $s$ is or is not inferable from $A$? If for a given system $S$ such a universal computational method exists, then the system is decidable. For many logical systems, several such procedures existed before Church’s and Turing’s publications, but not for the system of the first-order logic. $^{66}$

The first-order logic is complete. If we suppose – what Hilbert did – that any human reasoning may be expressed in this logic, then the decidability of the first-order logic means that all human reasoning can be reduced to a calculation. For this reason the Entscheidungsproblem has been characterized by Hilbert as the fundamental problem of mathematical logic.

In order to solve the question of the Entscheidungsproblem, a concept of calculus or – in other words – an effective (a mechanical) procedure has to be defined. Solving the Entscheidungsproblem (and the 10th problem of Diophantine equations) required a precise formalization of what mechanical computation is. An attempt to define an intuitive notion rises the following questions:

1. which already definite (in order to avoid ignotum per ignotum) notions should be used to be as close as possible to the intuition of the notion of effective procedure?

2. is there only one or more intuitively acceptable notions of effective procedure?

In the beginning, in order to answer these questions, let us consider a methodological problem of the procedure that shall be used. In formal sciences by definition one basically understands a nominal definition. $^{67}$ Nominal definitions tell us about the correct usage of names. There are two kinds of nominal definitions. The meaning of the defined term of a certain language $L$ is reported in this language. In this case the defined expression is definable in the language $L$. In another case a nominal definition introduces to a language $L$ a new word to replace (usually as a short) an expression of $L$. This consists in introducing a new symbol or notation by assigning a meaning to it. A real definition or conceptualization is a description of an object in such a way that it is a description of this and only this object. Neither the case of nominal definition nor the case of real definitions are taken into account here. The exclusion of real definition needs some explanation. The real definition is conceived in such a way that a real definition of an object presupposes the existence of the object. Perhaps an argumentation is possible that there is an object “effective procedure” that is independent of our cognition. Nevertheless, we have to take into account the fact that a real definition characterizes or not a defined object, tertium non datur. Such a definition is right or wrong. Thus, the correctness of a real definition does not depend in any way on our conventions or on our methods of cognition. It is not the case with the concept of effective procedure.

Besides nominal definition and conceptualization there is a third procedure that may be used to precise concepts, namely, explication. It seems that explication is the proper procedure to analyze calculus. Roughly speaking, an explication is a detailed analysis of a concept used to explicate means to unfold; to give a detailed explanation of; to develop the implications of; and to analyze logically. $^{68}$

Explication was described by Carnap (1950, p. 3) as follows:

By the procedure of explication we mean the transformation of an inexact, prescientific concept, the explicantum, into a new exact concept, the explicandum. Although the explicandum cannot be given in exact terms, it should be made as clear as possible by informal explanations and examples.

---

$^{66}$ See (Kneale & Kneale 1962, pp. 724–737).

$^{67}$ For the first time rules of definition were formulated by Stanislaw Leśniewski (1931).

$^{68}$ See e.g. (Trzęsicki 2000, pp. 366–369).
The task of explication consists in transforming a given more or less inexact concept into an exact one or, rather, in replacing the first by the second. We call the given concept (or the term used for it) the explicandum, and the exact concept proposed to take the place of the first (or the term proposed for it) the explicitum. The explicandum may belong to everyday language or to a previous stage in the development of scientific language. The explicitum must be given by explicit rules for its use, for example, by a definition which incorporates it into a well-constructed system of scientific either logico-mathematical or empirical concepts.

As an example of explication the definition of truth by Tarski is pointed out (Carnap 1950, p. 5).

I am looking for an explication of the term ‘true’, not as used in phrases like ‘a true democracy’, ‘a true friend’, etc., but as used in everyday life, in legal proceedings, in logic, and in science, in about the sense of ‘correct’, ‘accurate’, ‘veridical’, ‘not false’, ‘neither error nor lie’, as applied to statements, assertions, reports, stories, etc. This explanation is not yet an explication; an explication may be given by a definition within the framework of semantical concepts, for example, by Tarski’s definition of ‘true’ [...].

Carnap (1950, p. 5) indicates the following requirements that a concept must fulfil to be an adequate explicatum for a given explicandum:
1. similarity to the explicandum,
2. exactness,
3. fruitfulness,
4. simplicity.

These conditions in more detailed form are as follows (Carnap 1950, pp. 6–7):

1. The explicatum is to be similar to the explicandum in such a way that, in most cases in which the explicandum has so far been used, the explicatum can be used; however, close similarity is not required, and considerable differences are permitted.
2. The characterization of the explicatum, that is, the rules of its use (for instance, in the form of a definition), is to be given in an exact form, so as to introduce the explicatum into a well-connected system of scientific concepts.
3. The explicatum is to be a fruitful concept, that is, useful for the formulation of many universal statements (empirical laws in the case of a non-logical concept, logical theorems in the case of a logical concept).
4. The explicatum should be as simple as possible; this means as simple as the more important requirements 1, 2 and 3.

Ch. Morris divided semiotics, a general theory of sign, into:
1. syntactics,
2. sematics and
3. pragmatics.

Exact terms do not need explication. Since the explicated term is inexact, its explication cannot be evaluated as right or wrong. A proposed solution may be less or more satisfactory than another one.

Syntactics concerns relations between signs, semantics has as its subject relations between signs and reality. Pragmatics analyzes relations between sign and its user. The concept of (formal) proof is fundamental for syntactics. Semantics is based on the notion of truth. In classical semantics Tarski’s definition of truth is assumed. The notion of effective procedure characterizes our ability of operating signs, thus it is basic for pragmatics.

What is expected in the case of the Entscheidungsproblem is the explication of the effective procedure. The truth table test is such a method for the propositional calculus. Different models of computation were introduced. 1936 saw an independent development of the three influential models of computation, aimed at doing the following: the lambda calculus, Turing machines and recursive functions. An explication of effective procedure was done by Church (1935, 1936a, 1936b) whose solution presupposed the definition of the intuitive notion of “mathematical function”. Church’s explication has been based on the notion of “lambda-definable-function” introduced by Church (1932, 1936b, 1936a) and Stephen Kleene (1935). A few months later, independently of Church, it was done by Turing (1936–37). Another

---

69 The idea that the notion of effective procedure is the same kind notion as truth, function, limit and so on is exploited by Mendelson in his argumentation for the Church-Turing thesis.

My viewpoint can be brought out clearly by arguing that CT is another in a long list of well-accepted mathematical and logical “theses” and that CT may be just as deserving of acceptance as those theses. Of course, those theses are not ordinarily called “theses”, and that is just my point. See (Mendelson 1990).

70 A fascinating biography of Turing by Andrew Hodges (1983) may be recommended. Turing, a co-founder of computer science, is shown as a man and scientist. Turing was much more than a mathematician, he was a specialist in electronics and signal processing even while the subjects were still recognised. There is a website maintained by Hodges: http://www.turing.org.uk/ It is worth remarking that as Hilbert’s problem gave stimulus on theoretical as codebreaking of Enigma on practical level of computer science. (Enigma – used by the Nazis an improved, military version of the commercial machine created by a German electrical engineer Scherbius in 1918.) A contribution of Polish mathematicians to solving the mystery of ENIGMA has to be pointed out here.
definition of the notion of "effective procedure" was done by Kleene and Post (1936) and by others later, e.g. by Markov (1955). The concepts of "recursive functions", studied by Jacques Herbrand (1932) and Kurt Gödel (1934), gave rise to the idea of general recursiveness that was the base of the explication proposed by Herbrand, Gödel and Kleene. The definition starting from the notion of binormality was proposed by Post. Each proposal was well-defined and each seemed to correspond with what we would intuitively regard as an effective process (Copeland 2005, Deutsch 1985, Deutsch 1997, Kleene 1967, Marciszewski 2005). Unlike others, Turing's concept was as much an instruction manual on how such a device might be built as it was a formalism for studying computation. That link between abstract computability and physical computability made the Turing machines quickly become the standard model of computation.  

Alan Turing was first introduced to Hilbert's problem during the spring term of 1935 while attending a lecture on the foundations of mathematics given by Max Newman at Cambridge. Turing was extremely intrigued by the problem and immediately set out to prove that there was no algorithm that could satisfy the Entscheidungsproblem in an interesting and ingenious manner. Turing's draft paper arrived on Max Newman's desk at the same time as a copy of the American Journal of Mathematics containing "An Unsolvable Problem in Elementary Number Theory" by Alonzo Church. In his article "On Computable Numbers, with an Application to the Entscheidungsproblem" (1936–37) Turing explicitly referred to Gödel (1931), Church (1936b), and the 1931 edition of (Hilbert & Ackerman 1928). There was no rivalry between Turing and Church. Turing came to Princeton and some of his best work was accomplished there under Church's direction. 

Turing's analysis of computation aimed at determining the mental processes fundamentally required by an individual performing a computation. Turing focused on the actual thought-process that took place when an individual attempted to develop an algorithm. He utilized an example of a simple mathematical calculation to create a case study for the actual thought processes taking place when a person performed a calculation. In On Computable Numbers with an Application to the Entscheidungsproblem Turing noted (1936–37, p. 117):

We may compare a man in the process of computing a real number to a machine...

That was the point that Turing was to emphasize, in various forms, again and again. These words resonated with Wittgenstein's words (italics in original):

These (Turing's) machines are humans who calculate. (Wittgenstein 1980, 1096)

According to Shanker (1987), that remark summarized the key feature of Wittgenstein's reaction to Turing.  

If calculating looks to us like the action of a machine, it is the human being doing the calculation that is the machine.

Turing (1950, pp. 454–455) asserted that the essential constituents of computational procedure performed by a person during a calculation could be replicated by a machine. He believed that the true nature of human mind is mechanical. According to him:

The 'skin of an onion' analogy is also helpful. In considering the functions of the mind or the brain we find certain operations which we can express in purely mechanical terms. This we say does not correspond to the real mind: it is a sort of skin which we must strip off if we are to find the real mind. But then in what remains, we find a further skin to be stripped off, and so on. Proceeding in this way, do we ever come to the 'real' mind, or do we eventually come to the skin which has nothing in it? In the latter case, the whole mind is mechanical.

According to him it was easy to imagine that a person performing a computation could be replaced by a machine. He noted (1960):

The idea behind digital computers may be explained by saying that these machines are intended to carry out any operations which could be done by a human computer.

An effective procedure can be performed by an idealized, infinitely patient mathematician working with an unlimited supply of paper, pencils and time.

71 The Turing machine inspired the first real computer in 1943, called Colossus, and later the modern computer.

72 Turing arrived to Princeton for a two-year stay. Shortly before, in 1936, Alonzo Church founded The Journal of Symbolic Logic. Kurt Gödel, S. C. Kleene, and J. B. Rosser were all to be found in Princeton, New Jersey. The United States had become a world center for cutting-edge research in mathematical logic. See (Davis 1995).

73 Turing attended a few lectures of Wittgenstein's course on the foundations of mathematics. The status of a contradiction and the nature of a proof were the subject of disputes.
but without insight. Turing’s paper *Computing Machinery and Intelligence* (1950) can be taken as saying that even a mathematician working with insight cannot exceed the power of the Turing machine. Turing experienced with construction of a computer.⁷⁴ He was much more than a mathematician, he was a specialist in electronics and signal processing even while the subjects were still unrecognized.

The Turing machine⁷⁵ was one of the simplest results. It was considered to be a formal counterpart to an effective procedure or an algorithm. Church (1937) highlighted that Turing:

 proposes as a criterion that an infinite sequence of the digits 0 and 1 be ‘computable’ that it shall be possible to devise a computing machine, occupying a finite space and with working parts of finite size, which will write down the sequence to any desired number of terms if allowed to run for a sufficiently long time. As a matter of convenience, certain further restrictions are imposed on the character of the machine, but these are of such a nature as obviously to cause no loss of generality – in particular, a human calculator, provided with a pencil and paper and explicit instructions, can be regarded as a kind of Turing machine.

Hodges, the biographer of Turing, in the updating to (1983)⁷⁶ holds that Turing (AMT) “might well have been disappointed by the lack of interest in his work on the part of the mathematical world in general, but it is worth adding that Church was wholehearted in recommending and adopting AMT’s definition of computability. Given that AMT was a young unknown outsider crashing into Church’s field this was not something he could have taken for granted. As regards the tricky question of priority, Church wrote:”

In an appendix, the author [i.e. AMT] sketches a proof of the equivalence of ‘computability’ in his sense and ‘effective calculability’; in the sense of the present author [i.e. Church’s definition using the lambda-calculus]. The author’s result concerning the existence of uncomputable sequences was also anticipated, in terms of effective calculability, in the cited paper [i.e. Church’s paper].

His work was, however, done independently...

From the Idea of Decidability to the Number Ω

In a letter (22 April 1937) to Church Bernays wrote:

He [Turing] seems to be very talented. His concept of computability is very suggestive and his proof of equivalence of this notion with your λ-definability gives a stronger conviction of the adequacy of these concepts for expressing the popular meaning of ‘effective calculability’.

In *Grundlagen der Mathematik* there are two references to Turing. In the first one we read (1970, p. 356):

Bei den Kriterien der Widerlegbarkeit, die wir aus dem Herbrand’schen Satz entnommen haben, wurde der Allgemeinbegriff der berechenbaren Funktion benutzt.

For Gödel, who was unconvinced by Church’s paper, Turing’s proposal was very well-justified. He considered Turing’s work as a successful analysis of “mechanical procedure”. Gödel (1965, p. 2) stated unequivocally that Turing had analyzed “mechanical procedure” in a satisfactory way:

The most satisfactory way, in my opinion, is that of reducing the concept of finite procedure to that of a machine with a finite number of parts, as has been done by the British mathematician Turing.

For someone with as exacting standards of correctness as Gödel had, this was a high praise.

Gurevich (1995, p. 130) esteems Turing’s argumentation as very convincing. For him it is “a beautiful piece of speculative philosophy”. The idea of computability executed by the Turing machine is very fertile and has generated many ideas such as von Neumann’s classical computer. In his paper there appeared very fruitful notions of “input-output”, “memory”, “compiler/interpreter”, “finite-state machine”, “coded program”, and “algorithm”. Turing’s definition of computability remains a classic paper in the elucidation of an abstract concept into a new paradigm. It means that the question 1 posed on page 101 is answered.

Alonzo Church’s lambda calculus and Steven Kleene’s recursive functions were arguably more elegant, but it was the mechanical action of Turing’s machines that most agreed intuitively about how people calculate. It also makes the Turing machines a natural object for studying even more powerful models of computation. Church (1937, pp. 42–43) reviewed Turing’s paper comparing the Turing machine to other concepts:⁷⁷

⁷⁴ The first computer was named *Colossus* (1943). *Colossus* was a secret enterprise of the World War II located at Bletchley Park (‘Station X’). Max Newman and Bill Tutte were primarily responsible for its construction, while Turing was a consultant for programming. 11 *Colossus* machines were working on German codes. For more, refer to http://www.codesandciphers.org.uk/orenz/colossus.htm

⁷⁵ By Turing the machine was named a logical computing machine, or “a-machine” (automatic machine). It has subsequently become known as the “Turing machine”, Turing used the term “machine”, while “Turing machine” was first used by Church (1937).


⁷⁷ Church omitted Post’s concept of binormality. For Post (1965, pp. 408, 419) himself
As a matter of fact, there is involved here the equivalence of three different notions: computability by a Turing machine, general recursiveness in the sense of Herbrand-Gödel-Kleene, and the $\lambda$-definability in the sense of Kleene and the present reviewer. Of these, the first has the advantage of making the identification with effectiveness in the ordinary (not explicitly defined) sense evident immediately — i.e., without the necessity of proving preliminary theorems. The second and third have the advantage of suitability for embodiment in a system of symbolic logic.

For Post (1944, p. 462), the new notion was worth studying:

But apart from the question of importance, these formalisms bring to mathematics a new and precise mathematical concept, that of the general recursive function of Herbrand-Gödel-Kleene, or its proved equivalents in the developments of Church and Turing. It is the purpose of this lecture to demonstrate by example that this concept admits of development into a mathematical theory much as the group concept has been developed into a theory of groups.

It quickly turned out that not only the proposals of Turing and Church but other formalisms for describing effective computability (register machines, Emil Post’s systems, combinatory definability, Markov algorithms, formal grammars, $\mu$-recursive functions) were functionally equivalent to each other. They differed only in how functions were to be computed. It was proved that all different models of computation defined the same class of computable functions. It means that the question 2 on page 101 is answered, too. Church and Turing have proved — roughly speaking — that there are such formulas of the first-order that are not recursive (Church) or computable by the Turing machine (Turing). Roughly speaking, it has been proved that for the predicate calculus there is no procedure as the truth table test for the propositional calculus. Neither of these theorems alone answer Hilbert’s Entscheidungsproblem.

Let us recall here that the Entscheidungsproblem is the problem of an effective mechanical procedure that applies to a formula of the first-order language after a finite number of steps gives YES or NO as the answer to the question: is the given formula valid? To solve this problem, two facts have to be established:

---

1. a precise formal notion(s) of effective procedure,
2. a thesis that links the notion(s) with the Entscheidungsproblem.

The notion of computability by the Turing machine fulfills all the conditions of correct explication (page 102). Thus it is necessary to discuss the fact 2. It should be stated that the notion of computability by the Turing machine (or its equivalent) is the notion of the effective procedure of the Entscheidungsproblem. In other words, the adequacy of computability by the Turing machine with the intuitive notion of effective method in Hilbert’s decidability problem it should be stated. The fact is out of reach for any formal proof. It only may and should be justified. 78

The Church-Turing thesis 79 in its most common form states that every effective computation can be carried out by the Turing machine or — in other words — any computation solvable by a precisely stated set of instruction (i.e., an algorithm) can be run on the Turing machine (or a digital process computer). The thesis states that the Turing computability precisely captures the intuitive notion of computability. It may be paraphrased as saying that the notion of effective or mechanical method is captured by the Turing machine. 80 In On Computable Numbers... a different formulation of the thesis may be found, e.g.:

[T]he “computable numbers” include all numbers which would naturally be regarded as computable. (1936-37, p. 249)

It is my contention that these operations [the primitive operations of a Turing machine] include all those which are used in the computation of a number. (1936-37, p. 232)

---

78 For a survey of the discussion and solutions of the question see (Murawski 2005).
79 For the first time the question of adequacy, which is the subject of the thesis emerged in a talk between Church and Gödel in Princeton in 1934. It was formulated for the first time on a session of the American Mathematical Society by Church on 19 April, 1935 (Church 1936b, §7). Turing’s mathematically equivalent formulation was published, together with the notion of the Turing machine, in (Turing, 1936-37). It was dubbed “thesis” by Kleene (1936, p. 232).

So Turing’s and Church’s theses are equivalent. We shall usually refer to them both as Church’s thesis, or in connection with that one of its ... versions which deals with "Turing machines" as the Church-Turing thesis.

This terminology is used also in (Kleene, 1943) and (Kleene 1952, p. 317). Cf. (Murawski 2005).

80 Strictly speaking, it is Turing’s thesis. Church’s thesis states the same about Church’s concept of effective method. For more about the Church-Turing thesis and its evolution from its modest origins to its current elevated status see (Copeland 2005).
Kazimierz Trzęsicki

For J. Martin (2003, p. 353):

To say that the Turing machine is a general model of computation is simply to say that any algorithmic procedure that can be carried out at all (by a human, a team of humans, or a computer) can be carried out by a TM [Turing machine].

Turing proved that there were functions that could not be computed by the machine invented by him. It is clear when we consider that the set of function from \( \mathbb{N} \) to \( \mathbb{N} \) is uncountable while the set of the Turing machines is countable. Both Turing and Church showed the examples of functions which could not be computed. The most known and discussed of these is Turing’s halting function which takes a pair: a natural number representing a Turing machine and its input, returning 1 if the machine halts on its input and 0 if it does not. From this, we also get the existence of a specific uncomputable set (the halting set): \( \{ \overline{n} | n \text{ represents a Turing machine/input pair that halts} \} \).  

There is a strong connection between Gödel’s and Turing’s results. Gödel was looking for the type of model to represent formal systems. In 1936 he praised the Turing machine as allowing a “precise and unquestionably adequate definition of the general concept of [a] formal system” (1965). A formal system can be specified as Turing machine that semi-computes a set of formulas provable in this system. A formal system may be conceived as a recursively enumerable set of axioms with recursively enumerable rules of inference. Gödel’s Incompleteness Theorem can therefore be completely specified, stating that no consistent formal system of this type can prove all truths of arithmetic, or, that the set of true formulas of arithmetic is not recursively enumerable. Gödel, in his Incompleteness Theorem, proved that each consistent formal system had its own unprovable statement. It was not excluded that the statement could be proved in another system. Turing (and Church) pointed out the ‘absolutely’ undecidable function whose values could be proved by no consistent formal system. Thus Turing’s proof of the uncomputability of the halting function also extended Gödel’s Incompleteness Theorem.

The thesis and the theorems by Church and Turing should not be confused, though. Instead they should be taken together for they are relevant to the Entscheidungsproblem. The Church-Turing thesis is essential to prove that certain mathematical functions/sets/real numbers are uncomputable.

Let us remark that the Church-Turing thesis has been a subject for many speculations and in many cases it is misunderstood. Jack Copeland (1997) refers to many papers and books where the Church-Turing thesis is misstated.

The Church-Turing thesis tells about finitistic formalism, thus it does not pertain to formalism in general. The infinitistic methods are beyond the thesis. Hilbert aimed to restrict the methods of proof theory to finitistic ones. He allowed non-finitistic methods in mathematics in general. For example, by using transfinite induction Gentzen has proved the consistency of arithmetic, cf. page 92.

Because all the formal definitions of effective computability have been shown to describe essentially the same set of functions, it is now generally assumed that the Turing-Church thesis is correct.

Both the theorem, claiming that there are problems uncomputable by the Turing machine, and the thesis, stating that the notion of computability by the Turing machine is the correct accurate rendering of the effective procedure, solve the Entscheidungsproblem in negative. Though Turing and Church discovered the result independently of one another, Turing’s solution is more satisfying than that of Church’s. It was acknowledged by Church himself.

The theorem of Turing (or Church) does not say that there are any unsolvable questions. The theorem only says that there is not an effective procedure (if we suppose that the notion of the effective procedure is exhausted by the concept of the Turing machine) that makes possible to solve any question. Thus we may hope that any given question may be solved (earlier or later). But we do not suppose that one method will be found that will solve any question. Gödel, who proved the incompleteness theorem, believed that in case of any formula we would be able to prove or disprove it. There is no effective procedure that works for any formula of the first-order calculus but it is not excluded that there are decidable classes of formulas.

---

81 The halting function is partially computable. In general, a function, \( f: X \to \{0, 1\} \) is semi-computable (recursively enumerable) by the Turing machines if and only if there is a Turing machine which transforms input, \( x \), to \( f(x) \) whenever \( f(x) = 1 \) and either returns 0 or diverges when \( f(x) = 0 \). A function, \( f: X \to \{0, 1\} \) is co-semi-computable (co-recursively enumerable) by Turing machines if and only if there is a Turing machine which transforms input, \( x \), to \( f(x) \) whenever \( f(x) = 0 \) and either returns 1 or diverges when \( f(x) = 1 \).


83 Cf. (Turing 1969, p. 7).
e.g. the one-place predicate calculus is decidable. It was also proved that there exist many classes of problems, few of which are very easily defined, which do not take an effective procedure to solve them.\footnote{For the most comprehensive treatment available in a book form of the classical decision problem of mathematical logic and of the role of the classical decision problem in modern computer science see (Börger et. al. 1997).}

The negative solution of the Entscheidungsproblem in conjunction with Gödel’s theorems was seen as a sufficient reason for the abolishment of Hilbert’s program in mathematics. Hilbert’s program towards a decision procedure for all fields of mathematics was proved to be impossible. The Hilbertian dream remains in total ruins. The original hopes for Hilbert’s programme lie in tatters. However, even if it is true, a vast amount was learned about the fundamental nature of computation. One of the greatest accomplishments of Turing’s work is that he has answered Hilbert’s question developing innovative ideas related to the development of a universal computing machine. Alan Turing’s creation of a theoretical computing machine served as a theoretical framework for the modern computer. Before Turing three components – machine, program and data – were distinguished.

Turing’s universal machine showed that the distinctness of these three categories is an illusion. (Davis 2000, p. 165)

Thus, it is the development of a system that allows of the integration and “fluidity” among these three components. It has become fundamental to the contemporary computer science, cf. (Davis 2000, p. 165).

Gödel, Church and Turing set limits to Hilbert’s program, but there remains much of value in continuing Hilbert-like programs (e.g. nonstandard analysis). The development of computer science has led to a rebirth of Hilbert’s proof theory, where its methods play a significant role. A modified Hilbert’s program is a base for the development of proof theory, metamathematics, and decision theory (computability theory). The theory of algorithms (recursive functions) enables us to give the exact definition of the “formal system”: a system is formal if and only if there is an algorithm for checking correctness of inferences in this system. In formal systems the standards of inferences must be described precisely enough to enable checking of proofs by a computer.

The consequences of Hilbert’s program, unexpected by himself, are summarized by Chaitin (2004):

As I said, formal systems did not succeed for reasoning, but they succeeded wonderfully for computation. So Hilbert is the most incredible success in the world, but as technology, not as epistemology.

\footnote{For Davis (2004): It is perfectly plain in the context of Turing’s dissertation, that $O$-machines were introduced simply to solve a specific technical problem about definability of sets of natural numbers. There is not the faintest hint that Turing was making a proposal about a machine to be built. ... It makes no sense to imagine that he was thinking about actual machines to compute the uncomputable. Cf. (Cooper 2005).}

To end, let me quote from a posthumous collection of essays by Isaiah Berlin. The Power of Ideas, that was just published: “Over a hundred years ago, the German poet Heine warned the French not to underestimate the power of ideas: philosophical concepts nurtured in the stillness of a professor’s study could destroy a civilization.” So beware of ideas, I think it’s really true. Hilbert’s idea of going to the limit, of complete formalization, which was for epistemological reasons, this was a philosophical controversy about the foundations of mathematics – are there foundations? And in a way this project failed, as I’ve explained, because of the work of Gödel and Turing. But here we are with these complete formalizations which are computer programming languages, they’re everywhere!

The period between the two World Wars was a remarkable time in philosophy and particularly in logic and the foundations of mathematics. Hilbert was the one to raise the most important and fruitful problems for the future of mathematics. Let us refer to the beginning of the text where Hilbert was called a man of problems (Hilbert 1932–1935, vol. 3, p. 405). Though simple, Hilbert’s starting points were always important. David Hilbert died in 1943. He lived to see the end of the great mathematical dynasty at the Georg-August University of Göttingen. His funeral was attended by fewer than a dozen people, only two of whom were his fellow academics. He had never seen a computer. What is more, he never imagined how big the consequences of his program of finitistic foundation of mathematics were to be.

5. Beyond the Church-Turing Thesis

Church and Turing have formally defined a boundary to what is possible to calculate or compute algorithmically, but they did not necessarily define an ultimate boundary. Turing himself was the first person who had recognized the limitations of the Turing machine (Copeland & Proudfoot 1999). His choice machine ($\omega$-machine) (Turing 1936–37) and unorganized machine ($a$-machine) (Turing 1969) did not survive later scrutiny. In Turing’s Ph.D. thesis (1939) the $a$-machine (the Turing machine) is augmented with an oracle, a function which determines the value of a function that cannot be computed by the Turing machine ($\omega$-machine).\footnote{For Davis (2004): It is perfectly plain in the context of Turing’s dissertation, that $O$-machines were introduced simply to solve a specific technical problem about definability of sets of natural numbers. There is not the faintest hint that Turing was making a proposal about a machine to be built. ... It makes no sense to imagine that he was thinking about actual machines to compute the uncomputable. Cf. (Cooper 2005).}
The Turing machine still leaves room for the speculation about a possibility of a quantum-mechanical, non-mechanical, or super-mechanical computation. Everybody who tries to cross the boundary set by the Church-Turing thesis may feel encouraged by Hilbert’s words:

It is by the solution of problems that the investigator tests the temper of his steel; he finds new methods and new outlooks, and gains a wider and freer horizon. \textit{(Hilbert 1900)}

For many years, attempts to find more powerful models than the Turing machines gave no positive results. The first efforts to weaken the Church-Turing thesis were unsuccessful. The discussion was focused on logical and mathematical problems. Laszlo Kalmár’s argument is an example of one of the most known and widely discussed such attempts, cf. \cite{Kalmar1959}. The thesis was also questioned by Peter Rózsa \cite{Rozsa1960}, Jean Porte \cite{Porte1973}, G. Leo Bowie \cite{Bowie1963}, Elliot Mendelson \cite{Mendelson1963} and others. Several models were proposed to replace the Turing Machine as a universal model of computation. Under discussion there remains models that communicate with the outside world during their computations, models that appeal to the laws of physics, models that can manipulate real numbers, and parallel computers. Artificial neural networks, cellular automata, evolutionary computing, \textit{L}-systems (multicellular organisms), swarm computing, molecular computing, and many others are still under considerations.

If we were to find out that the Church-Turing thesis was true (or false), it would not say anything about what is computable by mathematicians through insight or the types of computation that are achievable through natural processes.

Turing aimed to describe the process of calculation by an idealized mathematician. Here the “idealized” means that the mathematician does not take into account the meanings of things that are the subject of simple operations and that his action does not depend on his will, desire and emotions. It is supposed that any operation needs the same amount of time and that these operations form a finite sequence. In other words, the Turing machine is equivalent to the finitistic formalization in the Hilbertian sense. The processes of calculation that are performable by contemporary digital computers are of that kind.\footnote{We do not take into account the fact that there is a difference between what is theoretical and what is physical (practical). Even if the nature “calculates” mathematics as it is performed by the Turing machine, there could be a difference when a chance of some faults is not excluded. The Turing machine is a theoretical device, our computers are not, they are physical devices. Though operating as the Turing machine, a computer as the output may have data that differs from what is calculated by a (theoretical) Turing machine. Some natural processes could be such that the cause-result relation is non-recursively calculated. Such a process is not simulable by the Turing machine. Such a “computer” is able to do more than the Turing machine can.}

The Church-Turing thesis is strongly influenced by the philosophical and scientific environment of the time it was formulated in.

The contemporary electronic computer is a great achievement of engineers. There are good reasons to believe that the progress in the construction of computers will not be restricted to the electronic scheme. Calculation that is performable by the contemporary computers harnesses the phenomenon of electricity. Are there any reasons to reject to harness other natural phenomena to perform calculation? The other natural processes should not be excluded as phenomena that are able to calculate. Nevertheless, one may repeat after Davis, see \cite{Cooper2005}:

Of course, even assuming that all this really does correspond to the actual universe in which we live, there is still the question of whether an actual device to take advantage of this phenomenon is possible.
Indeed, we shall take the view that material object-systems, as things in the external world, and whose behaviors are governed by webs of causal entailments, constitute the true province of effective processes. That is, the notion of effectiveness has to get imported into language via modeling relations arising in material nature, through encodings/decodings from these. Accordingly, any attempt to characterize effectiveness independent of these, from within language (e.g., mathematics) alone, and most particularly, in terms of syntax alone, is perilous. But that is exactly the substance of propositions such as Church’s Thesis — namely, that causal entailments in the external world must conform to some notion of effectiveness drawn from inside the language itself. However, it is the other way around.

Are there any (deterministic) processes of the universe that are more powerful than the Turing machine? The answer to the question is not the subject of explication, it is rather a subject of empirical exploration of processes that are performable by the nature. Models of computation that compute more than the Turing machine are assertions about the nature of physics and their truth or falsity rests in the underlying structure of our universe rather than being claims in philosophy or mathematics.

The Church-Turing Thesis tells about the procedure of calculation carried out by a human being. It does not say anything about the “calculation” realized in the nature by physical or biological processes. The idea that the universe is a big Turing machine is interesting for many reasons. But the idea that the universe is more powerful than the Turing machine is even more interesting. There are some good reasons to believe in the nature hypercomputes, i.e. that nature computer exceeds the Turing machine not only in size.

The idea of supercalculation or supermachine is based on questioning some of the attributes of the Turing machine. Different concepts of supercomputation are a result of combination of omitting various attributes of the Turing machine. Two types of supercomputation may be distinguished:

1. based on the difference between real or ideal human thinking and the Turing machine,
2. based on the difference between real computer and Turing machine or the idea that some (quantum- or biological)-processes “calculate” not only more efficiently but also differently than the Turing machine.

the objective of the natural sciences, this remarkable book complements Robert Rosen’s groundbreaking *Life Itself* — a work that influenced a wide range of philosophers, biologists, linguists, and social scientists.), *Principles of Mathematical Biology, and Principles of Measurement.*

87 David Pearson (1996) comments on the manner in which we are accustomed to electronic computers:

[...] if we had a crystal-lattice computer today, we simply wouldn’t know how to use it. Programming is so well-developed under the von Neumann model that it is virtually impossible to remove it from our thinking. Obviously we can simplify program a CA (cellular automaton) to emulate a standard von Neumann machine [...] that will certainly be done [...]. But that does not take advantage of the added power the CA has. To use it efficiently, we must be prepared to change our programming model.

88 Robert Rosen was Professor Emeritus of Biophysics at Dalhousie University and the author of books including *Life Itself* (compiling twenty articles on the nature of life and on
Under discussion there are machines with various expanded abilities, possibly with the ability to compute directly on real numbers, the ability to carry out uncountably many computations simultaneously, or the ability to carry out computations with exponentially higher complexity. Theoretical models such as probabilistic, oracle, and quantum computers are being studied.

The Turing machine performs one deterministic step at a time. The steps form a sequence and the time needed for execution is a linear function of their number. This model resembles, on a basic level, the von Neumann computers in use today. John von Neumann is one of the first scientists that considered cellular automata, too. Cellular automata are abstract mathematical models for computation that, unlike the Turing machines, operate in full parallelism. Neither the sequentiality of steps nor the constant time of operations seems to be an indispensable attribute of calculus. The calculation may be performed in parallelism and/or the time needed for a step may (exponentially) decrease with the number of steps. If each step is performed in half the time taken by the previous step, the computation will last twice as long as the first step (Copeland 1998, Copeland 2002a). A cellular automaton might operate by manufacturing a clone of itself and similarly it could increase its speed exponentially. Though parallel computers have been promised for many years, there are significant problems to overcome in their development. “Conventional machines have always outpaced the parallel computers in speed before these problems could be overcome.”

Is a cellular automaton only a theoretical device or – as it is the case of the Turing machine – there are possible empirical devices (constructed or natural) that simulable it?

At this stage, none of such devices seem physically plausible, and so hypercomputers are likely to remain a mathematical fiction. The question whether the hypercomputation is a proleptic computer science, or it is of mainly philosophical interest still seems to be open. In the next section we will speculate on the idea of hypercomputation based on quantum physics and molecular biology. Maybe a quantum- or DNA-hypercomputer would be able not only to compute the Entscheidungsproblem. The Church-Turing thesis is questioned from the angle of quantum mechanics and biology.

In 1982 Richard Feynman (1982) remarked that the computer technology was unable to simulate quantum systems effectively. He showed that simulation of quantum mechanical system on the Turing machine caused exponential slowdown of operations.

In 1985 David Deutsch (1985) deliberated over a theoretical model of computer based on quantum mechanics. He suggested that such a computer would be able to calculate problems that were not calculable by a traditional computer. That idea found a larger interest in 1994 when Peter Shor (1994) discovered a new quantum algorithm of factorization of big numbers. The initial promises in the nineties towards quantum computation are now far form their realization. Since the time a little progress has been made.

At present the quantum computing is still the subject of interest of many scientists and institutes. Paul Davies maintains that:

The nineteenth century was known as the machine age, the twentieth century will go down in history as the information age. I believe the twenty-first century will be the quantum age.

Let us only note that almost all important papers in the field of quantum information and computation can be found on the on-line archive arxiv.org under the Quantum Physics (quant-ph) subject group. Among many institutes which encourage the growth and development of the emerging field of quantum information science there are:

---

91 To be precise, let us point out that the Turing machine is also a cellular automaton: depending on the structure, a cellular automaton is n-dimensional. According to the Kuratowski (1930) theorem for planar graphs, the minimum number of spatial dimensions that is sufficient to represent any possible graph is equal to 3) it follows that any n-dimensional cellular automaton may be equivalently reduced to at most 3-dimensional one (the universe is a 3-dimensional cellular automaton). The Turing machine is an 1-dimensional cellular automaton. See (Petrov 2005).
92 Under discussion there are also solutions based on optical realms (Li, Pan & Zheng 1998) and chemical reactions (Sielks & Mayer 1999).
93 The fact that for the Turing machine the Entscheidungsproblem is solved in negative does not contradict to the possibility that for any formula of the first-order predicate logic there is a procedure of deciding whether this formula is valid (satisfiable) or not.
94 A physicist, Nobel Prize laureate, one of the founders of modern quantum mechanics.
95 Peter Shor, a research and computer scientist at AT&T's Bell Laboratories in New Jersey.
96 In a quantum computer, the fundamental unit of information, a quantum bit or qubit, is not binary but rather more quaternary in nature. A qubit can exist not only in a state corresponding to the logical state 0 or 1 as in a classical bit, but also in states corresponding to a blend or simultaneously as both 0 and 1, with a numerical coefficient representing the probability for each state. Shor's algorithm harnesses the power of quantum superposition to rapidly factor very large numbers of ~ 10200 digits and greater in a matter of seconds.
97 See foreword to (Milburn 1997).
The site of Institute for Quantum Information Caltech present the following:

Quantum information science (QIS) is a new field of science and technology which draws upon the disciplines of physical science, mathematics, computer science, and engineering. Its aim is to understand how fundamental physical laws can be harnessed to dramatically improve the acquisition, transmission, and processing of information.

The inspiration for QIS is the discovery that quantum mechanics can be exploited to perform important and otherwise intractable information-processing tasks. Quantum effects have already been used to create fundamentally unbreakable cryptographic codes, to teleport the full quantum state of a photon, and to compute certain functions in fewer steps than any classical computer can.

Even aside from its technological implications, QIS is an intellectually stimulating basic research field. Fundamental questions such as “What is the computational power of Nature?” “Can measurement be reversed?” and “How much information can we learn?” continue to drive the field and inspire new research directions. We expect that QIS will have an extensive impact on how science is taught at the college and secondary level. We also expect that QIS paradigms will enable quantum physics to be understood better by a broad segment of the lay public. See: http://www.iqi.caltech.edu/qis.html

The idea of a biological computer was already considered by Turing. The advances both in molecular biology and in information science have stimulated the merging of two great discoveries of the 20th Century. In 1958 at the University of Illinois the Biological Computer Laboratory (BCL) was founded by Heinz von Foerster.99 “BCL left behind a rich legacy. In its day, it was one of the few education institutions teaching cybernetics. Between 1958 and 1975, operating under 25 grants, the laboratory produced 256 articles and books, 14 master’s theses, and 28 doctoral dissertations. The topics covered epistemology, logic, neurophysiology, theory of computation, electronic music, and automated instruction. Most likely, the first parallel computers were built and exhibited there.” (See http://www.ece.uiuc.edu/pubs/conhist/six/bcl.htm)

In 1994 Adelman (1994)100 suggested that DNA (deoxyribonucleic acids) could be used to solve mathematical problems. According to him the Hamiltonian path problem (the traveling salesman problem) may be encoded in DNA sequences. Each city was encoded as its own DNA sequence. The DNA sequences were set to replicate and create trillions of new sequences based on the initial input sequences in a matter of seconds (called DNA hybridization).

There are many advantages of DNA computers. Input, output and “software” are all composed of DNA, the material of genes, while DNA-manipulating enzymes are used as “hardware”. They have the potential to take computing to new levels, picking up where Moore’s Law leaves off. DNA computers perform calculations parallel to other calculations. Hence they are able to solve complex problems in hours, whereas electrical computers might take hundreds of years to complete them. More than 10 trillion DNA molecules can fit into an area no larger than 1 cubic centimeter. With this, a DNA computer could hold 10 terabytes of data and perform 10 trillion calculations at a time. DNA computer is incredible energy-efficient resource – the DNA sequences are created by simply “just add water” to initiate the “computation” – and cheap – as long as there are cellular organisms, there will be a supply of DNA, biochips can be made cleanly. Ordinary computers need absolutely correct information, a biological computer will come to the correct answer based on partial information, by filling in the gaps itself. Biological computers may “think for itself” because neurons are able to form their own connections from one to another (silicon computers only make the connections they are told to by the programmer).

99 Born 1911 in Vienna. From 1962 to 1975 he was Professor of Biophysics and 1958–75 director of the Biological Computer Laboratory. Together with Warren McCulloch, Norbert Wiener, John von Neumann, and others, Heinz von Foerster was the architect of cybernetics.
100 Leonard Adelman is a mathematician and computer scientist, biologist and information scientist. He was one of the inventors of the RSA (Rivest, Shamir, Adelman) public-key encryption system.
6. The number \( \Omega \)

The question concerning the notion of effectiveness and boundaries of effective calculability has to be formulated as follows: are there any non-calculable facts, even if the calculability is conceived as large as possible in any reasonable sense? The answer to this question is given by Chaitin.\(^{102}\)

In order to choose among possible theories, which have the same predictions and the data available cannot distinguish between them, Ockham’s razor is a very useful tool. Ockham’s razor is the principle proposed by William of Ockham in the fourteenth century:

Pluralitas non est ponenda sine necessitate

which translates as

entities should not be multiplied unnecessarily.

Ockham’s razor directs us to study the simplest of the theories in depth. The principle prefers the less complex and more universal theory. If we have some competing theories that essentially explain one and the same phenomenon, we must choose the simplest and the most universal theory possible.

Our intuitions concerning the complexity of a number (a sequence of 0 and 1) are well explained by the algorithmic information theory.\(^{103}\) The complexity of a number is associated with the size of the smallest program that generates it. The algorithmic information content (algorithmic entropy) of a number \( n \), \( H(n) \) is the size of the shortest program which produces the number \( n. \(^{104}\)

A theory can be conceived as a program that has a data describing experiment as an input and the results of the experiment are seen as the output. In 1964 Solomonoff proposed to take the length of the shortest of such programs as the measure of the complexity of a scientific theory. The task of a theory is the compression of data. For Chaitin, this theory is

\(^{102}\) Gregory J. Chaitin is an Argentine-American mathematician and computer scientist. Beginning in the late 1960s, Chaitin made important contributions to algorithmic information theory. His work paralleled the earlier work of Kolmogorov in many respects. For more about Chaitin see his home page: http://www.cs.auckland.ac.nz/CDMTCS/chaitin/

\(^{103}\) This theory was founded by Andrei Kolmogorov (1965) and Gregory Chaitin (1966, 1987, 1997).

\(^{104}\) To remember a number of e.g., a telephone, we try to find the simplest way of doing it. Such a practice is satirized by Jaroslav Hasek: On his attempt to remember a secret number of a locomotive, the brave solder Svejk put efforts to elaborate a highly complicated rule how to do it rather than try to remember it itself.
better because it is more compressed. Any information may be presented as a number and the number is a sequence of 0 and 1. Sequences of 0 and 1 can be generated by a program. The complexity of a sequence of 0 and 1 may be measured by the length of the shortest of such programs. A random number is such a number for which the length of the shortest of the programs that it generates is almost the same as the number, i.e. the length of its minimal program approaches the length of the number itself. If information (a number) is not random and we have to send it to someone using as few bits as possible, we could send the program to generate it. In case of random information it does not matter whether we send the information or the program: in any case the length of the sent bits is comparable. While this definition of randomness of number as length of minimal programs or compressibility seems promising, it suffers practically since determining the minimal program for an arbitrary number is equivalent to solving the halting problem and is thus uncomputable by Turing machines. It is clear that almost all numbers are random. But it is not possible to give an example of a random number. No one is able to prove that a given number is a random number. If a program \( P \) has generated the number there is a program \( P_1 \) that is no longer than \( P \) and such that \( P_1 \) generates a number \( n \), than the program \( P \) would generate the number \( n \). The random numbers are definable but they are not calculable.\(^{105}\) In any case, the fact that we do not have a program generating such a number when it is no longer the same number is not a sufficient reason to say that this number is a random number. It is not excluded that in the future somebody will find such a program. It is only possible to prove that a given number is not a random number.

For recursive infinite strings, such as the binary expansion of \( \pi \), the algorithmic information content is simply the size of the smallest program generating \( \pi \). For a non-recursive string such as the binary expansion of \( \tau \) (the Turing's constant), there is no finite program, so the algorithmic information content is infinite. The number \( \pi \) is globally compressible; there are finite programs to generate it. By definition there is no such a finite program that would be able to generate \( \tau \). \( \tau \) is not globally compressible. Nevertheless, the number is compressible locally: there is a program which on the basis of information consisting of \( n \) digits allows to calculate initially \( 2^n \) digits of the number.

\(^{105}\) Chaitin's considerations are based on Berry's paradox. Bertrand Russell (1908, p. 223) put it as follows:

The least integer not nameable in fewer than nineteen syllables is itself a name consisting of eighteen syllables; hence the least integer not nameable in fewer than nineteen syllables can be named in eighteen syllables, which is a contradiction.

In 1987 Gregory Chaitin discovered the number \( \Omega \) (the 'halting probability'):

\[
\Omega = \sum_{P \text{ halts}} 2^{-|P|}
\]

\( \Omega \) represented by a sequence of 0 and 1 so that for any place the probability of occurrence of 0 is \( \frac{1}{2} \) and the same is true about 1. It is not possible to point out a rule that governs the succession of the digits. Any program, no matter which, if its complexity is \( n \), can generate maximally only \( n \) elements of the sequence. It means \( \Omega \) is incompressible globally as well as locally. Chaitin defines an infinite sequences \( s \) as random if and only if the information content of the initial segment, \( s_n \), of length \( n \) eventually becomes and remains greater than \( n \). By this definition, \( \Omega \) is random while \( \tau \) is not.

The number \( \Omega \) can be described in terms of exponential diophantine equations with a parameter \( n \). Thus, the question of \( \Omega \) is moved into the domain of arithmetic. Chaitin has shown that in no consistent formal system of \( k \) bits in size, the proof whether or not the diophantine equation with a parameter \( n \) has infinitely many solutions for more than \( k \) different values of \( n \). In predicting the information about the patterns of the solutions to the equation, no formal system can do better than chance. The incompleteness (Gödel) and undecidability (Turing) of formal system have been filled up by randomness by Chaitin. To conceive the issue, let us take as an example the question of defining of the set of prime numbers. It seems that there is no formula which in a compression form (the program that generates the formula should be significantly shorter than the program that produces the numbers) could "contain" only prime numbers. The set of prime numbers is random. If so, by the nature of randomness, the fact that the information about the set is not compressible could not be proved. The knowledge about the set of prime numbers is empirical/statistical by the nature of the prime numbers (if their set is random).

From the fact of randomness one can conclude that no matter which is the notion of effective procedure there are facts that could not be compressed. Moreover, such facts dominate over the facts that could be compressed. There are such numbers that no computer – biological, quantum or any other – is able to produce by a program that is essentially shorter than that number. There will always be facts that could not be calculated by whatever computer. For any program there is a finite number \( t \) that is the most complicated number that can be generated by that program. For any phenomenon there is a number that characterizes its complexity. For any theory/program there is a phenomenon when the number that characterizes
its complexity is greater than the number that could be generated by that program.

\( \Omega \) is maximally unrecognizable. \( \Omega \) marks the current boundary of what mathematics can achieve. It means that there are infinite number of facts that could not be inferred from the axioms of arithmetics. Gödel believed that the human mind is not able to mechanize all its intuitions. In 1989 a physicist Roger Penrose in *The Emperor’s New Mind*\(^{106} \) (1989) based on quantum mechanics argued that the human mind is able to go beyond the mechanical reasoning but no machine is able to do it. Chaitin reveals limits to what we can know.

Einstein said:

I want to know God’s thoughts [...] I am not interested in this phenomenon or that phenomenon [...] I want to know God’s thoughts – the rest are mere details.

To realize that dream he thought about theory of everything. It was his attempt to extend general relativity and unite the known forces in the universe. It was a project that hopefully would unlock the mind of God. As Hilbert’s program was canceled by Gödel, Church and Turing, Einstein’s idea was rejected by Heisenberg, Bohr and Schrödinger. They created quantum mechanics. A core element to their new interpretation of the world was that at a fundamental level, everything was unpredictable. For Einstein’s God does not play dice,

they replied:

Einstein, stop telling God what to do with his dice.

Hilbert believed in complete, consistent and decidable mathematics and Einstein believed in a theory of everything that in an elegant mathematical form describes the universe with absolute accuracy and predictability. Both Hilbert and Einstein were wrong. Mathematics as well as the world has a random structure. God plays dice both in mathematics and in the physical world.

Leibniz’s words:

Sans les mathématiques on ne pénètre point au fond de la philosophie. Sans la philosophie on ne pénètre point au fond des mathématiques. Sans les deux on ne pénètre au fond de rien.

\(^{106} \) The title is understandable to anybody who has read Andersen’s tales.

may be translated/paraphrased as follows:

Without information science [mathematics] we cannot penetrate deeply into philosophy. Without philosophy we cannot penetrate deeply into information science [mathematics]. Without both we cannot penetrate deeply into anything.
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UNDECIDABILITY AND INTRACTABILITY IN SOCIAL SCIENCES

Motto 1: There are actually lots of threads that led to computer technology, which come from mathematical logic and from philosophical questions about the limits and the power of mathematics.

Greg Chaitin

Motto 2: Computer simulations are extremely useful in the social sciences. It provides a laboratory in which qualitative ideas about social and economic interactions can be tested. This brings a new dimension to the social sciences where 'explanations' abound, but are rarely subject to much experimental testing.

Richard J. Gaylor (University of Illinois), Louis J. D’Andria (Wolfram Research, Inc.)

Introduction

In scientific practice a computer has become so indispensable a tool as a sheet of paper, pen or laboratory instruments used to be before it was discovered. Hence a question regarding a range of its possibilities occupying

1 “A Century of Controversy over the Foundations of Mathematics” in: C. Claude and G. Paun, Finite versus Infinite, Springer-Verlag London 2000, pp. 75–100. Due to his original and influential ideas and results on range and limits of algorithmical methods, Chaitin, the IBM mathematician, has become a classic of both computer science and philosophy of science. In this respect, he is an eminent continuator of Gödel’s and Turing’s thought. He is much acknowledged for the discovery of the uncalculable Omega number defined as a probability that a computer program will end after a random binary sequence has been entered. For a comprehensive study of the definition see Paul Davies, The Mind of God, Chapter 5, Part “Unknowable”, pp. 128–134 (Simon and Schuster, New York, 1992).


3 This paper develops ideas underlying the research project “Nierozstrzygalność i algorytmiczna niedostępność w naukach społecznych” [Undecidability and Intractability in Social Sciences], no. 2 H01A 039 25, supported by the Polish State Committee for Research and Development, in years 2003–2006. It is a revised version of the Polish paper.
the minds of the philosophers of science and methodologists. In the first
place, one has to consider astonishing results of the logical and mathematical
research – like the fact that not every problem of arithmetic can be solved
with the help of a computer algorithm. There is no algorithm to decide the
following: is there a solving algorithm of any mathematical problem? And
even if such algorithms do exist, their use often requires so huge time or
space (memory) resources that practically one can hardly expect them to
solve a problem. This is an example of algorithm intractability.

Is this limitation only an internal business of pure mathematics?
Or perhaps it also refers to empirical sciences (social sciences being
among them) which mathematics provides with algorithms to model
the reality computationally?

A positive answer to the last of the above-asked questions is not given
a priori. Here perhaps some amount of philosophical faith in good demon
would not be absurd – the demon would have created the empirical world
in such a way that there would be only relations represented by computa-
table functions. What is more, such functions would always allow to grasp
problems algorithmically.

What we already know about natural and social problems does not
confirm that faith. However, an awareness of this fact does not easily re-
ach researchers, especially those dealing with social sciences. Some of them
seem to advocate a view that issues of undecidability remain in an exotic
sanctuary of pure mathematics, being away from empirical facts. Computer
and logical researches putting that view into question are relatively fresh.
Hence a need to provide necessary information along with some reflection
what is to be done in such a situation.

However, this is not the end of astonishing messages. Physicists claim
that certain problems solved with the help of algorithms or software (on
condition that a parallel development of hardware is equal) may remain
unsolved due to the development limits on the part of physics. Miniaturiza-
tion, constantly enlarging its computational power, is in the long run lim-
ited by material granularity, whereas the development of computers towards
a bigger capacity will finally result into a slowdown in signal transmission,
obviously unable to exceed the velocity of light.

On the other hand, physics along with some philosophical reflection
bring good news, too. In Nature, especially in the brain, there are some
computing processes that have not been proved to undergo the restrictions
that the universal Turing machine, or in other words, a digital computer, is
subjected to. There is a significant group of physicists who see the source
of superiority of the human brain over algorithm in the fact that the brain
belongs to the sphere governed by quantum mechanics. To explain its su-
peiority, they highlight the ability of the brain (not to say “of the mind”) to
recognize the correctness of Gödel’s statement, discover axioms and invent
algorithms. Since none of these things can be gained from a mechanical pro-
cedure, their source must be hidden somewhere in organic nature (or in its
surroundings penetrated by philosophy).

1. The state of the problem and the ways how to solve it

1.1. By the end of the 20th century the theory of computational com-
plexity had appeared in computer studies. It continued the main thread
of logic starting from the point marked by Gödel, Turing, Church, Post
and Tarski (just to mention the main leading figures), who followed Hilbert’s
thought. At that point logic surprised the world of science by the discovery
of the issue of undecidability both in mathematics and in logic itself. After
a short time there appeared a recognition of the fact that in the sphere
of decidable problems there are some problems whose solutions can never
be found even if we were to employ as many supercomputers as a number
of electrons in the space, giving them as many years to count as the age
of the world’s history. This practical insolvability of the problems that are
“solvable” themselves has been called intractability, sometimes preceded by
the adjective computational or algorithmic.

This term should not be understood as a lack of the proper algorithm to solve
a problem but rather as an implication of the fact that a solution expected
from such an algorithm is inaccessible (because of the reasons which will be
discussed later – like a lack of time or memory resources). Analogically, when
it is said that a problem is computationally intractable, it does not imply the
impossibility of the computational process that would lead towards a solution
(it is possible when a solution is a computable number). Rather, it implies the
fact that apart from making calculation, the solution will not be reached. In
this expression the adjective “algorithmic” has been used because the term
“algorithm” is better known than the term “computing” in the technical sense
of Turing [1936], which is different from colloquial. Colloquially, one can say,
problems in view. The author gives examples of undecidable and computationally inaccessible problems in physics employing the notion of reducibility, which also reveals the term compressibility in the Kolmogorov-Chaitin algorithmic information theory. A lack of this feature consists in the fact that an algorithm, simulating the process under examination, has to reproduce it step by step (explicit simulation), having no possibility to reduce it. Because of its length, un reducible computation is subjected to face a lack of time or memory resources or, in other words, it will prove to be intractable. Wolfram finds examples of unreducibility in certain processes taking place in cellular automata, electric circuits, nets of chemical reactions, etc. In this collection some problems are undecidable and other are intractable. In the end the author concludes that such situations are not exceptional. Instead, they are common. The title of Wolfram’s article has served as a model for formulating the topic of this work. Since he has been largely quoted, Wolfram can make a widely accepted model of problems of certain type. The question, which in Wolfram’s article refers to physics, can as well be asked in relation to any science or a group of sciences. Therefore, let us ask this question in relation to social sciences.

1.2. To state how researchers into social phenomena and theorists of the issue of computational complexity relate to questions [1]–[5], let us consider them once again.

An awareness of the types of the employed algorithms’ complexity would be a rare thing to meet while searching for the answer to question [1] in sociological and economic literature, giving an account of the use of mathematical models. However, if computational complexity was to be found in the works of theorists, there would easily appear a pile of limitation results similar to the ones present in Wolfram’s work, on which the present paper has been based. In the light of these results the answer to [1] is positive.

Therefore, there appears a need to confront both trends: the one using algorithms of the empirical studies with the logical studies of these algorithms. Bearing in mind the fact that the problem of possible limitations of the computational power of algorithms is often ignored in some empirical

---

4 Wolfram is widely known due to his works on cellular automata collected in the book [1994]. He is also known as the author of the software “Mathematica” meant for computing and programming in scientific research. His monumental book [2002], which states that cellular automata of a certain type constitute an adequate model of the physical world, was the scientific bestseller of the year.

5 Wolfram mentions numerous examples of undecidability and intractability in physics. “Quantum and statistical mechanics involve sums of over possibly infinite sets of configurations in systems. To derive finite formulas one must use finite specifications for these sets. But it may be undecidable whether two finite specifications yield equivalent configurations. So, for example, it is undecidable whether two finitely specified four-manifolds or solutions to the Einstein equations are equivalent (under coordinate reparametrization).”
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studies, this need becomes even more important. In this case, the methodologically important questions [2] and [3] have no chance to appear.

A procedure that does not take any account of algorithm limitations is only justified when it is known that a problem under examination is simple enough to be solved by the algorithm employed. However, something different is being observed. Ignorance of the questions regarding complexity of the problem takes place while considering highly difficult problems, with the highest level of complexity. Three examples of this type are given below (Ex 1 – Ex 3).

Ex 1 – Strong artificial intelligence (AI). It is a highly ambitious project for it aims at the entire (having no difference from the original) simulation of the most complicated product of Nature, that is, the human brain. The realization of this project would have a significant influence on social sciences, enabling them to gain knowledge how to create optimum social configurations with the help of simulation through artificial societies. Artificial societies (AS) are the societies where every member is represented by a subprogram defining its (artificial) mind as well as its interactions with the surroundings (this branch of computer science falls under the definition of “multi-agent simulation”). Not only is AS conditioned by the prior creation of the AI, but it is also a necessary condition of the advanced AI since the development of intelligence requires adequate social surroundings. Apart from this complexity, intensified by the feedback AI-AS, the research into AI does not offer any reports on limitation results. However, there are promises of an upcoming success.

Ex 2 – Central socialist planning supported by computers is a concept propagated by Oscar Lange in the polemics with the Austrian Economic School (von Mises, Hayek). According to that School, socialist planners were doomed to face a failure due to their disability to show the complexity of economic facts. At the beginning of the 60s Lange fought that blame back arguing that the creation of the computer made it possible what had seemed impossible before. Among a group of leftist economists the concept remains fertile till today. Due to the fact that economic phenomena are relatively easy to measure, it must be possible to state an order of magnitude when it comes to the size of input data. Also, there are proposals of some mathematical models of (for example) the market equilibrium (Pareto, Lange, etc.). As a result, there are good reasons for estimating the complexity of the algorithms necessary for an effective socialist calculation. A search query must be held to find calculations of this type in the already existing literature. In case of its failure, one has to estimate the complexity of the problem on his own.

Ex 3 – Referring to the professional computer simulation (conducted in MIT), by the end of the 20th century a report of the Club of Rome foresaw a total worldwide economic and ecological failure. It is obvious that such a complicated enterprise cannot be achieved unless the model is simplified. There are simplifications that do not deform the reality making the study easier and quicker, instead. On the other hand, there are simplifications that lead towards a picture that is completely different from the real world. A similar simplification of the report of the Club of Rome was the omission of the human creativeness factors as well as people’s ability to exert creativeness when being under threat (similarly, this factor must be omitted in the concept of central economic planning for it is impossible to plan discoveries). As a result, the report produced fictitious prognosis. A lack of knowledge anticipating what may happen in the mind of scientists, discoverers, reformers, etc. makes a considerable difficulty here. But even if such knowledge were to be revealed by Laplace’s demon, in the face of the infinite complexity of creative thinking one can hardly expect this process to be simulated by the algorithms within a digital computer’s reach.

What may be the best reaction towards ignoring the real complexity in social sciences be? A fatalistic reaction would depend on the assumption that the evaluation of the model complexity is impossible whereas the gap in the knowledge about the model would be recompensed by the faith that it could match the reality. In other words, it would be able to explain and foresee real processes. Perhaps it would be acceptable to agree with such a reaction if the evaluations of the model complexity in social sciences were beyond researchers’ possibilities. Fortunately, the truth is different. To prove it, it is enough to consider any widely used model of social phenomena and mention the studies of this model conducted within the theory of computational complexity.

1.3. Prisoner’s Dilemma, which is a standard model for a wide class of social interactions, makes a perfect case for this aim. The popularity of this model is confirmed by the fact that at the beginning of 2003 Google showed over 800 Internet sites offering links related to the topic. This example enables one to observe how an increase of the number of the output data (number of social actors or players, number of strategies, number of rounds to play) in some cases leads to undecidability or intractability.

The name “Prisoner’s Dilemma” is related to the story illustrating a problem of two prisoners. Being suspected of robbery, they face a dilemma (this is the plot of the dilemma stated in 1940 for the first time). To get evidence, an investigating magistrate offers each prisoner a deal so that they think they have been treated individually. The conditions of the deal are as follows. If two prisoners acknowledge their guilt, they will get a fifteen-year prison sentence. If they do not admit their fault so that it is impossible to prove the robbery, they will be sentenced only for three years.
Among others, there has been considered an arrangement where a cell has eight direct neighbors as its partners. The strategy, being the state of the cell, can be (a) purely competitive, (b) purely cooperative, (c) mixed – "tit for tat" – when a cooperative move is followed by cooperative and a competitive one by competitive, and (d) the strategy in which a player observes the strategies of his/her neighbor and chooses the one which has proved to be more beneficial. In the course of the game certain strategies appear more often and become predominant, which can be observed as a change of configuration on a two-dimensional panel where the evolution of automata is being played.

To some extent it is possible to anticipate the direction of this evolution. Consequently, there appears a question: is there an algorithm able to decide for each case whether a given configuration of the strategies will gain a permanent predominance over the rest? Grimm [1997 as well as the already quoted WWW text] has given evidence that this problem is undecidable in the classical Gödelian sense, which means that such an algorithm does not exist⁸.

A research on the connections between computational complexity of a game and its players' rationality makes another important trend. The theory of complexity should help the theory of games realize an empirical factor that cooperative strategies can be beneficial for both sides. Paradoxically, the theory of games itself implies that when the players do not change a strategy (which is known as the state of equilibrium), it is beneficial for both sides to stick to the competitive strategy. The consequence, which takes place in case of giving the players unlimited means to solve problems (the so-called unlimited rationality), stops to be obligatory, for example, in cases of limiting the storage capacity; memory can be measured by a num-

---

⁶ This version of the game can be practised at: serendip.brynmawr.edu/playground/pd.html.

⁷ This is a summary of the material presented at: www.sunysb.edu/philosophy/faculty/pgrim/SPATIALP.HTM. This is Patrick Grim's article entitled "Undecidability in the

⁸ See Grim [WWW, op. cit.], "There is no general algorithm [...] which will in each case tell us whether or not a given configuration of Prisoner's Dilemma strategies embedded in a uniform background will result in progressive conquest. Despite the fact that it is one of the simplest models available for basic elements of biological and social interaction, the Spatialized Prisoner's Dilemma proves formally undecidable in the classical Gödelian sense."
ber of the states of finite automaton realizing a particular strategy in the game with $n$ rounds. A. Neymann [1985], a pioneer of the concept of limited rationality, stated that when the limitation of memory of both players consists in its capacity at the interval $[n^{1/k}, n^k]$, where $n$ is a number of rounds and $k > 1$, cooperation becomes the most beneficial strategy for both players. It has also been proved that cooperation dominates competitiveness in the games with an infinite number of rounds as well as in the games with a finite but unknown number of rounds (see Papadimitriou and Yannakakis [1991]).

These and other numerous results dealing with a particularly useful model of interaction – the Prisoner’s Dilemma – illustrate how the methodology of social sciences can benefit from the theory of computational complexity. However, there appears a problem similar to the one about its practical use in industry and economy. An initial discernment shows that research practice of social sciences has made little use of this theoretical background. This initial discernment should be put under a systematic verification and in case of its confirmation, a question regarding its reasons should be asked. Are these reasons objective, based on the fact that the results of the theory of complexity are too subtle or abstract for the real needs of the research practice? Or perhaps there are subjective reasons, resulting from the researchers’ disability to follow the progress of the theory of complexity? Indeed, these questions are worth asking in the research conducted within the methodology of science and the study of the progress of human knowledge.

1.4. The above-mentioned Grim’s research on decidability of one of the problems within Prisoner’s Dilemma (compare footnote 8) appears to be of great use when it comes to the question which was formulated earlier (point 1.1, question [4]), namely, are there statements or other elements of the theory whose acceptance is not based on any of the algorithms applied in the given theory? Indeed, a positive answer is obvious since in the empirical theory neither observation statements nor meaning postulates give evidence as to their derivation from the algorithm. However, results similar to those of Grim indicate statements capable of being axioms (at the stage of axiomating a given theory)

To specify this conclusion, let us refer to the clue that is hidden directly in Grim’s research. The question that, according to this research, is undecidable can be answered with a hypothesis of an intuitive character drawn from certain social phenomena. For instance, the fact that civil wars (well-situated within the scheme of Prisoner’s Dilemma) often reach a compromise after the two sides “have lost blood” (after many rounds of the iterated game). It means that a cooperative strategy wins for both sides, which results in a certain state of equilibrium. Its approach, as it is indicated by Grim’s limited result, cannot be concluded from the axioms of the theory of games supplying here the model required. Therefore, it is a clue that our hypothesis is likely to take a position in a group of axioms.

The question [4] produces another question, namely [5]: on which basis are statements accepted in a specified theory when no algorithm supports it?

The following circumstances may constitute such a basis: statements, accepted in a given theory without any proof, may have proof in another theory that is worth accepting (we deal with a certain algorithm in case when a proof has been formalized). This is an example of a current procedure in science. A supposition that some algorithms “exist” beyond theories, supplying certain theories with propositions worth accepting as theorems, is less obvious.

The admission of such a supposition (in this context) comes from the need to begin a dialogue with the theory called strong artificial intelligence. It helps to articulate the thought of the theory that the statements of the class represented by the Gödelian statement are also produced by some algorithm. Having formulated it in such a way, there appears a following question: to which theory does an algorithm belong if it does not belong (for example) to mathematics? This marks the next move in the discussion as, for example, a statement that the algorithm must be beyond any theory – let us say – functioning somewhere in Gödel’s brain. It would mean another statement that this brain has computational power equal to the power of the Turing machine, which would be another step forward prejudging on whom onus probandi rests.

Remaining central in the discussions about artificial intelligence, this problem has been outlined to be looked at from a methodological point of view. From this point it is important that we deal with the statements which in a given theory neither derive from any other statements nor belong to its axioms. What is more, they are not observational statements, registering only sensory perception of something taking place here and now. A priori statements (or propositions) would be a suitable term for them.\footnote{If this category seems incomprehensible or even mystical, supporters of the “scientific sobriety” may prefer the algorithms that remain beyond any theory. They can be hardly rejected by those who represent the “only scientific” view that the brain is the Turing machine, producing both axioms and any other apriority according to the axioms unknown even by itself.}
To justify this term, let us highlight the following. The Gödelian statement is a prototype of the statements deserving to be regarded as true although they are neither axioms of a given theory nor they are derived algorithmically from the axioms. The above-mentioned metatheoretical research shows that such statements also appear in those empirical theories (social theories being among them) that use mathematical models. This is a methodologically important category that has to be distinguished by a special term. Such statements deserve the name of potential axioms. However, apart from the aspect of their possible purpose, there is a need to hint at the aspect of their origin. The traditional expression “a priori”, used in philosophy for years, reveals this genetic aspect.

A view on social theory as including a priori statements corresponds well with the view of one of the classics of methodology of social sciences – Ludwig von Mises. In the work entitled Human Action [1966] he characterized economy as a highly general science about human action that he called praxeology. From a methodological point of view it was described by him as follows:

"Praxeology is a theoretical and systematic science. [...] It aims at knowledge valid for all instances in which the conditions exactly correspond to those implied in its assumptions and inferences. [...] Its statements are, like those of logic and mathematics, a priori." [p. 32]

"The fact that man does not have the creative power to imagine categories [of thought, action, etc] at variance with the fundamental logical relations and with the principles of causality and teleology enjoins upon us what may be called methodological apriorism." [p. 35, italics L.v.M.]

The table of content of the work Human Action illustrates which social regularities, according to von Mises, are experienced in such an a priori way. Typical topics of economy such as account, market, price, credit, work, the role of government, taxes, etc can be found there. Indeed, a view that economic laws of the above-mentioned things are as a priori as mathematical statements are sounds radical. However, it is possible to make it less radical by adopting the idea of W. V. Quine regarding the levels of apriority. Its highest level is to be revealed by logic and mathematics (hence a complementary element - empirical content - can only be found in them to a little extent). It is further divided in different rations. In this hierarchy economy could be placed relatively close to the top of apriority. Indeed, such principles as a principle of expected utility, laws of supply and demand, or an informative function of prices (F. Hayek’s idea) are highly a priori.

These considerations encourage us to adopt von Mises’s concept of methodological apriorism, which reveals the fact that numerous laws of social sciences behave like mathematical or logical axioms. Therefore meaning postulates – the term introduced in 1.1. – would be suitable for them. It includes axioms but refers to the class that is more capacious, holding the statements that share only axiom apriorism without their role of being first premises of the system.

Meaning postulates are not a product of the algorithm acting within the theory. It may be believed that some algorithm is produced beyond the theory, functioning in our brains to produce a priori principles. They can also be produced as a result of some non-algorithmic process. In any case, they are unlikely to become a pain in the neck for the researchers because of their excessive algorithmic complexity. A problem of the algorithmic procedure in relation to them does not appear at all.

How should such a situation be approached in social sciences? What is a cognitive value of these a priori principles, having a kind of privilege, for they are subjected neither to empirical verification nor to control as to their consistency with other statements of the system? This is a significant research problem. On the one hand, the recognition of such an important role of the a priori element disturbs a widely accepted empirical paradigm. On the other hand, a practice of mathematical modeling (when mathematical equations become statements of an empirical theory) introduces a significant element of apriorism. The necessity of meaning postulates as constituting the language of the theory makes another element of this kind.

This problem can be successfully attacked with the help of the following strategy. In social sciences the performance of such fertile and widely accepted models as the theory of games or cellular automata should be put under a methodological analysis. In the course of its application, a mathematical model, as expressing certain assumptions of the rationality (intelligence) of the actions, is being confronted with the observations that do not always confirm such rationality (often they lead towards its negation). What rule of preference should a researcher choose in this situation? Should he change the a priori assumptions or should he leave them and interpret the observation data in their light? There is no ready answer. Each case should be analyzed separately and a final verdict is bound to appear in the developmental course of science when a solution will be accepted or rejected after some time, remaining a mere exhibit in the records of the abandoned theories.

1.5. This passage is a kind of an erudite annex. Offering neither problems nor hypotheses, it only comments upon a few terms which were mentioned
above (the passage is dedicated to those who feel a need to have a closer
look at them).

The concept of decidability is derived from logic where it appeared explicit-
ly in the context of Hilbert's Program with the conviction that every
well-formulated mathematical problem is decidable (see Hilbert and Ack-
ermann [1928]). The acceptance of the hypothesis is defined as positive
whereas its refutation as a negative solution of the problem of decidability
(Entscheidungsproblem). In the original formulation of Hilbert and Ack-
ermann [1928, p. 73], it is put as follows (italics are H and I).

*Das Entscheidungsproblem ist gelöst, wenn man ein Verfahren kennt, das bei
einem vorgelegten logischen Ausdruck durch endlich viele operationen die Ent-
scheidung über die Allgemeinheit bzw. Erfüllbarkeit erlaubt.

Die Lösung des Entscheidungsproblems ist für die Theorie aller Gebiete, de-
ren Sätze überhaupt einer logischen Entwickelbarkeit aus endlich vielen Azi-
omen fähig sind, von grundsätzlicher Wichtigkeit.*

Apart from relativizing to particular axiomatics and a specified group
of formal rules of inference, the concepts of procedure appearing here (Ver-
fahren) has a scale as wide as it is in case of the terms of algorithm or
computer program. Being a computational operation, every step of the al-
gorithm execution conducted by a computer is at the same time an inference
from arithmetical axioms, done according to the rules of logic (the implica-
tion form of these rules allows for their use as the rules of inference).

A positive solution to the problem of decidability for logic would allow
for such an algorithm when the correctness of every step would be indicated
by referring to a proper logical formula whose validity (Allgemeinheit) could
always be demonstrated due to decidability of logic. Such an algorithm
would ensure decidability of every axiomatized theory, if formalised by the
laws of logic.

When Turing [1936] and Church [1936] demonstrated undecidability of
logic or, in other words, proved the negative solution to the problem of
decidability, there appeared reasons for asking more questions concerning
algorithms, which gave birth to a new theory. Called **computational com-
plexity**, this theory is considered to be a section of computer studies. The
history of the problem shows that it is an area bordering computer studies
and logic, remaining a point of interest for both of them.

The following terminological nuances deserve a special attention. The
term “algorithmic” is being used interchangeably with “computational” in
the contexts of the expressions “algorithmic intractability” and “comput-
tional intractability”. A similar interchangeability has not been adopted

with “complexity”. “Algorithmic complexity” has a meaning that is dif-
frent from “computational complexity”. The former relates to the measure of
complexity (defined independently by Kolmogorow, Chaitin, and Solonof)
regarding a relation between the length of symbol sequence produced by
the algorithm and the length of the algorithm in question (see Chaitain [2002]).
The last relates to memory and time resources necessary to solve a given
problem by the algorithm. The complexity is measured with the size of the
resources required. (Hartmanis and Stearns [1965] were pioneers in this
field).

Algorithmic tractability or intractability (as well as decidability or un-
decidability) is predicated of problems. The problem is **algorithmically
tractable** when it is decidable, and it is not too computationally complex
for a solving algorithm (program) to be conducted with space (memory) and
time resources within the computer users' reach (definitely, this conception
of reach is not precise but this imprecision is not really harmful). Section 3
will discuss how the complexity of the problem is connected with the limits
of both space (memory) and time of the algorithm execution.

2. The idea of rationality and the notion of intelligence
in social sciences

2.1. It was on purpose that in the title the word rationality was used in
the context of the word “idea” while the word “intelligence” was linked with
“notion”. Out of these two words it is the word “idea” which reveals a bigger
amount of normative or axiological charge (surely because of its nearness to
the meaning of the word “ideal”), which makes the difference between these
close meanings.

A person who is capable of solving his/her problems successfully and
possibly with a little expenditure, being able to differentiate between the
levels of problem's importance, is called intelligent. More or less the same
applies to the definition of rationality. Therefore, the difference lies not
in any radically different substance but rather in association, stress and
context. This justifies a connection of the two topics, which should lead
towards a mutual complement of the two spheres of our consideration. An
example of the social problem, which is going to be presented in the second
part of this Section, can be discussed in the category of rationality as well
as in the category of intelligence.

The notion of rationality is inseparable from the standard one in social
sciences of the game models. The aim of the game is to win. Therefore, it is
only natural to define the behavior that results in profit as being rational whereas the behavior that brings losses is defined as irrational. In this context a similar thought will be expressed when the word "rational" will be replaced by the word "intelligent". However, apart from the interchangeability, this theory reveals its ability to enrich one content with another. The problems of the issues of artificial intelligence connect intelligence with computational power – one of the main topics of the theory of computational complexity. Hence, as it is seen from the texts mentioned in 1.3., the authors often refer to a limitation of computational power and, consequently, intelligence as to bounded rationality.

In this manner the two notions start converging into one notion, which also leads towards a tie-up between social sciences and the theory of intelligence. A few directions of this tie-up are worth mentioning. Among others, the following facts are concerned:

It was in the early 90s that an intensive process of the tie-up between social sciences and Artificial Intelligence (AI) started. The progress of artificial intelligence led towards the programs that enabled an interaction between artificial brains represented by appropriate programs. It was called distributed AI. The appearance of the net interactions (Internet, etc) made another step possible – at that stage an interaction between the programs functioning in different computers was within reach. The sides of such interactions were called “agents”, hence the appearance of the term “multi-agent models”. Due to those results, a new research direction appeared – Artificial Society (AS) – a continuation of AI in the direction of social sciences. As a result, the programs functioning as artificial brains are used in the computational models for computer simulations of social phenomena.

The theory of cellular automata (started by John von Neumann and Stanislaw Ulam) is a rich source of computational models for (among others) the processes taking place in different societies. A cellular automaton is a collection of objects, situated in the space that is regularly divided into cells. The states of these objects change according to where and which objects appear in their close neighborhood. It delivers models of different social interactions such as gossip expansion or an appearance of isolated ethnic groups. Simple rules, specifying dependences, often lead towards highly complex and unforeseeable processes, which result in undecidable or algorithmically intractable problems.

The AI section, which constructs learning machines, delivers computational models meant not only for the observation of the evolution of the individual brains but also for the observation of the evolution of social structures. Its ability to adapt to the new conditions is a typical example, illustrating that it is capable of learning. Therefore, learning machines make another computational model for social simulations.

Finally, let us note the benefits brought by the evolution of notions to the interpretation of traditional sociological problems. Although rationality of social structures (e.g. certain types of civilization) makes the main point for Max Weber, a classic of sociology, the term “intelligence” has not been adopted in that context. Recognition of these two guises of the same notion will enable us to use the theory of intelligence and its methods for modeling the already mentioned structures.

2.2. The notion of intelligence or rationality as stated in relation to some social structure has its historical exemplification that reveals a methodological role of the notions of decidability and algorithmic tractability. That was a famous dispute initiated by Ludvig von Mises in the 20s of the last century. It considered a possibility of calculation in socialist calculation (see von Mises [1966]). The dispute reached its climax in the 30s when Friedrich Hayek and Oskar Lange joined it. The same polemicists continued it after the War till the death of Lange (1965). Today Lange’s ideas used in the context of informatics are resumed by some authors (e.g. Cottrell and Cockshott [1993]).

Lange argued with Friedrich A. Hayek (1899–1992) about the most intelligent economic regulator. The question was whether it was free market or central planning. The appearance of computers made Lange believe in his final victory for he treated free market only as a computational instrument for calculation of the proper prices, namely such prices that could ensure the equilibrium between supply and demand. He did not deny the fact that market was performing that duty but according to him, the manner of that performance was too slow and full of mistakes. He believed that it would take a second for the Central Planning Commission computer to calculate perfectly something that would take a long time for the market to count (bearing in mind its slowness).

On the other hand, being aware of the fact that computational power of machines could not always meet economic complexity, Lange allowed for an auxiliary role of the market as an instrument of central economic control while controlling economy in short distances. Central planner’s absolute superiority, according to him, consisted in solving long-term problems of the economic growth. Because market could only currently regulate the economic equilibrium, it was not capable of marking any long-term goals of its development.
Hayek opposed those views on the ground of the considerations about information processing. His thought could be expressed in a short way with the help of the modern terminology of computational complexity. The thesis about the realizability of central planning with the use of computers implies that the algorithms used for this aim are quick enough not to wait for the calculation results for many years. The complexity becomes even more monstrous bearing in mind the fact that a central planner would need the complete data of the whole country regarding supply, demand, etc., in relation to every product so that on that basis he could calculate an optimum price. Next, if necessary, an hour by hour, he would need to bring it up to date. On the other hand, a computational system, which is free market, radically limits this flood of data in two ways. Every member of the market game needs only data regarding the price of the product and only those products that remain within his activity. It is similar to the data processing that is parallel, dispersed and, at the same time, it enjoys the merits of analogue computation.

Hayek justified those statements intuitively. Today a notional apparatus of the theory of complexity allows for precise confirmation. One of the procedures could be as follows. Since there are active advocates of Lange’s view who operate the informatics notions, they are expected to offer a proof that economic problems of central planning are solved with the help of algorithms working at polynomial rather than at exponential time and that there exists sufficient memory resources which are also measured polynomially, etc. On the other hand, the analysis of the behavior of the market members should indicate whether the problems they solve can be modeled with the help of some decidable theory and if so, whether they are more algorithmically tractable than the problems faced by a central planner.

The dispute cannot be treated only as a historical tale. Nowadays it gains a new interest for two reasons. Equally important, they come from different directions. Due to the growing wave of socialistic tendencies, which has been observed worldwide, a political reason can be indicated. These tendencies can be observed in the impetuous antiglobal movement or in some standards of “political correctness”. Hence, there arises a need of a possibly most precise comparative analysis of both socialist economy and free market. According to Lange and Hayek, the theory of computational complexity in its present state of advancement makes an ideal tool. Even if it was not for a practical demand, the advanced state of the tools encourages us to test them in such an interesting theoretical field. Being theoretical and mutually reinforced by the practical one, it makes the second reason to continue the dispute.

### 3. Addressing complexity

#### 3.1. There are many ways to deal with the complexity of natural, mental and social processes: to simplify problems, to reinforce computational means, to go beyond the Turing machine, and to create an interaction between intuition and algorithm. The information civilization consists in a growing ability to deal with complexity in these various ways. A struggle against complexity takes place at least on two fronts. The first front is operated by the theory of deterministic chaos (of the unstable dynamic systems) whereas the second one is dominated by the theory of complexity – the topic of our considerations.

First, it is recognized what problems are within algorithm’s reach. Undecidable problems as well as those potentially decidable but depending on inaccessible time and space resources remain out of reach. Time is a number of steps necessary to solve a problem. Space is a memory capacity that could be insufficient when confronted with a huge number of input data (other resources may be involved – for example, a number of sharing processors – but the former two are considered most often). Differentiation between two time categories – polynomial and exponential – makes a demarcation line dividing the sphere of what is algorithmically impossible from what remains within reach.

**Polynomial time** may be exemplified by function $n^3$ whereas function $2^n$ (where $n$ is a number of input data) exemplifies exponential time. Let the polynomial $7n^3 + 5n^2 + 27$ (with $n$ of input data) define a maximum number of steps. To evaluate the complexity of a polynomial algorithm, it is enough to consider its highest exponent omitting the coefficient as a negligible quantity (as 7 in $7n^3$). This distinguished exponent defines the order of the algorithm complexity. It is said that a given algorithm requires, for example, time $O(n^3)$ (notation with $O$ indicates the limitation to the order of magnitude with the omission of the negligible quantities). A sorting algorithm with the order of complexity of $O = n \log n$ (hence it is less than $O(n^2)$) is an example of the algorithm working at polynomial time.

The problem of satisfiability of the formula of the propositional calculus (abbreviated as SAT) belongs to the class of the problems demanding exponential time. Having a given formula of the propositional calculus in, for example, the conjunctive normal form (that is, the conjunction of alternatives), it is necessary to identify whether there exists such a configuration of logical values assigned to the variables, which makes the formula true. Suppose, the formula has 300 variables. In the least favorable case (when,
for example, only one assignment makes the formula true and it is found in the end) the solution will take $2^{300}$ steps.

The traveling salesman problem makes another example of an unimaginably big request for time that, being factorial, is even greater than exponential. Having data of the whereabouts of $n$ towns, his task is to visit all of them using the shortest route and visiting each town only once. Let him give 20 towns to visit (a starting place does not count). Then a number of routes is 20! since this is the number of possible arrangements in the set of 20 elements. An algorithm, which consists of all its possible arrangements, summing the length of the sections of each combination and a final recognition of the smallest sum, has not been found yet. In the light of the fact that

$$20! = 2 432 902 008 176 640 000$$

it is possible to imagine what algorithmic intractability depends on. If a computer is capable of checking a million combinations during a second, it will take 77,000 years to check all of them. Suppose we add a few more towns and the calculation would last longer than the age of the universe. This is an example of the algorithm that uses the so-called brute force; that is to say, it is based on the mechanical realization of all possibilities. There is no quicker algorithm for this problem, capable of giving an equally certain and precise result. However, in case of our acceptance of approximate results, the time of solving the problem of the traveling salesman can be shortened to a large extent.

### 3.2. Usually, the class of the problems solved by polynomial algorithms is marked with the letter P. This concise notation simplifies a consideration that has become the source of imposing results in the theory of complexity. Having marked another class of problems by the abbreviation NP, there arises a fundamental question – are these classes equal: P=NP?

This consideration has its roots in the observation that there are polynomial algorithms that answer the questions regarding the decision (the answer “yes” or “no”) by giving certificate then and only then when the answer “yes” is true. The question whether a given formula of propositional logic is satisfiable (if it is really satisfiable) will be answered positively, for example, by a polynomial algorithm. Likewise it is in case of the traveling salesman when the question is: is the length of a given route not bigger than such-and-such number?

To have a closer look at the example of decidability concerning the property of being prime, let me make use of the following recollection. Once Andrzej Mostowski, a widely known researcher of the problem of decidability, gave me a funny and simple task to solve. One day, while arranging a meeting, he asked me about my address. When he heard that the number of the flat was 917, he was quick to ask whether it was a prime number. Surprised, I thought that he should have known the answer (although I did not). Now I am sure that the question had a didactic character – Professor Mostowski was testing the way I would cope with it. Although on a late reflection, I would cope with it in a typically non-deterministic way by giving, for a start, the first answer that comes to my mind after the elimination of those that are certainly erroneous. After calculating that $9 + 1 + 7$ cannot be divided by 3, I eliminate even numbers and number 3. Then I eliminate 5 for 917 ends neither with 0 nor with 5. So I approach 7, ready to consider the following candidates (11, 13, etc.). A strategy has been chosen but I am ready to leave it and look for another one any time it fails. Therefore, I am using a simple polynomial algorithm where a number of steps (execution time) has a linear dependence on the length of the number sequence indicating the divided number. I am lucky – the first attempt gives the result without a remainder of the division – 131. Consequently, the solution is as follows – 917 is not a prime number. In this manner, it is possible to guess any big numbers – it is a matter of calculating ability. For instance, it would take a short time for a particularly talented person to guess that 226107 could be divided by 777 without a remainder (the result is 291).

This kind of polynomial algorithms is described as non-deterministic because they aim at the verification of the statements whose acquisition is not determined by any procedure (they should not be mistaken for probability algorithms). “Non” gives the letter N in the abbreviation NP. If the problem does not fall into the NP class, even a solution limited to such a confirmation may appear to be highly difficult. An assumption that the right solution is always within reach is a fiction, impossible to be realized by any machine. On the other hand, this fiction is very useful for it allows for the already mentioned question (P=NP?).

The class P is included in NP in the sense that if there is a polynomial algorithm to solve a problem in a general way, it will also serve in all those cases that are reduced to the question: whether such-and-such solution is correct? On the other hand, the thesis that P includes NP has not been proved. For if such a thesis held, the fact that a certificate problem in case of the traveling salesman is polynomial would result in the conclusion that the traveling salesman problem is polynomial in general or, in other words, it belongs to P. A hypothesis that the answer to the question $NP = P$? is negative is widely accepted.

The NP class contains a subset of problems which are NP-complete. The problem is said to be NP-complete when in belongs to NP and has the
following property: if there is a polynomial algorithm for some NP-complete problem, there is a polynomial algorithm for each problem in NP. It results in the conclusion that if a polynomial algorithm could solve at least one problem of this class, the same would apply to the rest (bearing in mind their mutual conversion). Therefore, the equality $P = NP$ would hold. Algorithmic conversions of this type take place at polynomial time, which makes it tractable.

To summarize, relations between the classes of complexity under consideration are as follows. Both $P$ and the class of NP-complete are proper subsets of the NP class. They are also thought to be disjointed.

A problem of satisfiability remains in the NP-complete class. It was the first to be recognized as having that quality. It also has become the measure of tractability for the remaining points of the NP class; if it could be solved polynomially, it would apply to the whole NP class. What is more, apart from the traveling salesman problem, the NP-complete class also encloses many problems from different fields – graph theory, operational research, cryptography, theory of games, and theory of social choice.

3.3. The disability to solve NP problems results in the search for their approximate solutions. Stratification of this class is conducted according to the complexity level, which is more complicated than the above-mentioned basic distinctions. The NP-complete theory has been developed in the direction of various issues of approximation. For this aim, approximation algorithms are being created. A below-given quotation, taken from the study [Impag-WWW, p. 2], shows that this research must be based on a subtler theory.

"Define SNP to be the class of properties expressible by a series of second order existential quantifiers, followed by a series of first order universal quantifiers, followed by a basic formula (a boolean combination of input and quantified relations applied to the quantified element variables). This class is considered for studying approximability of optimization problems". The authors refer to Papadimitriou and Yannakakis [1991].

Another example how to deal with planning complexity involves coding a plan in the propositional calculus. After assigning logical values to variables, it is finally translated into the original planning problem. This method is described by Ernst et al [1997] at the beginning of his paper.

"Recent work by Kautz et al. [1992] provides tantalizing evidence that large, classical planning problems may be efficiently solved by translating them into propositional satisfiability problems and translating the resulting truths assignments back into plans for original problems."

The same paper shows (it has also been stated experimentally) that by using the above-mentioned method it is possible to reduce a number of variables by half whereas the formula length can be reduced by 80%. Consequently, planning problems, reconstructed as a result of their decoding from the simplified formulae, are made considerably easier.

The above examples fall within a general strategy of approximation and simplification, where the following directions may appear:

When, under a given mathematical model, a problem is too complicated, we simplify the model in question. However, care should be taken to make sure it still remains an approximation of the reality that is close enough not to ruin the accuracy of predictions.

If we do not decide to simplify a model, we have to be satisfied with what is only an approximate solution. This approach is successfully represented by genetic algorithms that is, imitating the process of the Darwin evolution in a specified population (e.g. of mathematical formulæ or programs) with its laws of natural selection, heredity, struggle for survival (individuals who do not fulfill the criteria die) and chance mutation (which is reinforced when leading towards the criteria fulfillment). For instance, genetic algorithms cope well with the traveling salesman problem.

We look for an accurate solution but without being certain of getting it. In this case, there appears a necessity to accept a quite high level of the solution accuracy, which requires certain methods of the accuracy estimation.

Limitations of the results connected with these methods do not have to do much cognitive harm. In science, just as in everyday life, we are forced to simplify and approximate. Why should it be different in the sphere of the research that operates with algorithms? It is superior to the traditional research methods because it allows to estimate both precision diversion and their cognitive consequences.

3.4. In the process of dealing with complexity there exists a reverse direction, opposite to that advocating a deliberate agreement with the restrictions. As a starting point it also recognizes restrictions but only one of them is being considered. The fundamental limitation which has to be acknowledged consists in incompleteness of arithmetic as well as undecidability of logic. It is connected with the qualification of the range of algorithm power. In this respect, the orthodox position in computer science amounts to the
Church-Turing thesis. That is, to the claim that (roughly speaking) any device capable of algorithmic solving problems equals the computational power of the Universal Turing Machine (UTM).

Such a clear statement of limitations shows a field on which it would be possible to aim at getting superiority over UTM. To wit, there arises the following question whether the same problems, solved by UTM during too long a period of time (and therefore intractable), could be solved in a considerably quicker manner? The answer is positive. Some computational systems have appeared, due to which it is possible to cope with the complexity of different problems better. Here is their exemplifying overview.

Parallel computing takes place when a certain set of processors executes one task that is divided among them. Distributed computing appears when a computational process is divided among the computers remaining in the net; the data is being shared among them. Although each case involves different elements of the set (in the first case these are processors of the same computer whereas in the second one these are independent computers), a certain analogy takes place between the systems, which found its way in the title of the electronic magazine entitled Journal of Parallel and Distributed Computing. Both systems accelerate computing processes noticeably. Distributed computing deserves a special research aiming at its verification as a free market model, imitating the aspect which Friedrich Hayek called distributed (or local) economic knowledge as differentiated from centralized knowledge required by central planning system.

Interactive computing consists in the interaction between the system and the environment, as a result of which the system learns. The fact that there is no need to equip the system with highly complex algorithms, ready to face different circumstances, makes the essence of the obtained improvement. Instead, it is equipped with the program, controlling its learning on the basis of the information obtained from the environment, which makes the strategy incomparably more economic. A self-steering missile is an example of such a system. It behaves respectively to the obtained observation. The ability to react according to the environment requires a set to be equipped with suitable devices (input, output devices).

Cellular automata (CA) (mentioned earlier in the section regarding Prisoner’s Dilemma) are called so because they consist of simple objects located in the cells, reminding of a pattern of the chessboard. Each object has a certain number of possible states (e.g. alive or dead; or white, black or other color, etc). Because these objects change their states, they undergo some evolution. It is done according to the imposed rules that condition a choice of such-and-such state, depending on the situation in the environment (e.g. an object disappears after it has been squeezed by the presence of other individuals around). Self-reproduction is one of the processes taking place in the objects. A construction of automata, capable of self-reproduction with the help of the materials located in their environment, was a primary intention of von Neumann while his works on the construction of CA. Apart from the simplicity of the rules, underlying the CA behavior, it can often become unforeseeable. It allows them to be used to simulate unstable systems (chaotic), particularly studied by Stephen Wolfram. It has also been confirmed that CA has the power of UMT (the same range of the solvable problems). However, it is accompanied by an incomparably bigger efficiency.

Neural networks are highly simplified, physical (hardware) or logical (software) imitations of the nervous system. Their ability to learn gives them a basic advantage over UTM. Another difference is the fact that their actions remain only partly digital and partly analogue (which imitates analogue chemical conditions of the body, e.g. performance of the neuron transmitter). When it comes to the comparison with the UTM computational power, an orthodox view maintains that it is not bigger. On the other hand, the speed and ability to solve problems (to compute) are bigger. However, there is a group of non-conformists who firmly believe in the superiority of the networks, or in other words, in their ability to solve the problems which cannot be solved by UTM.

3.5. Together with this controversy let us consider the last point of the attacks on complexity. It should also be pointed out that a couple of other types of data processing (including quantum computation) will be omitted for the sake of a shortened character of the author’s reasoning. The question whether an attack, frontal enough to go beyond a possibility limit of the Turing machine, can appear makes the last point to tackle. Going beyond a possibility limit has become known as hypercomputation.

The problem of hypercomputation ramifies into two issues. Although not under this name, one of them followed Gödel’s thesis as regards the undecidability of arithmetic, and after the appearance of the undecidability results in logic in 1936. The question was whether the human brain was superior over the Turing machine. Gödel used to give a positive answer to that question whereas Turing (starting from 1950) used to answer it negatively. Apart from the Gödelian version of the negative answer, where the brain is comprehended independently from physics, there is a physical version, developed by Penrose [1989, 1994].
Penrose’s view has been made radical in the ideas and projects of the researchers among whom Jack Copeland is acknowledged as taking a remarkable research and writing initiative. The notion of hypercomputation functions within that group. While Penrose defends the hypothesis that in nature there are systems capable of solving the problems unsolvable by the Turing machine (meaning brains), hypercomputationists go further, maintaining a possibility of imitating nature. According to them, this could be done by the construction of technical devices that are superior over the Turing machine in terms of computational power. It also implies their advantage over equivalent systems, such as digital computers.

Paradoxically, hypercomputation makes attempts to refer to Turing (his surname, accompanied by his photo, was taken as a name of the hypercomputationists’ Internet site). This reference deserves a special attention for it allows to discuss an important and, at the same time, mysterious notion of oracle introduced by Turing in his work [1938] 10. Because the work was his Doctor’s thesis, supervised by Alonzo Church, it revealed two great names of the discoverers of the problem of computability. That is why historians of logic take a great interest in it.

Since the issue has been a subject of interpretative arguments, it cannot be presented without giving some specific interpretation (as long as it is not restricted only to quotations). The author of the present paper shares the view of A. Hodges, the author of the famous biography of Turing [1993], who returned to the issue in his lecture [2002] while his polemics with Copeland. Turing [1938] had made an attempt to formalize the notion of intuition understood as a factor that enables one to recognize the truth of the Godelian statement. Without going deeper in the overview of the attempt’s success and results, it is enough to note that Turing had introduced the notion of oracle as something that could compute incomputable functions. It is necessary to add here that he did not treat it as a hypothesis regarding the existence of such a real object (which, according to Copeland, he did) but rather as a fiction helpful for theoretical considerations. In this light, there is no basis to proclaim Turing a patron of superhypercomputationists. What is more, there is no need to “reconcile” Turing [1938] with Turing [1950].

10 A caution against ambiguity of the term “oracle” present in literature must be taken. Apart from the original meaning, referring to Turing [1938], another meaning has appeared. It appears in the NP problem context, where a metaphor of the result guessing has also been called “oracle” (meaning something which is capable of guessing things hidden for others). “Oracle” as used in the second context has nothing to do with incomputable numbers.

The success of the hypercomputationalist project depends on the truthfulness of the philosophical view stating that continuous or non-discrete processes (which include analogue computing) do not just appear as real but they really exist. Such “discrete” physicists as Ed Fredkin and Frank Tipler oppose this view. However, the project does not have to be defended on the basis of mere philosophical premises. It is the philosophy of continuity that can gain an experimental confirmation provided an analogue device (if proved to be predominant over the Turing machine in terms of its computational power) is constructed. The Havy Siegelman system [1999] described by its author in the book entitled Neural Networks and Analog Computing: Beyond the Turing Limit claims to achieve that aim. A summary of these ideas, included in the lecture (Siegelman [2001]), presents a perfectly described alternative as regards the disability to cross the Turing limit. The author puts it like this:

“[...] The theory of computational complexity requires the assumption of discrete computation and does not allow for other types of computational paradigms.

We consider a basic neutral network model: finite number of neurons, recurrent interconnection, continuous activation function, and real numbers as weight. This model is considered “analog” for both the use of real numbers as weights that makes the phase space continuous, and the continuity of its activation function. In computational terms, this type of continuous flow (due to its activation function) is definitely a restriction in our model. There are no discrete flow commands such as “If z is greater than 0, compute one thing, otherwise continue in another computation path.”

We show that the network [...] can compute anything that a digital machine does. Furthermore, due to its real-valued weights, it is inherently richer than the digital computational model and can compute functions that no digital computer can. The network, although transcending the Turing model, is still sensitive to resource constraints and still computes only a small subclass of all possible functions. It thus constitutes a well-defined super-Turing computational model.”

As it is seen from the above-quoted extract, the computational power of the Siegelman network seems to be located somewhere between UTM and oracle in the Turingian sense [1938]. The question whether the network could be defined well enough as a theoretical object and whether, being a physical device, it will experimentally prove its superiority over UTM, remains open (a discussion of this topic taking place in the field allows one to note that).
3.6. Before the above-mentioned argument has been settled, we may rely on the knowledge about people as individuals as confronted with the knowledge about computers. Two human dispositions deserve a special attention here – our ability to accept axioms and the ability to ask questions. The use of these two dispositions along with our commission to perform digital tasks by machines (when they are better than people) will advance the research results to the maximum. Figuratively, if these two dispositions were to fall under the function performed by oracle in the Turingian sense, then an optimum research strategy would consist in a positive feedback between oracle and the machine.

When it comes to the ability to find axioms and recognize their truth, it is necessary to highlight that, apart from few marginal references, this issue is notoriously being neglected in discussions about AI. This fact seems to indicate that the most eager defenders of the claim to reduce human brains to UTM at this stage cannot imagine such an algorithmic procedure that would lead towards, for instance, the discovery of the axiom of choice.\(^\text{11}\) This issue is also omitted by the advocates of strong AI although they seem to be burdened with onus probandi that every axiom must be produced by the Turing machine. Though it is possible to imagine a production of axioms by genetic algorithms through the application of a consistency requirement as a probabilistic evolution criterion. In the long run, axioms are expected to be true, while the recognition of truth is a cognitive domain of the human brain.

A construction of the machine capable of making questions would mean another exam passed positively by AI. Among researchers, this issue is covered by silence as it is with the case of arriving at axioms. The silence is much too strange bearing in mind the fact that in the light of the popularity of the Turing thesis, many researchers should be expected to come up with its development when the nearness of the machine and brain is not measured only (as it was proposed by Turing) by the similarity of the answers to given questions but also as to justification, originality and penetration of the questions being asked.

As long as such a machine does not exist, equality between artificial intelligence and natural one remains beyond the dream frontiers. To give answers it is enough to have a database put into memory and a program of their logical processing. To ask questions it is necessary, as it was noted by Ch. S. Peirce, to possess an ability to get irritated or annoyed. Irritation appears due to one’s lack of knowledge, ambiguity of notions or some contradictions. Moreover (let us develop Peirce’s thought) there are situations in which questions derive from curiosity. Either is a state of the mind that is not separable from a certain emotional state. As far as it is known now, this state can be achieved only by a living protein and not by pieces of silicon or other material carriers of artificial intelligence (von Neumann [1958] claimed that a nervous system has a logic of its own, other than that of digital machine; see also Marciszewski’s commentary [1996b]).

The above-given remarks are to reinforce the claim that an optimum research strategy of the future will not consist in successive replacing people by computers but in the parallel increase of their potentiality. Computing abilities of a computer increase together with the creation of quicker algorithms and perfection of equipment. It will result in the growth of knowledge that, in turn, will increase the rise of new questions and new axioms. This is bound to bring new research tasks for humans and computers, and so on, infinitely – provided that both the living intelligence and the mechanical intelligence are to exist in infinitum.

Translated by Renata Botwina
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ROUGH INFORMATION GRANULES IN SOCIAL AGENT SYSTEM MODELLING

Anna Gomolińska
University of Białystok

Abstract. The aim of the paper is to present rough granular methodology as a promising and serviceable tool in modelling of both social agents, interacting under uncertain and incomplete information, as well as systems of such agents. In this article, we focus upon information granules and fundamentals of the rough set theory. An agent’s architecture in terms of rough information granules, discussed in part in [23], and other special issues concerning social agent system modelling will be considered elsewhere.

1. Introduction

Modelling and analysis of social agent systems have been attracted many researchers not only in social sciences but also in scientific disciplines and research fields to which investigation of social phenomena was prima-

arily considered as irrelevant, to mention computer science. The fundamental notion focusing the attention of a vast number of researchers is agent. Apart from traditional interests in studying individual or collective human agents, institutions, companies, and the nature, there is a rapidly growing interest in investigation of populations of animals (e.g., ants, bees, or birds), artificial agents like robots or computer programs, and various kinds of collective agents (e.g., teams consisted of human agents and intelligent computer programs). In general, an agent is an autonomous object able to act on behalf of others or for itself.

A number of types of agents can be observed, and it would be too hard – or even hardly possible – to give a complete typology here. As regarding agents’ attitude to activity, pro-active (or goal-oriented) and reac-

---

* This work is dedicated to Ewa Roszkowska with whom the author collaborated on the Burns generalized game theory. Many thanks go to Andrzej Skowron for valuable discussions on modelling of multiagent systems from the rough-set standpoint.

** The research reported in this paper is a part of the project entitled Undecidability and Algorithmic Intractability in the Social Sciences, supported by the Polish Ministry of Science, grant no. 2H01A03025.
tive agents can be distinguished. Pro-active agents are goal-driven, whereas the causes for activity of reactive agents are events. We can also say about goal-oriented agents that they act according to consequentialist (or instrumental-rationality) modality as they mainly or solely pay attention to the realization of their goals and to achieving the best outcomes. To the contrary, normatively-oriented agents pay attention to or judge on the basis of norms and qualities of actions. There are also other action modalities like routine (habitual) modality, symbolic communication and rituals, play, and emotionally-driven acting [7, 9, 12]. Social agents, i.e., agents which interact with others can be cooperative or not. However, by socially-oriented agents we mean agents taking into account interests of others, i.e., agents which are not pure egoists. By a cognitive agent, we understand an agent with cognitive faculties like understanding, reason, judgment, perception, learning, adaptation, and so on. Such agents can have beliefs and knowledge. Where reason or adaptation are, for example, of particular interest, we can speak of reasoning agents or adaptive agents, respectively. Agents relying mainly on reason in their acting are called rational. By an intelligent agent we mean an agent granted or having developed some form of intelligence, so intelligent agents are cognitive as well. Modelling of emotionally-embedded agents and intention-driven agents are also of interest in the present agent technology [13, 14, 15]. From the standpoint of social sciences, studying of social systems of human agents is, of course, of the primary concern. On the other hand, computer scientists are mainly interested in systems of artificial agents or in mixed systems constituted both of human and artificial agents.

Real-life social systems and advanced systems of artificial or half-artificial agents are complex systems being subject to frequent changes and modifications. Usually, agents have to act and interact under incomplete, uncertain, and vague information about the situation of interaction, other participants, and even themselves. Also, agents have limited abilities (i) to identify the situation of interaction, the involvement of particular agents in this situation, the roles to be played, and the goals to be achieved, (ii) to predict the behaviour of others and the results of interaction, (iii) to make proper decisions, (iv) to perform the actions determined, etc., so the issue of modelling of such systems seems to be highly complicated or even intractable. As a matter of fact, traditional tools of mathematics, logic, and computer science turned out to be insufficient and often inadequate for the purpose of modelling of complex systems of agents working under uncertain and incomplete information. Soft computing methods like, e.g., rough sets, fuzzy sets, and neural networks are designed to deal just with imprecise, vague, and incomplete information. Usage of these or similar methods seems to be a reasonable and proper thing to do. In this paper, we propose a rough granular approach, where methods and tools of granular computing, based on recent achievements of rough set theory, are used.

The notion of a rough set was introduced by Pawlak in the early 80's of the 20th century as a result of research on approximate classification of objects in information systems [39, 40, 41, 42, 44]. The theory and the methodology of rough sets, worked out by Pawlak and other researchers, are suitable for dealing with vague and incomplete information, and are applicable to a vast number of problems like data and concept analysis, classification and, in particular, decision making, generation of classification and association rules, synthesis and analysis of complex objects, ontology formation, analysis of conflicts, reasoning under uncertainty, and many others. Rough set methods are based on Boolean reasoning, and the typical example of a rough set problem to which Boolean reasoning can be employed is computation of minimal reducts of the set of attributes of an information system. This problem is known to be NP-hard [58]. Since this one and many other problems faced in knowledge engineering are computationally hard, people search for heuristics which are computationally much more attractive although they provide us with suboptimal and approximate solutions only.

In general, we aim at modelling of social, cognitive, and communicating agents, either natural or artificial. From our perspective, agents and their systems are complex objects which can be represented by rough information granules. In this article, we just present information granules as a promising tool for agent system modelling. Some attempts to use information granules in social agent system modelling have been already made, see, e.g., research articles on representation of human agents – either individual or collective ones – and on explanation of social interactions of such agents in terms of rule complexes [7, 9, 10, 11, 12, 20, 22, 23]. As regarding the agent architecture, an agent may be viewed as a complex structure built of rough information granules, and similarly for a multiagent system. Rules of some knowledge representation language play an important role here as, on one hand, they can be used as labels for information granules and, on the other hand, they are themselves objects to form information granules. An agent’s knowledge and belief bases, value and norm systems, judgment system, classification procedures, and (inter)action modules can be modelled as information granules consisting of rules. Schemes of interaction and systems of agents can also be viewed as such granules. However, representation of agents and their systems in terms of granules is only one issue in our agenda. The list of important questions is much longer, for instance, how
The rest of the paper is organized as follows. In Sect. 2, a general notion of an information granule is introduced. Granules in Pawlak’s information systems and neighbourhoods of objects are discussed in Sect. 3. Formulas and rules of a description language as labels for information granules are presented in Sect. 4. Next, rule complexes and, in particular, rough classifiers are recalled in Sect. 5. Section 6 contains remarks on collective agents and, in particular, economic clusters. In the sequel, the classical Pawlak rough set model is described in Sect. 7. Section 8 is devoted to two of several extensions of this model. The last section contains a brief summary.

2. Information Granules

The notion of an information granule (or simply, granule) was introduced by Zadeh in the context of fuzzy set analysis of complex systems [77], and elaborated in a series of research articles [52, 53, 61, 62, 63, 65, 66, 72, 78, 80]. According to Zadeh’s proposal, an information granule is a clump of objects of some class, drawn together on the basis of indiscernibility, similarity, or functionality. In fact, the term ‘indiscernibility’ may be dropped since the property of being indiscernible is a particular, “perfect” case of being similar.

The definition of a granule leaves a lot of freedom as regarding the interpretation. By way of example, a set of objects X is often viewed as an information granule if all members of this set are similar to a given distinguished object, say u. Calling X an information granule is justified since all elements of X function as ‘objects similar to u’. From another standpoint, X is treated as a granule formed on the basis of similarity, yet similarity is understood as similarity with respect to u. Also, a granule may consist of objects of varied sorts like rules and sets of rules. Rule complexes used to model agents as well as their systems and interactions in generalized game theory, proposed and developed by Burns and his collaborators [7, 9, 10, 11, 12, 20, 22, 23], are examples of such heterogeneous information granules. The inner structure of granules does not matter, either. From the mathematical point of view, granules may be ordinary sets of objects, ordered sets of objects, sequences of objects, tables of objects, and so on. However, not every set of objects is treated as a granule. What really matters is the reason (viz., similarity or functionality) for drawing objects together.

The idea of computing with granules of objects instead of single objects, also attributed to Zadeh [77, 78, 79, 80], has found a number of fol-
from the unit interval, or that the resulting granule should differ from \( X \) as little as possible.

The definition of the notion of an information granule covers a broad class of cases. Examples of information granules are sets of similar rows in Pawlak information systems or, in other terms, sets of similar objects of the system, sets of neighbourhoods of objects, concepts in approximation spaces and approximations of these concepts, pairs of sets of objects satisfying premises and conclusion(s) of a rule, respectively, sets of rules like algorithms and classifiers, rule complexes representing agents and games [20, 22, 23], computational grids (i.e., collections of distributed resources which can be used to execute large-scale computations), coalitions and teams of cooperating agents, and economic clusters [6, 56, 57]. In the following sections, we give more details about some cases of information granules just mentioned.

### 3. Granules in Pawlak's Information Systems

The notion of an information system (IS for short) was introduced by Pawlak [39, 42]. In a recent formulation, an information system is a pair \( A = (U, A) \) of finite non-empty sets of objects and attributes, respectively. The set of all objects considered, \( U \), is the universe of \( A \). Henceforth, elements of \( U \) (resp., \( A \)) will be denoted by \( u \) (resp., \( a \)), possibly with sub/superscripts. Each attribute \( a \) is viewed as a mapping \( a : U \rightarrow V_a \) which assigns to every object \( u \), a value \( a(u) \in V_a \). Let \( V = \bigcup \{ V_a \mid a \in A \} \). Any pair \((a, v)\), where \( a \in A \) and \( v \in V_a \) is called a descriptor. From a different standpoint, every object \( u \) may be viewed as a mapping \( u : A \rightarrow V \) such that \( u(a) \in V_a \), i.e., \( U \subseteq \prod \{ V_a \mid a \in A \} \). From the mathematical point of view, every object \( u \) is, thus, a set of descriptors \( u = \{(a, u(a)) \mid a \in A \} \).

Therefore, granulation of objects on the basis of information contained in \( A \) and formation of granules from sets of descriptors of \( A \) are equivalent.

As well-known, every set of attributes \( B \subseteq A \) induces an equivalence relation of \( B \)-indiscernibility of objects, \( \text{ind}_B \), defined for any objects \( u, u' \in U \) by

\[
(u, u') \in \text{ind}_B \iff \forall a \in B. a(u) = a(u').
\]  

(2)

In other words, \( (u, u') \in \text{ind}_B \) if and only if for every \( a \in B \), \( a(u) = a(u') \), i.e., if and only if \( u_B = u'_B \). The equivalence class of \( u \), \( [u]_B \), consisting of all objects which cannot be discerned from \( u \) by means of attributes of \( B \), is a \( B \)-elementary information granule.
Mappings on $U$, assigning information granules to objects of $U$, may be called *granulation mappings*. Granulation mappings of the form $\Gamma : U \mapsto \wp(U)$, where for every $u \in U$, $u \in \Gamma u$, are referred to as *uncertainty mappings* [60]. A function which assigns to every object $u$, its equivalence class $[u]_\Gamma$ is an example of an uncertainty mapping. Now, we recall a pretty universal recipe for construction of uncertainty mappings described, e.g., in [45]. To this end, suppose that for every attribute $a \in A \subseteq B$, a metric and a threshold function, $\delta_a, f_a : (V_a)^2 \mapsto [0, +\infty)$, respectively, are given. Define a family of uncertainty mappings $\Gamma_a : U \mapsto \wp(U)$, parameterized by attributes of $B$, as follows, for any objects $u, u'$:

$$u' \in \Gamma_a u \iff \delta_a(a(u), a(u')) \leq f_a(a(u), a(u'))$$

(3)

In words, $u'$ is a member of the granule assigned to $u$ by the mapping $\Gamma_a$ if and only if the distance between the values of $a$ at $u, u'$, given by $\delta_a$, does not exceed the threshold value $f_a(a(u), a(u'))$. Next, a global uncertainty mapping, $\Gamma$, may be defined as the intersection of the mappings $\Gamma_a$, i.e.,

$$\Gamma u \overset{\text{def}}{=} \bigcap \{\Gamma_a u \mid a \in B\}.$$  

(4)

Each $\Gamma_a$ induces a tolerance relation $\rho_{\Gamma_a}$, given by

$$(u', u) \in \rho_{\Gamma_a} \overset{\text{def}}{=} u' \in \Gamma_a u,$$

(5)

which is not an equivalence relation in general. Therefore, the relation $\rho_{\Gamma}$, defined by

$$(u', u) \in \rho_{\Gamma} \overset{\text{def}}{=} u' \in \Gamma u,$$

(6)

is merely a tolerance relation as well.

A *decision system* is an IS of the form $A = (U, C \cup D)$, where $C, D$ are non-empty disjoint sets of *condition* and *decision attributes*, respectively. Clearly, $A$ is the result of merging of ISs $C = (U, C)$ and $D = (U, D)$. The data table corresponding to $A$ is referred to as a *decision table* [39, 42, 43]. In most cases, $D$ consists of only one decision attribute, say $d$. Then, we often write $A = (U, C, d)$ instead of $A = (U, C \cup \{d\})$.

As the set of descriptors $\{(a, a(u)) \mid a \in A\}$ represents the information accessible to an agent about an object $u$, information systems contain the available information about a collection of objects. From the standpoint of functionality, these information systems as well as their representations in the form of data tables serve as granules comprising information about classes of objects.

---

**Example 3.1.** By way of illustration, let us consider a decision system $A = (U, A)$, where $U$ consists of 8 objects (scholarship applications), denoted by $0, \ldots, 7$, and $A$ consists of 6 condition attributes $a_0, \ldots, a_5$ (4 numerical and 2 nominal) and two decision attributes $d_0, d_1$ (1 numerical and 1 nominal). Every object is specified in terms of such attributes as: studies $(a_0)$, year of studies $(a_1)$, mean result $(a_2)$, income of the family per month per person $(a_3)$, age $(a_4)$, and place of residence $(a_5)$. The range of $a_0$ is $V_{a_0} = \{m, ch, ph\}$, where $m$ stands for ‘mathematics’, $ch$ – ‘chemistry’, $ph$ – ‘philosophy’; $V_{a_1} = \{1, 2, 3\}; V_{a_2} = \{3.0, 5.0\}; V_{a_3} = \{800, 1200\}$; $V_{a_4} = \{19, \ldots, 22\}$; and $V_{a_5} = \{c, t, v\}$, where $c$ stands for ‘city’, $t$ – ‘town’, and $v$ – ‘village’. Furthermore, the decision attribute $d_0$ specifies whether or not the application is accepted and the form of a scholarship awarded. Its range is $V_{d_0} = \{s0, s1, s2, s3\}$, where $s0$ represents the negative decision, $s1$ is for ‘social scholarship’, $s2$ – ‘research scholarship’, and $s3$ – ‘both social and research scholarship’. The second decision attribute, $d_1$, specifies the amount of money awarded per month, and $V_{d_1} = \{0, 500\}$. System $A$ is presented in Table 1.

**Table 1**

<table>
<thead>
<tr>
<th>$u$</th>
<th>$a_0$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$d_0$</th>
<th>$d_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>m</td>
<td>2</td>
<td>3.45</td>
<td>950</td>
<td>20</td>
<td>c</td>
<td>s1</td>
</tr>
<tr>
<td>1</td>
<td>m</td>
<td>1</td>
<td>4.10</td>
<td>820</td>
<td>19</td>
<td>v</td>
<td>s3</td>
</tr>
<tr>
<td>2</td>
<td>ph</td>
<td>1</td>
<td>4.30</td>
<td>850</td>
<td>19</td>
<td>v</td>
<td>s3</td>
</tr>
<tr>
<td>3</td>
<td>ch</td>
<td>2</td>
<td>3.70</td>
<td>1130</td>
<td>20</td>
<td>c</td>
<td>s0</td>
</tr>
<tr>
<td>4</td>
<td>ph</td>
<td>3</td>
<td>4.55</td>
<td>1050</td>
<td>22</td>
<td>t</td>
<td>s2</td>
</tr>
<tr>
<td>5</td>
<td>m</td>
<td>2</td>
<td>3.75</td>
<td>980</td>
<td>20</td>
<td>v</td>
<td>s1</td>
</tr>
<tr>
<td>6</td>
<td>ch</td>
<td>3</td>
<td>4.40</td>
<td>1200</td>
<td>21</td>
<td>t</td>
<td>s2</td>
</tr>
<tr>
<td>7</td>
<td>ch</td>
<td>2</td>
<td>3.95</td>
<td>850</td>
<td>21</td>
<td>c</td>
<td>s3</td>
</tr>
</tbody>
</table>

With each $a_i$, we can associate an uncertainty mapping $\Gamma_{a_i}$, and similarly for the decision attributes. For example, let

$$u' \in \Gamma_{a_i} u \overset{\text{def}}{=} \left\{ \begin{array}{ll}
  a_i(u') = a_i(u) & \text{if } i = 0, 1, 4, 5, \\
  |a_i(u') - a_i(u)| \leq 0.25 & \text{if } i = 2, \\
  |a_i(u') - a_i(u)| \leq 75 & \text{if } i = 3.
\end{array} \right.$$  

(7)

$\Gamma_{a_i}$ generate partitions of $U$ for $i = 0, 1, 4, 5$, viz., $\Gamma_{a_0} U = \{\{0, 1, 5\}, \{2, 4\}, \{3, 6, 7\}\}$, $\Gamma_{a_1} U = \{\{1, 2\}, \{0, 3, 5, 7\}, \{4, 6\}\}$, $\Gamma_{a_4} U = \{\{1, 2\}, \{0, 3, 5\}$,
Example 3.2. In connection with the previous example, note that the following global granules $\Gamma_0 = \{(0, 1, 5), (0, 3, 5, 7), (0, 3), (0, 5), (0, 3, 5), (0, 3, 7)\}$ and $\Gamma_1 = \{(0, 1, 5), (1, 2), (1, 2, 7), (1, 2, 7), (1, 2), (1, 2, 5)\}$, being sequences of neighbourhoods generated by $\Gamma_i$ ($i = 0, \ldots, 5$, respectively), can be associated with objects 0, 1.

There arises a question how this happens that so many uncertainty mappings can come into play. First, different subsets of attributes $B$ may lead to different uncertainty mappings. Secondly, starting with an uncertainty mapping $\Gamma$ and taking into account (6), we can derive a sequence of uncertainty mappings $\Gamma_i$ ($i = 0, 1, \ldots$) such that for any objects $u, u'$:

$$u' \in \Gamma_i u \iff (u', u) \in \varrho_{\Gamma_0} \circ \cdots \circ \varrho_{\Gamma_{i-1}}$$

In particular, $u' \in \Gamma_1 u$ if and only if $(u', u) \in \varrho_{\Gamma_0} \circ \varrho_{\Gamma_0}$, i.e., if and only if there is $u''$ such that $(u'', u') \in \varrho_{\Gamma_0}$ and $(u'', u) \in \varrho_{\Gamma_0}$, i.e., if and only if there is $u''$ such that $u' \in \Gamma_0 u''$ and $u'' \in \Gamma_0 u$. $\varrho_{\Gamma_0}$ is reflexive, so is an arbitrary composition of $\varrho_{\Gamma_0}$ with itself. Therefore, $\Gamma_{i+1} u \subseteq \Gamma_i u$, $\Gamma_{i+1} u$, ... may be understood as the granules of the nearest neighbours, the 1-step neighbours, the 2-step neighbours, and so on. It can happen that for some number $i$, the relation induced by $\Gamma_i$ is an equivalence relation. Any further iteration does not lead to new uncertainty mappings, the procedure may be stopped.

Example 3.3. Continuing Example 3.1, it is worth noting that $\varrho_{\Gamma_1} \circ \varrho_{\Gamma_1}$ is an equivalence relation, so the process of granule production may be stopped at $i = 1$. The corresponding partition of $U$ is equal to $\{(0, 4, 5), (1, 2, 7), (3, 6)\}$. For example, the granule of the 1-step neighbours of the object 0 equals to $\{0, 4, 5\}$.

4. Formulas and Rules as Labels of Granules

Adapting slightly Zadeh's idea of computing with words, formulas and rules may be viewed as linguistic labels representing information granules. Computation on granules is performed with help of the labels attached to these granules.

In information systems, the descriptor language is a formal language commonly used to express and reason about properties of objects and constraints.
cepts [39, 42, 45]. We briefly present this language starting with an information system $A = (U, A)$ as earlier. For the sake of simplicity, elements of $A \cup V$ are identified with their names playing the role of constant symbols. Moreover, these symbols are the only terms. Commas and the round parentheses are auxiliary symbols. As primitive propositional connectives we may take $\land$ (conjunction) and $\neg$ (negation), whereas the remaining connectives of disjunction, material implication, and double implication, $\lor$, $\rightarrow$, and $\leftrightarrow$, respectively, can be defined by means of $\land$, $\neg$ along the classical lines. Descriptors, viz., pairs of the form $(a, v)$, where $a \in A$ and $v \in V_a$, are atomic formulas. Compound formulas are formed from the atomic ones as usual. Formulas are denoted by $\alpha, \beta$, possibly with sub/superscripts. The relation of (crisp) satisfiability of formulas for objects, $\models$, is understood in line with the classical Tarskian approach, viz., for any formulas $(a, v), \alpha, \beta$ and any object $u$,

$$
\begin{align*}
\models (a, v) & \iff a(u) = v; \\
\models \alpha \land \beta & \iff \models \alpha \land \models \beta, \\
\models \neg \alpha & \iff \not\models \alpha.
\end{align*}
$$

(10)

With every formula $\alpha$, there is associated an information granule $\|\alpha\|$ of objects satisfying this formula, called the (crisp) meaning of $\alpha$. In other words, $\alpha$ is a label for the granule consisting of objects satisfying $\alpha$. Thus,

$$
\begin{align*}
\|\alpha \land \beta\| & = \|\alpha\| \cap \|\beta\|, \\
\|\neg \alpha\| & = U \setminus \|\alpha\|.
\end{align*}
$$

(11)

In the classical case, the satisfiability of formulas is extended to the satisfiability of sets of formulas in such a way that for any set of formulas $X$ and any object $u$,

$$
\models X \iff \forall \alpha \in X. \models \alpha.
$$

(12)

Hence, the information granule associated with $X$, called the (crisp) meaning of $X$, is the set

$$
\|X\| = \bigcap \{\|\alpha\| \mid \alpha \in X\}.
$$

(13)

In [25], we propose and discuss various rough forms of satisfiability of formulas and sets of formulas for objects. For instance, given an uncertainty mapping $\Gamma : U \mapsto \Omega U$ and a threshold value $t \in [0, 1]$, a formula $\alpha$ is said to be satisfied for $u$ to the degree at least $t$, written $u \models_\Gamma \alpha$, if and only if the degree of inclusion of the granule $\Gamma u$ in the crisp meaning of $\alpha$, measured by a rough inclusion function (see Sect. 7), is not less than $t$.

**Example 4.1.** Consider a formula $\alpha = (a_1, 2) \land (a_3, 850)) \lor (a_5, v)$ of the descriptor language for the decision system $A$ from Example 3.1 which says that the year of studies of a student is 2 and the income is 850, or a student comes from a village. Then, $\|\alpha\| = (\| (a_1, 2) \| \cap \| (a_3, 850) \|) \lor \| (a_5, v) \| = (\{0, 3, 5, 7\} \cap \{2, 7\}) \lor \{1, 2, 5\} = \{1, 2, 3, 5, 7\}$. Let us assume that for any object $u_i (i = 0, \ldots, 7)$ and $t \in [0, 1]$, $u_i \models_\Gamma \alpha$ if and only if $(\#(\Gamma u_i) \cap \|\alpha\|)/\#\Gamma u_i \geq t$. Hence, if $t > 1/2$, then $u_i \models_\Gamma \alpha$ for $i = 1, 5$; if $0 < t < 2/2$, then $u_i \models_\Gamma \alpha$ for $i = 1, 2, 3, 5, 7$; and, finally, $u_i \models_\Gamma \alpha$ for every $i$. A rule is a pair $r = (P_r, C_r)$ of finite sets of formulas $P_r$ and $C_r$ of premises and conclusions of $r$, respectively. By assumption, the set of conclusions is non-empty. Rules will be denoted by $r$ with sub/superscripts if needed. Sets $P_r$ and $C_r$ are information granules built of formulas on the basis of functionality. On the other hand, $P_r$ and $C_r$ are labels for the granules consisting of all objects of $U$ which satisfy the sets $P_r$, $C_r$, respectively. In data mining and knowledge discovery (KDD), induction of classification (in particular, decision) rules as well as association rules is of particular interest [1, 2, 4, 25, 29, 30, 32, 34, 36, 69, 71]. For the lack of space, we give a few details about decision rules only. Such rules are typically extracted from decision systems with one decision attribute. The set of premises of a decision rule $r$ consists of descriptors with different attribute symbols and the set of conclusions of $r$ contains a single descriptor of the form $(d, v)$ only, where $d$ is the decision attribute and $v \in V_d$. In general, premises and conclusions of a rule may be understood differently, viz., application of rules may be treated as a game between two agents. One agent checks whether or not a rule is applicable to an object and communicates the result to the second agent. Then, the latter agent applies the rule to the object. Therefore, let us consider two forms of satisfiability of sets of formulas for objects, $\models_1, \models_2$, and the corresponding forms of meaning $\models_1, \models_1, \models_2$. The meaning of a rule $r$ is defined as the pair $\|r\|_1, 2 = \| (P_r)\|_1, \|C_r\|_2$ of information granules $\|P_r\|_1, \|C_r\|_2$, so $r$ is a label for an information granule being an ordered pair of granules. Furthermore, we can say that $r$ is applicable to an object $u$ if and only if $u \models_1 P_r$, i.e., $u \in \|P_r\|_1$. More generally, $r$ is applicable if and only if there is $u$ such

\begin{footnote}
3 We use the same symbol $\models$ for simplicity.
\end{footnote}

\begin{footnote}
4 A conjunction of such descriptors is called a template.
\end{footnote}
that \( u \models P_r \), i.e., \( \|P_r\| \neq \emptyset \). More about rules and their rough applicability can be found in [24, 26].

**Example 4.2. From the decision system considered in Example 3.1, one can derive the following exemplary rules:**

\[ r_1 = \{(a_1, 1), (a_5, v)\}, \{(d_0, s_3)\} \]

\[ r_2 = \{(a_4, 19), (a_5, v)\}, \{(d_0, s_3)\} \]

and \( r_3 = \{(a_1, 1) \lor (a_4, 19), (a_5, v)\}, \{(d_0, s_3)\} \). Clearly, the latter rule is obtained from the first two rules, by combination of premises \((a_1, 1), (a_4, 19)\). By way of example, \( r_2 \) informally says that if a student is 19 and comes from a village, then he/she will be awarded a social and scientific scholarship. Note that

\[ \|\{(a_1, 1)\}\| = \|\{(a_4, 19)\}\| = \|\{(a_1, 1) \lor (a_4, 19)\}\| = \{1, 2\}, \|\{(a_5, v)\}\| = \{1, 2, 5\}, \]

and \( \|\{(d_0, s_3)\}\| = \{1, 2, 7\} \).

Moreover, \( \|P_{r_2}\| = \|P_{r_2}\| = \|P_{r_3}\| = \{1, 2\} \)

and \( \|P_{r_1}\| = \|P_{r_2}\| = \|P_{r_3}\| = \{1, 2, 7\} \). Hence, each and every rule \( r_i \) \((i = 1, 2, 3)\) is applicable in the crisp sense to objects 1, 2, and it is valid in \( A \) since \( \|P_{r_i}\| \subseteq \|C_{r_i}\| \).

5. Rule Complexes

Informally speaking, **rule complexes** are sets having a nested structure and built of rules over some language [20, 22]. They are examples of complexes of objects, where rules are taken as objects. It should be emphasized that neither complexes of objects nor even rule complexes are information granules by definition. However, they may be viewed as such granules if the objects forming them are clustered on the basis of some kind of similarity or functionality. For instance, rules building an agent’s value complex are drawn together for they all represent or at least are related to the agent’s values and norms. Another example of a rule complex, being an information granule, is a rough classifier briefly described in Section 5.1.

Let us overview the notion of a complex of objects\(^5\). A program with embedded procedures is both a prototypical rule complex as well as an example of an information granule formed on the basis of functionality. In the definition below, empty complexes of objects are excluded for the sake of convenience only. Given a non-empty set of objects \( U \), the class of all complexes of objects upon \( U \) (or, simply, complexes of objects if \( U \) is understood), \( C(U) \), is the least class of sets which contains \( U \) and is closed under the following formation rules: (CPL1) every non-empty subset of a complex of objects is a complex of objects; (CPL2) every non-empty set of

---

\(^5\) In [22], the term ‘complex of points’ was used.

complexes of objects is a complex of objects; and (CPL3) the set-theoretical union of any non-empty set of complexes of objects is a complex of objects. A characteristic feature of complexes of objects is the possibility of multiple occurrences of objects in the same complex of objects although every such set is actually a set.

In the domain of complexes of objects, the usual set-theoretical notions of an element and a subset of a set can be generalized to the notions of a **generalized element** and a subcomplex of a complex of objects. First, an object or a complex of objects \( x \) is a generalized element (or \( g \)-element) of a complex of objects \( X, x \in g X \), if \( x \) occurs in \( X \), i.e.,

\[ x \in g X \Leftrightarrow x \in X \lor \exists n \in \mathbb{N}, \exists X_0, \ldots, X_n, x \in X_0 \in \ldots \in X_n \in X. \quad (14) \]

Given \( t \in [0, 1] \) and a family of rough membership functions\(^6\) \( \mu_X : U \to [0, 1] \), where \( X \) is any complex of objects upon \( U \), a rough version of g-membership can be obtained. We can say that an object \( u \) is a **generalized element** (or \( g \)-element) to the degree \( t \) of a complex of objects \( X \), \( \mu^X(u) = t \), if \( \mu_X(u) = t \) or there exists a complex of objects \( Y \) being a g-element of \( X \) that \( \mu_Y(u) = t \), i.e.,

\[ \mu^X(u) = \max\{\mu_Y(u) \mid Y = X \lor Y \in g X\}. \quad (15) \]

In the sequel, a complex of objects \( X \) is referred to as a subcomplex of a complex of objects \( Y, X \subseteq Y \), if \( X = Y \) or \( X \) can be obtained from \( Y \) by removing some g-elements of \( Y \), copies of the empty set which may appear after removing g-elements, and useless parentheses. For instance, let

\[ Y = \{\{u, u'\}, u, u''\} \]

be the original complex of objects. By removing \( u, u' \) from \( \{u, u'\} \) as well as \( u'' \), we obtain \( Y' = \{\{\{u\}, u'\} \} \) which, nevertheless, is not a complex of objects. At the next step, we remove \( 0 \) to arrive at \( Y'' = \{\{u\}, u'\} \), already being a complex of objects and a subcomplex of \( Y \). For simplicity, we may decide to remove the external parentheses in the expression \( \{\{u\}\} \) to obtain \( X = \{\{u\}, u'\} \) being another subcomplex of \( Y \).

Every element is also a g-element and every non-empty subset is a subcomplex of a complex of objects, yet the converse may not hold in general. Both being a g-element and being a subcomplex are transitive. Note also that every complex of objects being a g-element of a complex of objects \( X \) is a subcomplex of \( X \).

---

\(^6\) The notion of a rough membership function goes back to Pawlak and Skowron [46]. More details can be found in Sect. 8.1.
Example 5.1. Consider the universe \( U \) from Example 3.1, granulated by \( \Gamma \). Sets \( X_1 = \{1, 2\} \), \( X_2 = \{1, 3, 4\} \), \( X_3 = \{2, X_2\} \), and \( X_4 = \{1, 2, X_1, X_3\} \) are exemplary complexes of objects upon \( U \). In the case of \( X_4 \), its elements are 1, 2, \( X_1 \), and \( X_3 \). Apart from the elements just mentioned, the \( g \)-elements of \( X_4 \) are 3, 4, and \( X_2 \). Examples of subcomplexes of \( X_4 \) are its non-empty subsets, \( \{1, [2], [3, 4]\} \), and \( \{1, 2, [2, 4]\} \). Assuming that for any object \( u \) and a set of objects \( X \), \( \mu_X(u) = \#(\Gamma u \cap X) / \#\Gamma u \), we obtain

\[
\mu_{X_4}(u_i) = \begin{cases} 
0 & \text{if } i = 0, 5, 6, \\
0.5 & \text{if } i = 2, 3, 4, 7, \\
1 & \text{if } i = 1.
\end{cases}
\]  

(16)

5.1. Rough Classifiers

A decision system contains information about classification of a given set of objects \( U \) into some, pairwise disjoint classes \( C_0, \ldots, C_m \) (\( m \in \mathbb{N} \)) of objects. The classification task consists in mapping any object examined, regardless it belongs to \( U \) or not, to exactly one of these classes. Where \( m = 1 \), the classification resolves into decision making whether or not an object belongs to \( C_0 \) (or, equivalently, \( C_1 \)). Rough set techniques and other soft computing technology provide a number of algorithmic tools to extract decision rules from decision systems for the purpose of classification of unseen objects [4, 5, 28, 29, 30, 36, 69]. Mining classification rules of a satisfactory quality from a decision system \( \mathcal{A} = (U, A, d) \) resolves itself into computation of suitable reducts of \( A \). Informally speaking, a reduct of \( A \) is a set of attributes \( B \subseteq A \) such that the classification of objects under the set of attributes \( B \) is almost the same as in the case of the primary set of attributes \( A \). Most of the methods offered by the rough set theory to determine exact reducts\(^7\) are based on computation of prime implicants of a Boolean function what is NP-hard [58]. Therefore, various heuristics are proposed to compute approximate reducts which are suboptimal, yet obtained in a shorter time.

Having obtained a set of decision rules is not sufficient for the purpose of classification. We need to have at our disposal methods for judging applicability of rules, for carrying these rules into effect, and for solving conflicts and inconsistencies which possibly can occur. In this way, we arrive at the notion of a rough classifier for a concept or a set of concepts. Any such classifier is a set of decision rules together with meta-rules (methods) for rough judgment of applicability, rough rule following, and resolving conflicts among rules. Clearly, a rough classifier is a granule of information based on functionality.

6. Collective Agents

Examples of collective agents are coalitions, teamworks, nations, states, institutions, companies, associations, school classes, economic clusters, and swarms. A collective agent is a collection of individual agents and/or other collective agents together with interconnections among the members as well as interaction rules and procedures, plans, values and norms, judgmental procedures, objectives and goals, intentions, commitments, beliefs and knowledge, consciousness, action modalities, etc. which are shared by the group members\(^8\). A collective agent is more than a system of agents just because of the assumption of sharing. A distinction is made between being shared and being common. In the former case, members of a collective agent need not to reflect on what they share, and they may not be conscious that others share or not share something. On the other hand, being a common value, rule, belief, or anything is a very robust feature. In this case, members of a collective agent not only share the thing but also they are conscious of their sharing, they are conscious that others are conscious of their sharing, and so on [8, 13, 14, 15, 17].

In our terms, collective agents are compound information granules consisting of two sorts of objects: (i) individual or other collective agents and (ii) systems of shared rules, values, beliefs, interaction procedures, and so on. Rule complex is just a mathematical tool which seems to be suitable for modelling and analyzing collective agents.

6.1. Economic Clusters

Among collective agents one can distinguish economic clusters. The notion of an economic cluster, going back to Porter [56, 57], has gained much interest since its introduction in the 90's of the 20th century (see, e.g., [6], other web pages, and articles on economic clusters). It is a vague concept related to a social and economic phenomenon that in spite of globalization of market and excellent opportunities for making businesses via internet,

\(\text{That is, reducts which precisely preserve the primary classification.}\)

\(\text{Clearly, what is shared among the members of a collective agent – and to which extent} \quad \text{depends on the agent and the situation of interaction, e.g., members of the group may share a goal or some interaction rules only.}\)
geographical location is still fundamental to competition of companies. According to Porter who considers a variety of economic clusters,

"[c]lusters are geographic concentrations of interconnected companies and institutions in a particular field."

Obviously, economic clusters are not merely associations of similar objects like companies in some industry sector. They comprise heterogenous objects like governmental or private institutions (including universities and research centres), various associations, and a number of companies⁹. The world well-known clusters are the California wine cluster, Silicon Valley, Hollywood, the finance cluster on Wall Street, the Massachusetts biotechnology cluster, the Italian leather fashion cluster, the Dutch transportation and flower clusters, and the cluster of built-in kitchens and appliances in Germany. Other typical examples of clusters are tourism clusters functioning successfully in a large number of countries. There is a conviction that cluster formation is an essential ingredient of economic development in the 21st century. From our perspective, economic clusters are information granules based on functionality. In an economic cluster, objects (i.e., institutions and companies) are interdependent and interconnected by (in)formal links and are located in a relatively short distance from one another. Both competition and cooperation occur. Companies in a cluster aim both at their own economic outcomes as well as the development of the region. Last but not least, objects draw a substantial productive advantage from their nearness and interconnections.

7. Pawlak’s Rough Approximation of Sets of Objects

The foundations of the theory of rough sets were laid by Pawlak in the early 80’s of the 20th century [40, 41, 42, 44]. The starting point was the notion of an information system recalled in Sect. 3. The classical Pawlak rough set model is based on an equivalence relation of indiscernibility of objects.

In this section, we concisely present Pawlak’s rough set model based on an arbitrary equivalence relation $\rho$ on a non-empty set of objects $U$ considered as the universe of discourse. Objects are considered as equivalent if they cannot be discerned from one another. As earlier, the equivalence

\[
\text{class } [u] \text{ of an object } u \text{ is an elementary information granule. Any subset of } U \text{ is viewed as a concept. Concepts being set-theoretical unions of elementary granules are referred to as definable. Even if a concept is not definable in this sense, it can be approximated from the inside and the outside by a pair of concepts which are already definable. In this way, we arrive at the famous notions of the lower and upper rough approximations of a concept. For any concept } X \subseteq U, \text{ the lower and upper rough approximations of } X, \text{ low}^\cup X \text{ and upp}^\cup X, \text{ respectively, are defined by}
\]

\[
\text{low}^\cup X = \bigcup \{ [u] \mid [u] \subseteq X \} \quad \text{&} \quad \text{upp}^\cup X = \bigcup \{ [u] \mid [u] \cap X \neq \emptyset \}.
\]

\[
\text{low}^\cup X, \text{ viewed as the positive region of } X, \text{ is the largest definable concept included in } X. \text{ In other words, low}^\cup X \text{ consists of all objects } u \text{ which certainly belong to } X \text{ since all objects indiscernible from } u \text{ are members of } X. \text{ On the other hand, upp}^\cup X \text{ is the least definable concept containing } X \text{ or, from another standpoint, upp}^\cup X \text{ is the set of all objects } u \text{ which possibly belong to } X \text{ as at least one object indiscernible from } u \text{ is a member of } X. \text{ The complement of upp}^\cup X \text{ may be viewed as the negative region of } X. \text{ The difference}
\]

\[
\text{bnd}^\cup X \overset{\text{def}}{=} \text{upp}^\cup X - \text{low}^\cup X
\]

is called the boundary region of $X$. A concept $X$ is exact if its boundary region is empty; otherwise $X$ is referred to as rough. It turns out that a concept is definable if and only if it is exact. Moreover, the pair $(U, \rho)$ is called a rough approximation space. It is worth noting that the lower and upper rough approximations of a concept may also be given by

\[
\text{low} X = \{ u \mid [u] \subseteq X \} \quad \text{&} \quad \text{upp} X = \{ u \mid [u] \cap X \neq \emptyset \},
\]

respectively, whereas the boundary region of $X$ may be defined as $\text{bnd} X = = \text{upp} X - \text{low} X$. Indeed, one can easily see that

\[
\bigcup \{ [u] \mid [u] \subseteq X \} = \{ u \mid [u] \subseteq X \},
\]

\[
\bigcup \{ [u] \mid [u] \cap X \neq \emptyset \} = \{ u \mid [u] \cap X \neq \emptyset \}.
\]

Let us recall fundamental properties of the lower and upper rough approximations.

**Proposition 7.1.** For any concepts $X, Y$, it holds:

- (a) $\text{low} X \subseteq X \subseteq \text{upp} X$
- (b) $\text{low} \emptyset = \text{upp} \emptyset = \emptyset$ \& $\text{low} U = \text{upp} U = U$
variable-precision positive and negative regions instead of lower and upper rough approximations. Next, Skowron and Stepaniuk [59, 60] presented a rough set model based on a tolerance relation\textsuperscript{10}, where concepts are approximated by means of rough lower and upper approximations, yet defined differently than in the classical case. In Skowron–Stepaniuk’s framework, rough inclusion functions (RIFs for short) play an important role and the fundamental notion is that of a parameterized approximation space. The classical Pawlak’s model was extended and refined in several other directions as well. For instance, approximation spaces based on arbitrary non-empty binary relations are investigated in [19]. The reader interested in other developments is referred, e.g., to [21, 27, 47, 48, 51, 55, 67, 68, 69, 70, 71, 73, 74, 76].

8.1. Rough Inclusion Functions and Rough Membership Functions

Broadly speaking, a rough inclusion function (RIF) upon \( U \) is a mapping \( \kappa : (\mathcal{P}(U))^2 \to [0,1] \) which measures the degree of inclusion of a concept in a concept of \( U \). Polkowski and Skowron have axiomatically characterized RIFs within rough mereology, a formal theory of the notion of being-part-to-degree [49, 50, 52, 53, 54]. The most known example of a RIF is the standard one, \( \kappa^\nu \), defined for finite universes. The idea behind this notion goes back to Lukasiewicz [33]. For any finite concepts \( X, Y \), \( \kappa^\nu(X,Y) = \#(X \cap Y)/\#X \) if \( X \) is non-empty, and \( \kappa^\nu(\emptyset, Y) = 1 \). Clearly, the definition may be extended to the case of infinite second arguments.

In our approach, every RIF \( \kappa \) is assumed to fulfil rif\(_1\) and rif\(_2\) given below:

\[
\text{rif}_1(\kappa) \iff \forall X, Y.(\kappa(X, Y) = 1 \iff X \subseteq Y) \\
\text{rif}_2(\kappa) \iff \forall X, Y, Z.(Y \subseteq Z \Rightarrow \kappa(X, Y) \leq \kappa(X, Z))
\]

The above conditions are in accordance with the axioms of rough mereology. One can easily see that \( \kappa^\nu \) satisfies both of them. Other exemplary properties which might also be postulated are:

\[
\text{rif}_3(\kappa) \iff \forall X \neq \emptyset.\kappa(X, \emptyset) = 0, \\
\text{rif}_4(\kappa) \iff \forall X \neq \emptyset.\forall Y.(\kappa(X, Y) = 0 \iff X \cap Y = \emptyset), \\
\text{rif}_5(\kappa) \iff \forall X \neq \emptyset.\forall Y.\kappa(X, Y) + \kappa(X, U - Y) = 1.
\]

Like in the fuzzy set theory, one can measure the degree of membership of an object in a concept of \( U \). Rough membership functions just serve the pur-

---

\textsuperscript{10} This assumption was relaxed to the case of a similarity relation later on.
pose. In this way, the crisp notion of membership in a set is extended to the case of reasoning under vague information within the rough set theory [46]. Given a concept $X$ in a rough approximation space $(U, \varrho)$, where $U$ is finite and $\varrho$ is an indiscernibility relation, the rough $X$-membership function is defined in [46] as a mapping $\mu_X : U \mapsto [0, 1]$ such that for any $u \in U$,
\begin{equation}
\mu_X(u) = \frac{\#([u] \cap X)}{\#[u]},
\end{equation}
i.e., $\mu_X(u) = \kappa^Z([u], X)$. This definition can be extended to the case of an arbitrary universe of objects $U$, any RIF $\kappa$ upon $U$, and any uncertainty mapping $\Gamma : U \mapsto \varrho U$. Namely, for any concept $X$, the rough $X$-membership function, $\mu_X : U \mapsto [0, 1]$, may be defined as follows, for any object $u$:
\begin{equation}
\mu_X(u) = \kappa(\Gamma u, X)
\end{equation}

82. The VPRS Model

Ziarko refined Pawlak’s rough set model by introducing degrees of precision of approximation [82, 83]. In Ziarko’s framework, concepts are approximated in terms of the $s$-negative regions and the $t$-positive regions of concepts, where the significance threshold parameters $s, t$ satisfy $0 \leq s < t \leq 1$. The original VPRS model is based on an equivalence relation, say $\varrho$, of indiscernibility of objects. For every target concept $X \subseteq U$, the existence of a prior probability value $\Pr(X)$ is assumed. The value can be estimated from a finite data sample $U' \subseteq U$ by $\Pr(X) = \kappa^Z(U', X)$. $\Pr(X)$ is understood as the probability of the event that an object belongs to $X$. With every equivalence class $[u]$, viewed as an elementary information granule as earlier, there is associated a conditional probability value $\Pr(X|[u])$, understood as the probability that an object $u'$ belongs to $X$ provided that $u'$ is indiscernible from $u$. For finite equivalence classes, this probability is estimated by $\Pr(X|[u]) = \kappa^Z([u], X)$. Instead of lower and upper rough approximations, variable-precision negative and positive regions of concepts are considered. In detail, the $s$-negative region, the $t$-positive region, and the $(s, t)$-boundary region of a concept $X$, written $\text{neg}_s^Z X, \text{pos}_t^Z X$, and $\text{bnd}_{s,t}^Z X$, respectively, are defined by
\begin{equation}
\begin{aligned}
\text{neg}_s^Z X &= \bigcup \{ [u] \mid \Pr(X|[u]) \leq s \}, \\
\text{pos}_t^Z X &= \bigcup \{ [u] \mid \Pr(X|[u]) \geq t \}, \\
\text{bnd}_{s,t}^Z X &= \bigcup \{ [u] \mid s < \Pr(X|[u]) < t \}.
\end{aligned}
\end{equation}

In words, the $s$-negative (resp., $t$-positive) region of $X$ is the union of all granules $[u]$ that the conditional probability $\Pr(X|[u])$ does not exceed (resp., is not less than) a given threshold value $s$ (resp., $t$). The $(s, t)$-boundary region of $X$ is the union of all remaining equivalence classes. For finite $U$, the above equalities take the following forms:
\begin{equation}
\begin{aligned}
\text{neg}_{s,t}^Z X &= \bigcup \{ [u] \mid \kappa^Z([u], X) \leq s \}, \\
\text{pos}_{s,t}^Z X &= \bigcup \{ [u] \mid \kappa^Z([u], X) \geq t \}, \\
\text{bnd}_{s,t}^Z X &= \bigcup \{ [u] \mid s < \kappa^Z([u], X) < t \}.
\end{aligned}
\end{equation}

As in the case of Pawlak’s lower and upper rough approximations, the variable-precision negative, positive, and boundary regions can be defined by
\begin{equation}
\begin{aligned}
\text{neg}_s^Z X &= \{ u \mid \kappa^Z([u], X) \leq s \}, \\
\text{pos}_t^Z X &= \{ u \mid \kappa^Z([u], X) \geq t \}, \\
\text{bnd}_{s,t}^Z X &= \{ u \mid s < \kappa^Z([u], X) < t \},
\end{aligned}
\end{equation}

respectively, since $\text{neg}_{s,t}^Z X = \text{neg}_s^Z X, \text{pos}_{s,t}^Z X = \text{pos}_t^Z X$, and $\text{bnd}_{s,t}^Z X = \text{bnd}_{s,t}^Z X$. Moreover, if $s = 0$ and $t = 1$, then $\text{neg}_s^Z X = \text{upp}X$ and $\text{pos}_t^Z X = \text{low}X$, i.e., the $s$-negative region and the $t$-positive region become the negative region and the positive region, respectively.

The notions of variable-precision negative and positive regions of a concept can be generalized to the case of an arbitrary RIF $\kappa$ and an arbitrary similarity relation $\varrho$. After necessary modifications of (24) and (25), we can obtain, for example,
\begin{equation}
\begin{aligned}
\text{neg}_{s,t}^Z X &= \bigcup \{ \varrho^- \{ u \} \mid \kappa(\varrho^- \{ u \}, X) \leq s \}, \\
\text{pos}_{s,t}^Z X &= \bigcup \{ \varrho^- \{ u \} \mid \kappa(\varrho^- \{ u \}, X) \geq t \}, \\
\text{bnd}_{s,t}^Z X &= \bigcup \{ \varrho^- \{ u \} \mid s < \kappa(\varrho^- \{ u \}, X) < t \}.
\end{aligned}
\end{equation}

Unlike in the indiscernibility-based case, $\text{neg}_{s,t}^Z X$ and $\text{neg}_s^Z X$ need not to coincide, and analogously for the remaining pairs of concepts.

Example 8.1. (Continuation of Example 3.1.) Suppose that the granulation of $U$ is induced by the uncertainty mapping $\Gamma_{\varrho_2}$, and the RIF considered is standard. In Table 3, we give the $t$-positive and $t$-negative regions of the concept $X = \{1, 2, 7\}$ for various values of $t$. As regarding the variable-precision
boundary regions, we obtain, e.g., \( \text{bdn}_{s,t} X = \{4, 5, 6\} \) for \( 0 < s \leq 1/4 \) and \( 1/3 < t \leq 1/2 \).

**Table 3**

<table>
<thead>
<tr>
<th>( t )</th>
<th>( \text{pos}_t X )</th>
<th>( \text{neg}_t X )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{0}</td>
<td>( U )</td>
<td>{0}</td>
</tr>
<tr>
<td>(0, 1/4)</td>
<td>{1, \ldots, 7}</td>
<td>{0, 3}</td>
</tr>
<tr>
<td>(1/4, 1/3)</td>
<td>{1, 2, 4, 5, 6, 7}</td>
<td>{0, 3, 4, 5, 6}</td>
</tr>
<tr>
<td>(1/3, 1/2)</td>
<td>{1, 2, 7}</td>
<td>{0, 2, \ldots, 7}</td>
</tr>
<tr>
<td>(1/2, 1)</td>
<td>{1}</td>
<td>( U )</td>
</tr>
</tbody>
</table>

8.3. Parameterized Approximation Spaces

Skowron and Stepaniuk generalized Pawlak’s rough set model to the case of similarity-based approximation of concepts. The notion of a parameterized approximation space, introduced in [59, 60] and elaborated in a series of articles, influenced the further research on the theory and the applications of approximation spaces. Let \( U \) be a non-empty set of objects, \( S \) be a list of tuning parameters to obtain a satisfactory quality of approximation, \( \Gamma_S : U \mapsto \wp(U) \) being a mapping called an uncertainty mapping and assigning to every object \( u \in U \), a set of objects in some sense similar to \( u \), and \( \kappa_S \) be a RIF upon \( U \). It is assumed that \( \forall u \in U, \Delta_S u \), and indiscernibility is treated as a special case of similarity. Elementary granules of information are of the form \( \Gamma_S u, \) where \( u \) is an object of \( U \).

A parameterized approximation space is a triple \( \mathcal{M}_S = (U, \Gamma_S, \kappa_S) \), where any concept \( X \subseteq U \) can be approximated by its lower and upper approximations, \( \text{low}^S X \) and \( \text{upp}^S X \), respectively, such that

\[
\text{low}^S X \overset{\text{def}}{=} \{ u | \kappa_S(\Gamma_S u, X) = 1 \} \quad \text{and} \quad \text{upp}^S X \overset{\text{def}}{=} \{ u | \kappa_S(\Gamma_S u, X) > 0 \}. \tag{27}
\]

According to this definition, \( \text{low}^S X \) consists of all objects \( u \) that their elementary granules are included in \( X \) to the degree 1. On the other hand, \( \text{upp}^S X \) is the set of all objects that their elementary granules are included in \( X \) to some positive degree. The boundary region of \( X \), \( \text{bdn}^S X \), can be defined as the set

\[
\text{bdn}^S X = \{ u | 0 < \kappa_S(\Gamma_S u, X) < 1 \}. \tag{28}
\]

For simplicity, we shall omit \( S \) unless necessary.

In parameterized approximation spaces, concepts can also be approximated in a number of other ways, e.g. in line with Pawlak’s rough approximation. By way of example, the lower and upper approximations of \( X \) may be given by

\[
\text{low} X \overset{\text{def}}{=} \{ u | \Gamma u \subseteq X \} \quad \text{and} \quad \text{upp} X \overset{\text{def}}{=} \{ u | \Gamma u \cap X \neq \emptyset \}, \tag{29}
\]

respectively, whereas the boundary region of \( X \) may be defined as \( \text{bdn} X = \text{upp} X - \text{low} X \). By \( \text{rif} \) \((\kappa)\), \( \text{low}^S X = \text{low} X \), yet \( \text{upp}^S X = \text{upp} X \) needs not to hold\(^1\). When \( \kappa \) is standard and \( \Gamma^{-U} \) is a partition of \( U \), the lower and upper approximations defined by (27) coincide with Pawlak’s lower and upper rough approximations, respectively.

Every uncertainty mapping \( \Gamma \) induces a reflexive relation \( \varrho \) on \( U \) such that \( (u', u) \in \varrho \) if and only if \( u' \in \Gamma u \) (cf. (6)), and vice versa, starting with a reflexive relation \( \varrho \) on \( U \) understood as a relation of similarity of objects, an uncertainty mapping \( \Gamma_\varrho : U \mapsto \wp(U) \), defined by \( u' \in \Gamma_\varrho u \) if and only if \( (u', u) \in \varrho \), can be defined\(^2\). Therefore, we can think of a similarity-based rough approximation space as a structure \( \mathcal{M} = (U, \Gamma, \kappa) \) above or \( \mathcal{N} = (U, \Gamma', \kappa) \), where \( \varrho \) is a reflexive relation on \( U \).

**Example 8.2.** Consider an approximation space \( \mathcal{M} = (U, \Gamma, \kappa) \), where \( U \) and \( \Gamma \) are as in Example 3.1, and \( \kappa \) is a RIF such that for any non-empty concept \( X \) and any concept \( Y, \kappa(X, Y) = 0 \) if and only if \( X \cap Y \emptyset \). Hence, \( X \cap Y \neq \emptyset \) implies \( \kappa(X, Y) > 0 \), but the converse may not hold. Indeed, \( \{3\}, \{1, 2, 7\} \) are disjoint, whereas \( \text{upp}\{3\} \cap \text{upp}\{1, 2, 7\} = \{0, 3, 7\} \cap \{1, 2, 7\} = \{3, 7\} \), i.e. \( \kappa(\{3\}, \{1, 2, 7\}) > 0 \). Furthermore, for any concept \( X \), \( \text{upp} X \subseteq \text{upp}^S X \). However, the both forms of approximation are different. Namely, \( \text{upp}\{1, 2, 7\} = \{ u \mid \Gamma u \cap \{1, 2, 7\} \neq \emptyset \} = \{1, 2, 3, 7\} \), whereas \( \text{upp}\{1, 2, 7\} = \{ u \mid \kappa(\Gamma' u, \{1, 2, 7\}) > 0 \} = \{ u \mid \kappa(\Gamma' u, \{1, 2, 3, 7\}) \neq \emptyset \} = \{0, 1, 2, 3, 7\} \).

9. Summary

In this paper, we discussed the possibility of using the methodologies of rough sets and granular computing to build a rule-based model of a multiagent system. The main assumption of our approach is that the universe

\(^{11}\) Among others, the equality holds true if \( \kappa \) is standard.

\(^{12}\) As a matter of fact, \( \varrho \) induces two different uncertainty mappings unless \( \varrho \) is symmetric. Apart from \( \Gamma_\varrho \), we obtain \( \Gamma_\varrho' \) such that \( (u', u) \in \Gamma_\varrho' \) if and only if \( (u, u') \in \varrho \).
of all objects considered is granulated into information granules, i.e., clusters of objects formed on the basis of similarity or functionality. According to our idea, both agents and their systems, being complex objects of some kind, may be viewed as information granules. Apart from a brief overview of various aspects regarding the modelling of agent systems, we presented several examples of information granules which can be useful in such modelling. Furthermore, the classical Pawlak model of rough sets and its two extensions were recalled. Various detailed questions concerning social agent system modelling, mentioned in Introduction, will be elaborated in the future work.
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